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Preface

Volumes of LNCS 5821 and CCIS 51 are the proceedings of the 4th International
Symposium on Intelligence Computation and Applications (ISICA 2009) held
in Huangshi, China, October 23–25, 2009. These two volumes are in memory
of Prof. Lishan Kang, the ISICA 2009 Honorary General Chair, who was a
leading figure in the fields of domain decomposition methods and computational
intelligence.

ISICA 2009 successfully attracted over 300 submissions. Through rigorous
reviews, 58 high-quality papers were included in LNCS 5821, while the other 54
papers were collected in CCIS 51. ISICA conferences are one of the first series of
international conferences on computational intelligence that combine elements of
learning, adaptation, evolution and fuzzy logic to create programs as alternative
solutions to artificial intelligence. The last three ISICA proceedings have been
accepted in the Index to Scientific and Technical Proceedings (ISTP) and/or
Engineering Information (EI).

Following the success of the past three ISICA events, ISICA 2009 made good
progress in the analysis and design of newly developed methods in the field of
computational intelligence. ISICA 2009 featured the most up-to-date research in
analysis and theory of evolutionary algorithms, neural network architectures and
learning, fuzzy logic and control, predictive modeling for robust classification,
swarm intelligence, evolutionary system design, evolutionary image analysis and
signal processing, and computational intelligence in engineering design. ISICA
2009 provided a venue to foster technical exchanges, renew everlasting friend-
ships, and establish new connections.

On behalf of the Organizing Committee, we would like to thank warmly
the sponsors, China University of Geosciences and Hubei Normal University,
who helped in one way or another to achieve our goals for the conference. We
wish to express our appreciation to Springer for publishing the proceedings of
ISICA 2009. We also wish to acknowledge the dedication and commitment of
the LNCS and CCIS editorial staff. We would like to thank the authors for
submitting their work, as well as the Program Committee members and reviewers
for their enthusiasm, time and expertise. The invaluable help of active members
from the Organizing Committee, including Jiaoe Jiang, Dajun Rong, Hao Zhang
and Xiaowen Jin, in setting up and maintaining the online submission systems,
assigning the papers to the reviewers, and preparing the camera-ready version of
the proceedings is highly appreciated. We would like to thank them personally
for helping make ISICA 2009 a success.

October 2009 Zhihua Cai
Zhenhua Li
Zhuo Kang

Yong Liu
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A Novel Online Test-Sheet Composition Approach Using 
Genetic Algorithm 

Fengrui Wang1, Wenhong Wang2, Quanke Pan2, and Fengchao Zuo2 

1 School of  Media and Communications Technology, Liaocheng University, Liaocheng, China 
2 School of Computer Science, Liaocheng University, China 

wfrsd@126.com, wwhem@126.com, panquanke@lcu.edu.cn 

Abstract. In e-learning environment, online testing system can help to evaluate 
students’ learning status precisely. To meet the users’ multiple assessment re-
quirements, a new test-sheet composition model was put forward. Based on the 
proposed model, a genetic algorithm with effective coding strategy and problem 
characteristic mutation operation were designed to generate high quality test-
sheet in online testing systems. The proposed algorithm was tested using a se-
ries of item banks with different scales. Superiority of the proposed algorithm is 
demonstrated by comparing it with the genetic algorithm with binary coding 
strategy. 

1   Introduction 

In e-learning environment, online testing can help to evaluate student’s learning status 
effectively during the learning process without time and place limitation. In order to 
perform online testing successfully, high quality test-sheets must be constructed in 
short time from item banks using certain test-sheet composition algorithm [1, 2].  

In general, online test-sheet constructing runs through three steps. First, according 
to the learning process of students, user (teacher or student) can set the relevant pa-
rameters of a test sheet, such as total score, number of test items, difficulty degree and 
expected testing time of the test-sheet by a web browser. Then, test-sheet composition 
algorithm selects proper test items from the item bank automatically according to the 
user’s multiple criteria. Finally, the obtained test-sheet is displayed in the user’s inter-
face. In practical applications, effective test-sheet composition algorithms play a key 
role in developing online testing systems [2, 3]. 

Most of the existing online testing systems compose a test-sheet using manual or 
random test item selecting algorithms [4,5,6]. Such algorithms are inefficient and usu-
ally can’t the meet multiple assessment requirements simultaneously. Recently, many 
researches have been done to provide a more systematic approach for optimal test-
sheet design. In these studies, computer-aided test-sheet composition problem was 
modeled as an optimization problem to maximize (or minimize) some objective func-
tion with multiple assessment requirements [7, 8].  

Usually, the number of candidate test items in the item bank is large, and the  
number of feasible combinations to form a test-sheet thus grows exponentially. So  
the search for optimal solutions under multiple criteria has been proven to be  
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computationally demanding and time-consuming. To overcome this limitation, a 
number of heuristic approaches, such as genetic [5], immune [6], abductive learning 
machine [8], Tabu [9], particle swarm [10], and so on have been proposed to facilitate 
finding solutions as close to optimal as possible in a reasonable computation time. 
However, if the scale of the item bank is large, the time to construct a test-sheet by 
these approaches may become very long. In addition, according to the study [11], web 
user’s tolerable waiting time should be kept below 8 seconds. Therefore, new meth-
ods must be proposed to generate high quality test sheet in online testing systems. 

As a method of computational intelligence, genetic algorithm (GA) has the ability 
of avoiding the local search and can increase the probability of finding the global best. 
It has been successfully applied to solve difficult optimization tasks in various do-
mains of science and technology [12,13,14].This paper presented a new approach 
based on GA for solving test-sheet composition problem in online testing environ-
ment. There are three contributions of this paper. First, a model that formulates the 
online test-sheet composition (OTSC) problem under multiple assessment considera-
tions was proposed. Second, an OTSC algorithm based on GA was put forward. 
Third, an effective float-point number coding strategy and problem characteristic  
mutation solution were designed, which can reduce the algorithm’s execution time ex-
tremely even if the scale of the item bank is large. Superiority of the proposed algo-
rithm is demonstrated by comparing it with GA with binary coding strategy. 

2   Problem Model 

In this section, we propose a model that formulates the OTSC problem under multiple 
assessment considerations. With regard to each test item, this model maintains five 
assessment considerations, which are discrimination degree, difficulty degree, an-
swering time, score and type. Assuming that the given item bank 

{ }1 2, ,..., mB Q Q Q= consists of m  items, p  items of them maybe selected to compose 

a test-sheet, which is a subset of B . The model aims at optimizing the discrimination 
degree of the test-sheet under multiple constraints. The variables used in the formu-
lated model are defined as follows: 

(1) ix , 1, 2,...,i m= , is decision variables, where m  is the number of candidate test 

items in the item bank. The value of ix denotes whether test item i  is selected or not. 

(2) idis , 1, 2,...,i m= , degree of discrimination of test item i . 

(3) idif , 1, 2,...,i m= , degree of difficulty of test item i . 

(4) it , 1, 2,...,i m= , time needed for answering test item i . 

(5) ip , 1, 2,...,i m= , score of test item i . 

(6) itype , 1, 2,...,i m= , type of test item i . 

(7) ts , total score of the test-sheet. 
(8) difupper , upper bound on the test-sheet difficulty degree. 

(9) diflower , lower bound on the test-sheet difficulty degree. 

(10) tupper , upper bound on the testing time. 
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(11) tlower , lower bound on the testing time. 

(12) test item type collection { 1 2, ,..., ,...,j kT T T T }, jT , j=1,2,…,k, denotes a kind 

of test item type, for instance multiple choice, fill-in-the-blank and so on. 
(13) jtp , j=1,2,…,k, total score of test item type jT of each test-sheet. 

(14) mi , the maximum test item number of  the test sheet. 
The formulated models of OTSC problem are defined as follows:  
Objective function: 

Maximize  1
1 2

1

( , ,..., )

m

i i
i

m m

i
i

dis x
Z x x x x

x

=

=

= =
∑

∑
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The objective of this model is to select some test items from the item bank, so that the 
discrimination degree of the generated test sheet is maximized. Objective function 

( )Z x represents average discrimination degree of all the selected test items, which is 

also termed as the discrimination degree of the test-sheet. Constraint (1) indicates that 
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total score of the selected test items must equal to the value of ts . Constraint (2) and 
(3), respectively specify the lower and upper limits on the difficulty degree of the test 
sheet. The lower and upper limits on the testing time are set in constraint (4) and (5) 
respectively. Constraints (6) explain the relationship between the total score of each 
test item type and variable jtp . Constraints (7) assure the number of selected test 

items must no more than mi . 

3   Online Test-Sheet Composition Algorithm 

GA is an intelligent parallel search algorithm invented by John Holland (1975), which 
is inspired by the mechanics of natural selection and natural genetics [12]. In GA, a 
population of potential solutions, termed as chromosomes (individuals), is evolved 
over successive generations using a set of genetic operators called selection, crossover 
and mutation operation. First of all, based on some criteria, every chromosome is as-
signed a fitness value, and then a selection operation is applied to choose relatively 
good chromosome as part of the reproduction process. In the reproduction process, 
new individuals are created using crossover and mutation operation. The details of 
each step are described in the following. 

3.1   Improved Coding Strategy and Population Initialization 

Similar with the natural selection, GA also needs a population to evolve. The popula-
tion ,{ | 1,2,..., }G i GP x i NP= =  of G generation of GA consists of NP D-dimensional 

chromosomes (individuals). Vector , 1 , 2 , , ,( , ,..., ,..., )i G i G i G ki G mi Gx x x x x=  is called chromo-

somes and each chromosome represents a potential solution of the optimization 
task. A fitness value is then calculated related to how well each chromosome solves 
the problem. 

To represent the solutions of the test-sheet composition problem, effective popula-
tion coding strategy must be designed. In most of the existing algorithms [2,3,5], bi-
nary coding strategies are adopted, in which each chromosome ,i Gx represent a test-

sheet and the dimension of ,i Gx is equal to the number of test items of the item bank. 

More precisely, the element ,ki Gx  of ,i Gx  is used to denote the test item k . If 

,ki Gx equal to 1, it means that the test item k  is selected as a candidate of the test-

sheet. Otherwise, test item k  is not selected. Although this strategy is simple and easy 
to understand, when the scale of the item bank is large, the length of individual 

,i Gx becomes very long. As a result, it may consume much time to construct an effec-

tive test-sheet. 
To cope with the limitation of binary coding strategy, we proposed a floating-point 

number coding strategy (FNCS). In FNCS, the dimension of ,i Gx  is equal to the 

maximum number of test item used to construct a test-sheet, we can calculate this 
number by ( , / )tmin mi upper minTime , where variable uppert denotes the upper bound 

on the expected test-sheet answering time, and variable minTime denotes the  
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minimize test item finishing time of the item bank. Different from the binary coding 
strategy, the value of ,ki Gx is in the range of [0, 1] in FNCS and it may be valid or in-

valid. If the value of ,ki Gx is in [0,1 1]m + , which means ,ki Gx does not represent any 

test item, where variable m denote the total test item number included in the item 
bank. When ,ki Gx is in (1 1,1]m + , it’s value is valid and it represent a test item that 

will be selected as one of the number of the test-sheet. By equation (8), we can calcu-
late the specific test item l that ,ki Gx denotes. 

l=t, if ,

1
,

1 1ki G

t t
x

m m

+⎛ ⎤∈ ⎜ ⎥+ +⎝ ⎦
, =1,2,...,t m  (8) 

 
The initial population is chosen randomly. More precisely, the individual ,i Gx  is a 

floating-point number vector and ,1kix equal to [0,1]krand , for 1,2,..., ;i NP=  

1,2,...,  ( , / )tk min mi upper minTime= , where rand [0,1]k is a function to produce the 

kth random number with outcome [0,1]∈ . 

3.2   Selection Operation 

According to the roulette wheel selection scheme, a subset of chromosomes was se-
lected from the population GP  to generate the offspring. The probability of a chromo-

some being selected is directly propositional to its fitness value. Therefore the bigger 
fitness value a chromosome has the more copies it will have in the reproduction process. 

3.3   Crossover Operation  

Crossover operation blends the genetic information between chromosomes to explore 
the search space. When a pair of individuals has been selected for mating, crossover 
operation occurs with probability CR , and the individuals remain the same with prob-
ability 1- CR , where variable CR is a constant [0,1]∈  derived from the results of a se-
ries of preliminary experiments. In either event, two offspring are produced.  

The crossover operation used in this paper is one-cut-point method. In this method, 
we select one cut points randomly and exchanging the right parts of two parents to 
generate offspring. Thus, the crossover operation is a simple, yet powerful, way of 
exchanging information and creating new solutions.  

3.4   Problem Characteristic Mutation Operation 

Following crossover operation, mutation serves to maintain diversity in the popula-
tion. In this work, the mutation operation is designed according to the character of the 
OTSC problem. It involves changing some genes in the chromosome based on user 
defined mutation probability parameter MP . The pseudo-code of the proposed muta-
tion operation solution is given as follows. 
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FOR each individual x  in current population 

FOR each dimension j  of x  

GENERATE a random number 1 [0,1]r ∈ ; 

IF( 1r MP< ) 

SET [ ] 0x j = ; 

SELECT a number h  in {1,2,...,  ( , / )}tmin mi upper minTime  
randomly; 

GENERATE a random number 2 [0,1]r ∈ ; 

SET [ ] 2x h r= ; 

       END IF 

    END FOR 

END FOR 

By this strategy, each individual of current population is mutated by setting some 
genes to 0 or rand[0,1] . The strategy of setting genes to 0 is used to explore the 

proper number of test items, where as by setting genes to rand[0,1] , more optimal test 

item can be found from item banks. 

3.5   Stopping Criterion 

The GA optimization is combined with operations mentioned above and repeats the 
evolution process until it reaches the predefined terminated conditions.  

4   Simulation Experiments and Evaluation 

To evaluate the performance of proposed algorithm, a series of simulation experi-
ments were conducted with the execution times and solution quality of the two 
competing approaches recorded: GA with FNCS (fGA) and GA with binary coding 
strategy (bGA). The algorithms are implemented in Java language using Microsoft 
Windows XP on a PC with Intel Pentium3 1.07GHz CPU, 376MB RAM.  

4.1   Dataset and Test-Sheet Requirements 

To perform simulation studies, five item banks with the number of candidate test 
items ranging from 600 to 5000 were constructed. All the item banks have the same 
table structure. The features of each item bank are shown in table 1. 

In our experiment, the parameters of each test sheet were set as follows: (1) Ac-
cording to the testing time used in practical online testing, the lower and upper bounds 
of testing time were set 30 to 60, 60 to 90 and 90 to 120 minutes respectively. (2) The 
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Table 1. Features of the item banks 

Item-bank 
scale 

Average dif-
ficulty 

Average dis-
crimination 

Average finished 
time (Minute) 

Total test item 
type’s number 

600 0.546 0.571 2.405 5 

1200 0.547 0.586 2.378 5 

2000 0.552 0.579 2.399 5 

4000 0.552 0.577 2.419 5 

5000 0.547 0.583 2.441 5 

 
 

test item types in each test-sheet include multiple choice question (MCQ), brief an-
swer question (BAQ) and essays question (EQ). (3) The values of other variables 
were set the same as table 2. 

Table 2. Value of each test-sheet parameter 

Initial parameters of the test sheet Value 

Total Percent 100 

Upper bound of the difficulty 0.4 

Lower bound of the difficulty 0.6 

Score of MCQ 30 

Score of BAQ 30 

Score of EQ 40 

Maximum Item number 100 

 
 

The algorithm’s parameters are set based on the result of some preliminary ex-
periments that are carried out to observe the behavior of algorithm in different pa-
rameter setting. The parameters of the two competing algorithms are summarized in 
table 3. 

Table 3. Value of algorithm parameters 

Parameter fGA. bGA 

CP 0.9 0.9 

MP 0.0045 0.005 

NP 10 5 

 
 

To compare the performance of all algorithms under the same condition, we use 
the discrimination degree of the test-sheet and computation time as the stop condition 
of all algorithms. In the simulation experiment, all algorithms stopped when the dis-
crimination degree of the generated test-sheet was bigger than the average discrimina-
tion degree of the item bank or they had run 10 minutes.  

 
 



8 F. Wang et al. 

 

Three criteria were employed to evaluate the performance of the competing algo-
rithms: (1) Execution time reflects the efficiency of the algorithm in searching for the 
optimal solution. (2) The success ratio (SR), which indicates the robustness of the al-
gorithm, is the ratio of number of successful runs to that of total runs. (3) Search qual-
ity denotes the discrimination degree of the best individual in a run. According to 
practical online testing requirements, a run is considered to be successful if it stops af-
ter it have run not more than 6 seconds, and at the same time the discrimination de-
gree of the generated test-sheet is bigger than the average discrimination degree of the 
item bank. In this investigation, a high efficiency algorithm is characterized by shorter 
execution time, high success ratio and search quality.  

4.2   Results and Discussion 

For the three online testing time ranges 30 to 60, 60 to 90 and 90 to 120 minutes, 
each algorithm run 50 times for each test item bank. Results of different algorithm 
on each online testing time range are presented in table 4, 5 and 6. In these tables, 
Best, Bad, Avg and Std respectively represent minimum value, maximum value, av-
erage value and standard deviation of execution time on average. Ad and SR respec-
tively denotes the average search quality and average success ratio calculated from 
the 50 runs. “--” means no feasible solutions were found when the algorithm had 
run 10 minutes. 

Table 4. Experimental results of online testing time range 30-60 minutes 

fGA bGA 

Execution time (Second) Execution time (Second) 

Scale of 
item 
bank 

Best Bad Avg Std 
AD SR 

Best Bad Avg Std 
AD SR 

600 1.10 5.25 2.79 1.41 0.67 100% 4.98 24.42 11.22 3.74 0.63 2% 

1200 0.49 3.21 1.72 0.54 0.61 100% 83.31 193.13 137.80 37.36 0.61 0% 

2000 0.46 2.27 1.03 0.38 0.61 100% 708.9 -- -- -- -- 0% 

4000 0.42 1.33 0.88 0.21 0.62 100% -- -- -- -- -- 0% 

5000 0.48 1.95 0.98 0.33 0.62 100% -- -- -- -- -- 0% 

Table 5. Experimental results of online testing time range 60-90 minutes 

fGA bGA 

Execution time second) Execution time (second) 

Scale of 
item 
bank 

Best Bad Avg Std 
AD SR 

Best Bad Avg Std 
AD SR 

600 0.27 2.00 0.73 0.39 0.66 100% 0.89 7.52 3.19 0.89 0.64 92% 

1200 0.31 2.47 0.62 0.31 0.62 100% 20.99 53.28 33.71 10.21 0.61 0% 

2000 0.20 0.84 0.45 0.16 0.63 100% 361.89 -- -- -- -- 0% 

4000 0.22 0.97 0.50 0.17 0.65 100% -- -- -- -- -- 0% 

5000 0.22 1.24 0.47 0.17 0.63 100% -- -- -- -- -- 0% 
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Table 6. Experimental results of online testing time range 90-120 minutes 

fGA bGA 

Execution time (second) Execution time (second) 

Scale of 
item 
bank 

Best Bad Avg Std 
AD SR 

Best Bad Avg Std 
AD SR 

600 0.13 1.19 0.40 0.22 0.65 100% 0.83 5.14 1.72 0.93 0.66 100% 

1200 0.14 0.69 0.33 0.12 0.62 100% 14.47 28.28 18.81 4.05 0.62 0% 

2000 0.12 0.70 0.28 0.11 0.63 100% 361.89 -- -- -- -- 0% 

4000 0.20 0.69 0.34 0.11 0.63 100% -- -- -- -- -- 0% 

5000 0.20 0.70 0.35 0.12 0.64 100% -- -- -- -- -- 0% 

 
 

For the three online testing time ranges and each item bank, it can be seen from 
table 4, 5 and 6 that fGA can find optimal solutions in very short computational 
time, in average no more than 3 seconds and the success ratio are all 100%. Even 
when the number of test items of the item bank increase to 5000, the execution time 
of fGA for three testing time ranges only need 0.98, 0.47 0.35 second in average to 
find the best solution. Furthermore, the standard deviations of the execution time 
are all very small and the average search qualities are very stable. The robustness, 
high efficiency and quality of fGA in term of success ratio, execution time and 
search quality are implied in these statistics. Unfortunately, for the three online test-
ing time ranges, bGA can only obtain 2%, 92% and 100% success ratio for the 
smallest item bank 600, the success rate of bGA on other large scale item banks are 
equal to zero. When the scale of the item bank increases, the computational com-
plexity of the OTSC problem becomes extremely high for the reason of it’s binary 
coding strategy. It becomes very unlikely for bGA to find optimal solutions in no 
more than 8 seconds, which can’t meet the online testing needs. These results 
stimulate the need for design of heuristic algorithms, which can solve the OTSC 
problem effectively and efficiently.  

5   Conclusion 

This paper proposed a GA with effective floating-point number coding strategy to 
solve the OTSC problem in e-learning environments. To evaluate the performance of 
the proposed algorithm, several experiments were conducted to compare the execu-
tion time, success ratio and the solution quality of two approaches on five item banks. 
Experimental results show that high quality test-sheets for online testing can be ob-
tained in a much shorter time by employing our proposed approach. The proposed 
method is relatively simple, easy to implement and suitable to use in actual online 
evaluation systems in the future work. 

Acknowledgements. This paper is partially supported by National Natural Science 
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Abstract. It is a often hard to find a feasible and optimum route because the 
routing resources are constrained in coarse-grain RA (CGRA) and several func-
tions are often defined in same one element of RA. In this paper, a proposed 
propriety-based path encoding genetic algorithm is applied for the routing prob-
lem of CGRA. By mapping Fast Fourier Transform of the butterfly computation 
to CTaiJi that is a newly developed CGRA, the proposed GA shows good abil-
ity to find the good solution. 

Keywords: Coarse-grain reconfigurable architecture; resources-constrained 
multi-pair shortest path problem in directed graphs; Genetic algorithm; Multi-
pair path encoding. 

1   Introduction 

It is well known that Reconfigurable Architecture (RA) is a bridge between the flexi-
bility of software and performance achievable in hardware. Based on the width of 
data-path, RA can be divided into two parts: one is fine-grain RA where the typical 
production is FPGA (field programmable gate array); another is coarse-grain RA 
(CGRA) whose width of data-path is larger than fine-grain RA. Contrary to FPGA, 
the routing resources of CGRA are limited. So, it is important to design a good route 
system to find a feasible routing for the whole compile-synthesis system.  

Routing problem (RP) for RA is the process of deciding exactly which routing re-
sources will be used to carry signals from where they are generated to where they are 
used. Because CGRA has prefabricated routing resources, the router must consider 
the congestion of signals in a channel and make sure that no more routes are made 
through the same channel. 

By now, there are mainly three routing methods for RP of CGRA [4]. The first 
method is shortest-path. It is to find the shortest path of every signal in turn, once 
the shortest path of a signal is found, this path is deleted from the connected 
graph and begin to find next signal. Therefore, the routing effect of every signal 
has much relation to the start sequence. The second method is pathfinder. This 
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method firstly finds the shortest path of every signal and then checks if there are 
congestions on edges of the connected graph. If there are congestions, the weight 
of the edge on which congestions occur is increased. Repeat above steps, until 
there are no congestions on edges of the connected graph. This method is very 
sensitive to parameter. The third method is ant colony. The ant colony approach 
adds the ability of smell for ant by optimal trail and ordinary trail of pheromone 
trails. Whenever an ant finds an optimal path, it gives out optimal trail value, 
whereas it gives out ordinary trail value. Further more, optimal trail value is al-
ways larger than that of ordinal. 

In the paper, we apply a priority-based encoding genetic approach to solve the 
routing problem of CGRA. We need to build an effective chromosome representation. 
How to encode a path in a network is also critical for developing a GA application to 
RP problems, it is not easy to find out a nature representation. Special difficulty arises 
from a path contains variable number of nodes and the maximal number is N-1 for an 
N node network, and a random sequence of edges usually does not correspond to a 
path.  

The mathematics model for route-problem is introduced in the second part of pa-
per. The route-problem can be transformed to resources-constrained multi-pair short-
est path problem in directed graphs by model properly changed. The third part is 
mainly about the genetic algorithm. The effort of GA for routing is compared with 
that of pathfinder in the last part. 

2   Mathematics Model of CGRA Routing Problem 

CGRA is a network structure composed of lots of processing elements (PEs). Process-
ing elements array (PEA) is the least macro-module that can run lonely to finish a task 
in CTaiJi[3], a highly scalar and flexible 16bits coarse grained RC architecture with 
the applications that are commonly addressed in multimedia applications (like image 
or video processing. In CTaiJi PEA is a mesh of PEs (made up of 4×4 PEs) connected 
by a bidirectional data buses, as illustrated in Fig. 1. 

After the function of PEs is determined, the employed PEs needs to be connected 
by unused lines. The routing problem is the process of determining how to connect 
PEs. There are some requirements about the process: the length sum of line should as 
short as possible and the congestion should not occur (i.e., the same line should not be 
used more than once). 

If PE is represented as a node and the line between PEs is represented as a directed 
edge, the PEA network is regard as a directed graph G in Fig.2. 

Let G=（V，E）be a directed graph. V={1, 2, 3,……,n} is the set of nodes, 

E={< i, j> | i, j∈V and Path(i, j )} is the set of edges(arcs). There are m pair start-
points and end-points , denoted as vs1,vs2,vs3…vsm, vd1, vd2, vd3…vdm∈V. Let Li 
represents the path from vsi to vdi ( i= 1, 2,…m , m≤n×(n−1), n is PEs total num-
ber.), it is a directed chain composed of lots of directed edges connected end to 
end. 
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               Fig. 1. PEA organization        Fig. 2. A directed graph with 16 nodes and 48 edges 

The routing problem can be transformed to a resources-constrained multi-pair 
shortest path problem in G as follows: 
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Where Length (Li) is a function calculating the path length of Li. EDGES is the edge 
total number in the graph, i.e. EDGES = 48 in Fig. 2. IsDisconnected (Li) is the con-
nectivity of Li. 
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Constraints (2) is necessary for routing problem because it imply that no congestion 
occurs (the same line should not be used more than once).  

3   Genetic Algorithm for Routing Problem 

In the past, many encoding techniques have been used for path representations in 
solving the routing problem using GA. The priority-based encoding genetic algorithm 
is a very effective method proposed by Professor Gen as early as 1998[1], [2], where 
some guiding information about the nodes that constitute the path are used to repre-
sent the path. The guiding information used in that work is the priorities of various 
nodes in the network. During the initialization phase of GA, these priorities are as-
signed randomly. The path is generated by sequential node appending procedure be-
ginning with the source node and terminating at the destination node. At each step of 
path construction from a chromosome, there are usually several nodes available for 
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consideration and the one with the highest priority is added into path and the process 
is repeated until the destination node is reached. 

Fig. 3(a) illustrates this encoding scheme, C1, C2… Cn are the priority values  
of nodes 1, 2. . . n. Fig. 3(b) shows an example of encoding scheme for path represen-
tation in the 16-node network of Fig. 2. The path construction starting from node 4 is 
performed as follows. From the node adjacency relations, the node with highest prior-
ity, i.e., node 3 (priority value = 12), is selected to be included in  
path, out of the nodes 8. These steps will be repeated until a complete path  
{4,3,2,1,5,9,13,14,15,16,12} is obtained. 

 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 
C1  C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 C12 C13 C14 C15 C16 

 

(a) Encoding scheme 
 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 
14  13 12 15 5 2 1 8 10 3 6 4 16 7 9 11 

 

(b) The decoding procedure leads to a valid path: 4 3 2 1 5  9 13 14 15  
16 12 

Fig. 3. Priority-based encoding scheme for the network of Fig. 2 

We design the genetic algorithm for the above model by the idea of the priority-
based encoding. Let A be the n×n adjacent matrix given by 

⎩
⎨
⎧ ∈><

=
otherwise   0,

E , if   ,1 ji
aij

. (3)

Suppose there is a partial path under growing. Let Vp ⊆ V be the set of nodes exiting in 
the partial path. Let t be the terminal node of the partial path. i is the pair number 
variable. DA is the dynamic adjacent matrix. Let ES be the eligible edge set without 
forming a cycle in the partial path. Vm is the nodes list in m paths listed ordinarily in 
corresponding path. 

The proposed modifications in the path growth procedure is :   
Step 1: (initialization) DAA, i1, Vm φ . 

step 2: ( a path growth initialization) Let Vp{vsi}, t vsi. 
Step 3: (termination test) if t= vdi, go to step 8; otherwise, continue.  
Step 4: (eligible edge set)Make the edge set ES according to dynamic adjacent ma-

trix DA. 
Step 5: (pendant node test) If ES=φ , let tvdi ,Vp Vp∪vdi. Go to step 8; other-

wise, continue. 

Step 6: (path extending) if vdi ∈ES, let tvdi ,Vp Vp∪vdi. Go to step 8; otherwise, 

select t’ from V−Vp subject to <t, t’>∈ES with the highest priority. Vp Vp∪t’. 
Step 7: (dynamic adjacent matrix update) Let DAtt’ 0. tt’.Go to step 3. 
Step 8: (complete a path) Vm Vm∪Vp. 
Step 9: (pair index update)ii+1. 
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Step 10: if i≤m, go to step 2; otherwise, Return the complete path Vm. 
The position-based crossover operator and swap mutation operator [1],[2] are em-
ployed in the genetic algorithm. 

4   Numerical Example 

Because there are no standard routing test programs for CGRA, the net lists of Fast 
Fourier Transform of the butterfly computation in equation 4 is mapped onto CGRA.  

))()(()(

))()(()(

imreimimreimimrereimre

imreimimreimimrereimre

bWbWbWbWaabWaB

bWbWbWbWaabWaA

×+×+×−×−+=×−=
×+×+×−×++=×+=

. (4)

The calculation of topography between input data, output data and operators in Fig. 4 
is employed. The location of input, output and ten operators is shown in Fig. 5 on 
CGRA; the routing problem of eleven pairs of start points and terminal points as 
shown in Table 1 should be implemented corresponding. 

 
Fig. 4. The calculation of topography of two-point FFT algorithm 

Table 1. Eleven pairs of start points and terminal points in the graph of Fig. 2 

Source node Destination node 
4 3 
1 5 
2 6 
3 7 
1 2 
5 6 
2 3 
6 7 
3 2 
7 4 
7 1 



16 Y. Guo et al. 

 

Fig. 5.  Evolutionary process 
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Fig. 6. The mapping result of Fast Fourier Transform of the butterfly computation on the  
CGAR 
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Fig.5 illustrates the evolutionary process of routing sets. The evolutionary envi-
ronment is set as the follows: population size is 20, maximum generation is 250, 
crossover ratio is 0.8 and mutation ration is 0.2. Roulette selection is employed. The 
elite individual number is 2. The algorithm stops if there is no improvement in the 
objective function for 20 seconds. The algorithm runs until the cumulative change in 
the fitness function value over 20 seconds is less than 1e-10. The algorithm stops if 
there is no improvement in the objective function for 50 consecutive generations. 

Genetic algorithm running on the end result is the best route individual is {6, 15, 
14, 10, 12, 9, 11, 2, 1, 13, 8, 3, 4, 7, 16, 5}. Fig. 6 illustrates the mapping results of Fast 
Fourier Transform of the butterfly computation on the CGAR. The path construction 
starting from node 4 is performed as follows. From the node adjacency relations, the 
node with highest priority, i.e., node 3 (priority value = 14), is selected to be included 
in path, out of the nodes 8 (priority value = 2). These steps will be repeated until a 
complete path {{4, 3}; {1, 5}; {2, 6};{3, 7};{1, 2};{5, 6};{2, 3};{6, 7};{3, 2};{7, 3, 
4};{7, 6, 2, 1}} is obtained.  

5   Conclusions 

The improved priority-based path encoding genetic algorithm for routing problem of 
CGRA is effective and has stronger ability of searching optimum path than path-
finder. This algorithm is very fit to CGRA whose resources are not too much.  
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Abstract. This paper employs a genetic algorithm to evolve an optimized stock 
market prediction system. The prediction based on a range of technical indica-
tors generates signals to indicate the price movement. The performance of the 
system is analyzed and compared to market movements as represented by its 
index. Also  investment funds run by professional traders are selected to estab-
lish a relative measure of success. The results show that the evolved system 
outperforms the index and funds in different market environments. 

Keywords: Genetic Algorithm. Market Prediction. 

1   Introduction 

This document discusses how to use genetic algorithm to predict the tendency of 
stock market index. Many papers has researched this problem by evolutionary compu-
tation. Some research uses GP or GEP to evolve a function to fit stock trade data[1]. 
But the evolved functions are often helpless in trade decision process just because 
stock market is a dynamic system. In some other papers every individual in popula-
tion were trained to trade as traders in financial markets[2]. This kind system evolves 
an agent population which uses technical indicators for getting trading decision sys-
tem. But the profit is not only based on the good prediction but also is affected by 
trade system and trade strategy. In this paper, we propose new criterion, the validity 
of prediction, to evaluate individuals in population. The elites in population can make 
more correct predictions than the others during a period of time. It is important to 
real-life trade that the trader can predict stock price movements.   

Genetic algorithm was proposed by J. Holland in 1979[3]. It is an iterative and sto-
chastic process that operates on a set of individuals (population) which represents a 
potential solution to the problem being solved. The iterative process will not come to 
stop until the optimal individual is present. In our system every individual studies how 
to predicate the direction of movement of stock prices in evolve progress by everyday 
trading information and technical indicators, such as MACD, KDJ, MA, RSI etc. 

2   Genetic Algorithm for Predicting the Stock Market 

2.1   Genome Structure 

Every individual in the population calculates the probability of trend up and down 
using trade data, such as open price, close price, highest and lowest price, volume, 



 Building Trade System by Genetic Algorithm 19 

 

etc, and the technical indicators, such as moving average (MA), moving average con-
vergence divergence (MACD), relative strength index (RSL), Stochastics (KDJ). 
Further more, it can not predict trend of stock price by only one day’s data. It must 
observe data from a period of times and make relevant prediction according the short, 
middle and long term change of stock prices. So we define the structure of the ge-
nome as blew: 

Table 1. Genome Structure 

Gene Technical Indicator Time Scale Time Duration Weighting 
A MA 5-250 5-250 0.1-0.3 
B MACD 1-30 7-75 0.1-0.3 
C KDJ 1-30 7-75 0.1-0.3 
D RSI 1-30 7-75 0.1-0.3 
E Volume 1-30 1 0.1-0.3 
F Open price 1-30 1 0.05-0.2 
G Close price 1-30 1 0.05-0.2 
H Highest price 1-30 1 0.05-0.2 
I Lowest price 1-30 1 0.05-0.2 

 
The genome composed of several genes. In each gene we defined time duration in 

which one technical indicator should be traced. And each technical indicator’s weight 
in the decision was also defined. The weighting will be adjusted during the evolve 
progress. 

2.2   Genetic Algorithm 

In predicting process each individual analyzes a period time financial data from mar-
ket using these technical indicators. Each technical indicator gives signal of rise, 
down of stock price according analysis theory[4]. Different analysis time scales were 
used to calculate these technical indicators. Some indicators using everyday trade data 
to generate signal and some others use week data. Thus the individuals can analysis 
the tendency of stock price movement in long, middle and short term. In this way the 
disturbance from noise in trade market was avoided. It makes predication more  
accurate. 

In the evolve process the best individual will be selected and survive to the next 
generation. The remaining normal majority will be replaced by offspring. The genome 
is an integer string, with Table 1 providing an overview of each genes meaning. The 
mutation operation changes the time duration, time scale and weight. The crossover 
operation exchanges two allele genes between two individuals. The successful predic-
tion ratio is adopted as fitness. 

2.3   Historical Market Data 

In this paper we use real-life stock market data to train and test the population. We 
select HuShen 300 index, which is an index listing the 300 selected companies regis-
tered in Shanghai Stock Exchange and Shenzhen Stock Exchange in China market. 
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3   Training and Testing 

3.1   Training 

For getting better predicting ability we trained the population in three stages. Three 
stages are booming market, depression market and general market which covers up 
and down. In each stage training was stopped when performance appeared to have 
reached a plateau and then the best 20% population was kept into subsequent stage. 
The training data was showed in Table 2. 

Table 2.  Training Data 

 Stage1 Stage2 Stage3 
Training days 338 113 477 

Training period 
2005-12-1 

 to 
 2007-4-25 

2008-5-15 
to 

2008-10-29 

2007-3-8 
to 

2009-2-19 

 
The period of stage 1 could be described as a general boom environment where the 

HuShen 300 index appreciated 115.8%. In this period there is a dip and congestion 
area. The period of stage 2 could be described as a general depression where the 
HuShen 300 index depreciated 58.2%. In this period the stock market declined but 
rallied sometimes. The two kinds of training data can help the population to get the 
knowledge about determinative influence of the long term tendency. The period of 
stage 3 includes rising market, downward plunge of the stock market and reversal 
market. We hope the individuals can learn the characters of the market where direc-
tion of price movement stops and heads in the opposite direction. 

3.2   Testing 

To analysis the population’s ability of prediction, test data from different market envi-
ronments was selected following the similar pattern as for training, with different time 
spans and general market environments being used in each set. 

Table 3.  Testing Data 

 Test1 Test2 Test3 
Training days 137 142 134 

Training period 
2007-3-19 

 to 
 2007-10-9 

2008-1-23 
to 

2008-8-20 

2008-8-28 
to 

2009-3-20 

 
In table 4 best performance refers to the best individual’s performance and average 

performance to the whole population average. 
In Test 1 the test data came from the period similar with training stage 1. This  

period could be described as a boom environment where the HuShen 300 index  
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Table 4.  Performance in Test 

 Test 1 Test 2 Test 3 
Best performance 72% 74% 79% 

Average performance 65% 63% 70% 

 
appreciated 118.0%. The HuShen 300 index rallies to record high in this period and 
boom continuously. In test 2, the period could be described as general depression 
similar with training stage2. The HuShen 300 index depreciated 2175.45 points, 
46.2%. In these two tests we got good results. The best individuals achieved above 
70% success of prediction. In test 3 the result is not good as in the first two test. The 
best individual got only 60% prediction success rate and average achievement is just 
56%. That means many individuals could not make effective prediction. In this period 
there is great change in stock markets. The HuShen 300 index turned up after long 
time depression. 

4   Analysis  

Correct predicting is important for trading but only predict success ratio could not 
indicate the system is good intuitively. As mentioned above, the profit is not de-
pended on the predict success ratio but also on the strategy of using capital. Just 
because there is not ETF fund associated with HuShen 300 index in financial mar-
ket, so we supposed the index is a security and the value of the index was the price 
of this security to simulate trading. Now we select the best individual in the popula-
tion to simulate the trader. It purchases the security with its all capital when it pre-
dicts the index will rise and sell out all its security when it thinks the index will fall. 
We calculated the profits in the test periods and compared with selected funds in 
real-life market and Hushen 300 index. We selected two funds which are Bosera 
Select Fund(050004) and Harvest Select Fund(070010). These two funds use 
HuShen 300 index as basis to calculate the rate of return so that they are suitable for 
compare. 

Table 5. Index and Test Performance Comparison 

 Test 1 Test 2 Test 3 
Best performance 86% -5% 14% 
HuShen 300 index 118% -46% 2% 

Bosera Select(050004) 51% -19% -1% 
Harvest Select(070010) 65% -16% -2% 

 
After the conversion the best individual’s profits are listed in Table 5. In period of 

Test 1, in the boom market environment the individual got good return and outper-
formed HuShen 300 index. The individual performed better than the two funds. It 
should be noticed that the two funds were managed by professional traders and they  
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adopted good strategy to use their capital. This point made the two funds take advan-
tage. In the period of Test 2 the market environment was described depression and the 
Hushen 300 index depreciated 46.2%. The individual and the two funds did not per-
form well. But when the individual lost 5%, at the same period the two funds depreci-
ated 19% and 16%. The two funds performed badly because they are limited by the 
policy from China Securities Regulatory Commission that funds must kept their stock 
position at certain level. It made the funds depreciated passively. The best individual 
was supposed to sell out securities when the price was expected to fall. So it avoided 
losing and even gained profit in the rally.  

In the period of test 3 the best individual performed as well as in the first two 
test. It made us feel some surprise because in this period the direction of price 
movement stops and heads in the opposite direction and the market environment 
was more complicated. Even professional traders were hard to judge the tendency 
of the price movement and thus got heavy loss. After analysis we found that the 
technical indicators in long term analysis helped the individual to judge the ten-
dency correctly when the price movement turned it direction. It is hard to predict 
the change of the tendency by the signals from those technical indicators in short 
term analysis. In the third training stage the population got the knowledge about 
the change of the long term tendency of the stock market, so that the individual 
made the correct choices in the test 3 and outperformed the two funds and 
HuShen 300 index.  The two selected funds hesitated in this period and did not 
catch the chance.  

From the result of test it is important that the population can study to use long 
term analysis and short term analysis together to analyze the tendency of stock 
price. We observed the first 20 elites of the population in which the ratio of 
weights of the long term analyzing and short term analyzing is almost 1:1. On the 
contrary, the ratios in normal individuals are far from 1:1. It indicates that they 
use only long term analyzing or short term analyzing. Thus they did not perform 
as well as the elites. 

Further more, we observed that the weights of some technical indicators were al-
most zero. That means it is useless in predication in evolve process. Maybe we should 
study how to use these technical indicators more efficiently. 

5   Conclusion 

The best individual of the population outperformed the index. However, it could be 
argued that there is still significant space for improvement.  

There several factors that could be considered to improve the system. Because the 
HuShen 300 index is a new born index so that training data sets are not adequate. 
More training data should be adopted to train the population to learn more knowledge 
about the market. The technical indicators should be analyzed in more depth to in-
crease the successful prediction ratio. Furthermore a greater range of learning meth-
ods should be induced to train the population to predict better.  
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Implementation of Parallel Genetic Algorithm Based on 
CUDA 

Sifa Zhang and Zhenming He 

Abstract. Genetic Algorithm (GA) is a powerful tool for science computing, 
while Parallel Genetic Algorithm (PGA) further promotes the performance of 
computing. However, the traditional parallel computing environment is very 
difficult to set up, much less the price. This gives rise to the appearance of mov-
ing dense computing to graphics hardware, which is inexpensive and more 
powerful. The paper presents a hierarchical parallel genetic algorithm, imple-
mented by NVIDIA’s Compute Unified Device Architecture (CUDA). Mixed 
with master-slave parallelization method and multiple-demes parallelization 
method, this algorithm has contributed to better utilization of threads and high-
speed shared memory in CUDA.  

Keywords: Genetic Algorithm, Parallel Genetic Algorithm, CUDA. 

1   Introduction 

Genetic Algorithms is a powerful tool that has been used to solve a lot of difficult 
problems. As the computer hardware developing and the scale of unsolved scientific 
problem increasing, the traditional serial genetic algorithm can’t satisfy the require-
ment of application any more, like performance and scalability. In the recently 20 
years, a large amount of researchers have studied varied PGAs. 

Although PGAs has been developed for years, most implementations of PGAs 
need dozen of computers, memory, high-speed network, etc. which, without excep-
tion, are fairly expensive and difficult to manage. The most important disadvantage is 
that there is no possible to set up such an academic communication platform for ordi-
nary researchers and students. This situation was not changed till the appearance of 
NVIDIA’s Compute Unified Device Architecture (CUDA), a general-purpose parallel 
architecture with a new parallel programming model and instruction set architecture, 
which is introduced by NVIDIA in November 2006. 

This paper focuses on the special architecture of CUDA, and explores to design 
suitable parallel genetic algorithm architecture to maximize the performance of ge-
netic algorithm based on CUDA. 

2   Classification of Parallel Genetic Algorithms 

The first parallel computing architecture showed up around 1950s, John Holland tried 
to simulate the evolution of natural population with a parallel architecture. Although 
the hardware and software were not that flexible, the conception of parallelization 
constantly developed in the later year.  



 Implementation of Parallel Genetic Algorithm Based on CUDA 25 

 

Not until the recent 20 years, researchers have proposed lots of parallel genetic al-
gorithm architectures: 

(1) Master-slave GAs; 
(2) Multiple-demes GAs (Corse-grained GAs); 
(3) Fine-grained GAs; 
(4) Hierarchical GAs. 

Master-slave GAs, we also know as Global PGAs, which consisted of one single 
population, but evaluation of fitness and/or the application of genetic operators are 
distributed among several processors (Fig.1). The advantage of this PGAs is, obvi-
ously, barely need to communication during natural selection, crossover, and muta-
tion, guaranteeing the efficiency of this algorithm. It can be implemented efficiently 
on shared-memory and distributed-memory computers. 

 

Fig. 1. Master-slave GAs 

Multi-demes PGAs is also called multiple-population PGAs, which is the most 
popular parallel method. Such algorithms assume that several subpopulations (demes) 
evolve in parallel and demes are relatively isolated. It has two important characteris-
tics: (1) relatively large subpopulations, (2) migration, which allows each subpopula-
tion exchange individuals. Such a PGAs leaves us three issues: (1) find a migration 
rate that makes isolated demes behave like a single panmictic population, (2) find a 
suitable communication topology to increase the number of mixture and not increase 
too much communication cost, (3) find a optimal number of demes that maximizes 
quality of solution. There are two popular migrate models: island model and stepping-
stone model. The manners of communication between each subpopulation like the 
Fig.2 shows. Double arrows represent communication topology and circles represent 
isolated subpopulation. 

 

Fig. 2. Migration Models 

Fine-grained PGAs is suited for massively parallel computers, which have only one 
population, but it is has a spatial structure that limits the interactions between indi-
viduals. An individual can only compete and mate with its neighbors, but since the 
neighborhoods overlap good solutions may disseminate across the entire population. 

deme

deme

deme 

deme 
deme deme deme deme 

Island model Stepping-stone model 

Master 

Slave Slave Slave …… 



26 S. Zhang and Z. He 

 

Finally, a few researchers have tried to combine two or more parallel methods to 
parallelize GAs, producing hierarchical parallel GAs. Hierarchical implementations 
can reduce the execution time more than any of their components alone. The speed-up 
of hierarchical PGAs is product of speed-up of one PGAs at higher level and speed-up 
of another PGAs at lower level. Decrease faults of one PGAs by combining other 
PGAs which doesn’t have such faults. And this has become a current trend, mixing 
multiple parallel methods to further improve the performance of PGAs. 

3   Architecture of CUDA 

The rapid increase in the performance of graphics hardware, coupled with recent im-
provements in its programmability, have made graphics hardware a compelling plat-
form for computationally demanding tasks in a wide variety of application domains. 
The graphics hardware we used in experiment has a Nvidia GeForce 8 graphics-
processor architecture. This particular GeForce 8 GPU has 128 thread processors, also 
known as stream processors. Each thread processor has a single-precision Float Point 
Unit (FPU) and 1,024 registers, 32 bits wide. Each cluster of eight thread processors 
has 16KB of shared local memory supporting parallel data accesses. The maximum 
number of concurrent threads is 12,288. And, of course, it could be much more in 
high-end graphics products. Not only GPU is inexpensive and powerful, but also re-
search on general purpose genetic programming on graphics processing units (GP GP 
GPU) is becoming more and more attractive to researchers. Nvidia, Microsoft, SIS, 
and so on, are also promoting the development of graphics hardware. 

 

Fig. 3. Architecture of CUDA 
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CUDA is a platform for massively parallel high-performance computing on the 
company’s powerful GPUs. At its cores are three key abstractions – a hierarchy of 
thread groups, shared memories, and barrier synchronization – that are simply ex-
posed to the programmer as a minimal set of language extensions. These abstractions 
provide fine-grained data parallelism and thread parallelism, nested within coarse-
grained data parallelism and task parallelism. 

Thread, also known as stream, is basic unit of manipulating data in CUDA, which 
is a 3-component vector, so that threads can be identified using a one-dimensional, 
two-dimensional, or three-dimensional index, forming a one-dimensional, two-
dimensional, or three-dimensional thread block, which also can access concurrently 
block’s share memory. Those multi-dimensional blocks are organized into one-
dimensional or two-dimensional grids, each block can be identified by one-
dimensional or two-dimensional index, and all grids share one global memory. The 
whole architecture shows in Fig.3. 

Each thread within the block can be identified by a multi-dimension index accessi-
ble within the kernel through the built-in threadIdx variable, and each block identified 
by the build-in blockIdx variable, the dimension of the thread block is accessible 
through the build-in blockDim. Take a three-dimension thread block for example, we 
may define the object function of each thread as: 

⎪
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Now we can identify each thread, just as we conveyed above, each thread within a 
block shared a high-speed shared memory, but how fast it is exactly? We copied a 
certain amount of data between CPU to GPU, GPU to CPU, and GPU to GPU. The 
result shows in Table.1, which represented the speed of communication between 
GPUs are much faster than it between CPUs. And this is what we need to explore for 
speeding up. 

Table 1. Bandwidth of different memory communication (8400M GS) 

Host to Device Device to Host Device to Device 
1207.2 MB/s 1263.4 MB/s 2400.9 MB/s 

 
High-speed communication between threads and multi-level shared memory con-

tribute the development of parallel genetic algorithms base on CUDA. 

4   Implementation of Hierarchical PGAs 

The issue we intend to explore is find a suitable parallel genetic algorithms model, 
maximizing the performance base on the characteristics of CUDA, which means we 
have to run genetic operations and evaluation the fitness, which could be parallelized, 
in GPU thread, and share GPU memory instead of system memory as much as  
possible. 
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Traditional master-slave GAs cannot satisfy the requirement of performance, be-
cause of it only distribute population to each slave, and after each evaluation done 
each thread has to update the global memory. Considering the relative lower speed of 
global memory and global memory I/O conflict, frequent read/write global memory is 
not acceptable. But in a single thread block, which all threads shared with a high-
speed shared memory, master-slave model seems available. We divided block shared 
memory into n parts, (n depends on the number of blocks within each grid), which is a 
series of continuous addresses for convenience. It means each block can access/write 
subpopulation independently, that is absolutely we have to do in parallelization. 

Although fine-grained GAs is suitable for multi-core processor computer, it only 
allows one population, and the limited interaction between individuals. Those are not 
quite match with the structure of thread in CUDA. However, grids separate each 
block like isolated subpopulation, according to Grosso’s conclusion in 1985, who 
conveyed that the quality of solution found after convergence was worse in the iso-
lated case than in the single population, so we imports migration between blocks in 
order to improve quality of solution. Meanwhile, Petty Leuze and Grefenstette’s paper 
concluded, which was published in 1987, high level of communication leads the same 
quality as serial GA with a single large panmictic population. Anyhow, high connec-
tivity always comes with high communication cost, no matter in grids or a computer 
cluster, which is because of high-speed network cannot satisfy the requirement of 
high connectivity. Since there is a high-speed shared memory in each thread block, 
the communication cost is much less than traditional network. 

After analyzing the special architecture of CUDA, we proposed a Hierarchical 
PGAs, which is a product of multi-demes PGAs at higher level and master-slave 
PGAs at lower level. The architecture of this hierarchical PGAs shows in Fig.4.  
The step of hierarchical PGAs: 
(1) CPU initializes a single large panmictic population in global memory; 
(2) Distribute subpopulation to each shared memory of thread block; 
(3) Each thread block starts evolution independently; 
(4) Tournament selection, crossover, mutation, evaluation of fitness; 
(5) Each block exchanges best individuals using island model; 
(6) Each grid exchanges best individuals using stepping stone model; 
(6) Update global memory with new individuals; 
(7) If objective function not satisfied, go to (2). 
The model of migration between blocks is neighbor migration, take thread block(x,y) 
as central subpopulation for example, it exchanged best individuals with eight 
neighbors: thread block(x-1,y-1), thread block(x-1,y), thread block(x-1,y+1), thread 
block(x,y-1), thread block(x,y+1), thread block(x+1,y-1), thread block(x+1,y), thread 
block(x+1,y+1). Considering the convenient thread block index mechanism, the im-
plementation of migration seems to be relatively easy. Gird exchanging works much 
similar with block’s, which just uses stepping stone model. 

In this algorithm, CPU are in charge of initialize populations and distributing them 
to each thread block’s shared memory, then, all GPU threads within each block re-
ceived a memory address, pointed to their respective subpopulation. Each thread 
block runs a single genetic algorithm independently, including natural selection, 
crossover, mutation and evaluation of fitness. After those genetic operations, new data 
of individuals updates each block’s shared memory, which is quite similar with the 
model of master-slave GAs. Next, migration between blocks followed, exchanging 
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Fig. 4. Architecture of Parallel Genetic base CUDA 

 

Fig. 5. Hierarchical GA mixed with master-slave GAs and Multi-Demes Gas 
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best individuals to their neighbors (Fig.5). Even if the communication cost increased 
during migration, high-speed shared memory in each thread block keeps it minimized, 
much less than the cost of high-speed network. 

For a further improvement, we stored several variables, like time of evolution, mi-
gration rate, migration interval, and so on, which won’t alter during evolution phase 
and needs to access frequently, in constant memory of CUDA, of which the speed  is 
faster than global memory. 

5   Conclusion 

The unique thread hierarchy and memory hierarchy of CUDA overcome the effect of 
the increasing connectivity accompanied by increasing communication cost, and I/O 
concurrency conflict, therefore, improving the performance of parallelization. This 
Hierarchical PGAs makes best use of those advantages of CUDA, and regards CUDA 
as a new generation powerful parallel genetic algorithm tool by experiments.  
Furthermore, the accessible architecture of CUDA provokes researchers to focus on 
algorithm itself, not other factors, like delay of network and other peripheries. For 
developers, one challenge of CUDA is analyzing their algorithms and data to find the 
optimal numbers of threads and blocks that will keep the GPU fully utilized. Factors 
include the size of the global data set, the maximum amount of local data that blocks 
of threads can share, the number of thread processors in the GPU, and the sizes of the 
on-chip local memories. In summary, Graphics Processor Unit’s advantages of high-
speed, unique compute architecture, easy implementation, inexpensive, will make 
evolution computing become increasing common. 
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Abstract. Identification of transcription factor binding sites (TFBSs) or motifs 
plays an important role in deciphering the mechanisms of gene regulation. Al-
though many experimental and computational methods have been developed, 
finding TFBSs remains a challenging problem. We propose and develop a novel 
sampling based motif finding method coupled with PSFM optimization by ge-
netic algorithm, which we call Motif GibbsGA. One significant feature of Motif 
GibbsGA is the combination of Gibbs sampling and  PSFM optimization by ge-
netic algorithm. Based on position-specific frequency matrix (PSFM) motif 
model, a greedy strategy for choosing the initial parameters of PSFM is em-
ployed. Then a Gibbs sampler is built with respect to PSFM model. During the 
sampling process, PSFM is improved via a genetic algorithm. A post-
processing with adaptive adding and removing is used to handle general cases 
with arbitrary numbers of instances per sequence. We test our method on the 
benchmark dataset compiled by Tompa et al. for assessing computational tools 
that predict TFBSs. The performance of Motif GibbsGA on the data set com-
pares well to, and in many cases exceeds, the performance of existing tools. 
This is in part attributed to the significant role played by the genetic algorithm 
which has improved PSFM. 

1   Introduction 

In the post-genomic era, identifying regulatory elements is an important step to under-
standing the mechanisms of gene regulation. Over the past few years, there are many 
computational tools that identify TFBSs as the sub-sequences, or motifs, common to a 
set of sequences. The difference from each other chiefly in their definition of what 
constitutes a motif, what constitutes statistical overrepresentation of a motif and the 
method used to find statistically overrepresented motifs.  

Nearly all motif discovery algorithms fall into three general classes: pattern-based, 
profile-based and combinatorial. In profile-based algorithms, a motif is usually mod-
eled by a 4×W position-specific frequency matrix (PSFM), where W is the motif’s 
size in base pairs, so that each column of the PSFM represents the distribution of the 
4nt at the corresponding position in the motif. One way of the PSFM estimating can 
be through standard statistical learning theory methods, such as maximum-likelihood 
estimation (e.g. MEME [1], The Improbizer [2]), the Markov chain Monte Carlo 
algorithms (e.g. AlignACE [3], BioProspector [4], MotifSampler [5], GLAM [6], 
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DSMC [7]), greedy search (e.g. Consensus [8]), and genetic algorithms (e.g. GAME 
[9], GALF-P [10]). Another way of finding shared motifs is to compile a library of 
motifs which previously characterized or randomized, and assess whether any of these 
motifs are statistically over-represented in the sequences (e.g. Clover [11], SOM-
BRERO [12]). Library-based method has declared improved performance. However 
the existing tools are still not effective for discovering motifs [13,14]. For example, as 
shown in paper [13]’s evaluation, even the best performing algorithm has sensitivity 
<9% and precision <30%. To deal with this issue, a class of algorithms called ensem-
ble methods has been proposed (e.g. MotifVoter [15]). Though the existing ensemble 
methods overall perform better than stand-alone motif finders, the improvement 
gained is not substantial. 

  In this work, we present the Motif GibbsGA approach - a novel de novo motif 
identification approach inspired by Leping Li et al. (2007) [16]. Motif GibbsGA is 
based on Gibbs sampling coupled with PSFM optimization by genetic algorithm. 
Based on position position-specific frequency (PSFM) motif model, a greedy strategy 
for choosing the initial parameters of PSFM is employed. Then a Gibbs sampler is 
build with respect to PSFM model. During the sampling process, PSFM is improved 
via a genetic algorithm. A post-processing with adaptive adding and removing is used 
to handle general cases with arbitrary numbers of instances per sequence. We test 
Motif GibbsGA on the benchmark dataset compiled by Tompa et al. (2005) for as-
sessing computational tools that predict TFBSs. The performance of Motif GibbsGA 
on this data set compares well to, and in many cases exceeds, the performance of 
existing tools. 

2   Materials and Methods 

2.1   Basic Matrix Models 

By far the most common representation of a motif is a position-specific frequency 

matrix (PSFM) Wθ of length W. Each entry in this matrix gives the probability pb,j of 

finding a given base b at position j in the binding site, such that 
,1

1i ji
p

Σ

=
=∑ , Σ is a 

finite alphabet. For a motif instances (substring) s=(s1,s2,…,sW) of length W in a se-

quence, the probability Qs of x given the motif model Wθ is 

1 ,1
( | )

i

i W

s W W s ii
Q P s s pθ =

=
= = ∏L  (1)

Except for the motif instances, the remainder of the sequences is classified as non-
sites, where each base is generated according to a specific background model. The 0-
order background model is 0 ,0 ,0 ,0 ,0[ , , , ]A C G TB q q q q= ,   this means that each base is 

drawn independently from a single discrete distribution. The m-order background 
model is Bm, this means that the probability of finding a certain nucleotide in a se-
quence depends on the m previous nucleotides in the sequence. For a segment s in a 
sequence, the probability Ps of segment s being generated by the background model 
Bm is given by  
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Corresponding to PSFM, the position weight matrix (PWM) is defined as WM , each 

entry in PWM is , , ,0ln( / )b j b j bm p q= . Given a segment s, the match score 

of WM on s is defined as 

,1 i

W

s s ii
Score m

=
= ∑  (3)

In order to ranking the various motifs found by Motif GibbsGA, the P value of an 
information content is calculated. The P value is the probability of obtaining an in-
formation content greater than or equal to the observed value, given the number of 
sequences in the alignment and its width. We use the method described in MEME to 
calculating the P value of information content. The information content of the se-
quence alignment is defined as 

, , ,01 1
ln( )

W

i j i j ij i
I p p q

Σ

= =
=∑ ∑  (4)

In what follows, we will show an efficient method (Motif GibbsGA) for discovering 
motifs based the above-mentioned models. 

2.2   Greedy Search for Choosing Starting Point 

The free parameters for a motif model based on PSFM are the motif length W and the 
entries in PSFM. One might try using randomly chosen letter frequency matrices as 
starting points. In this paper, a greedy search strategy is used to choose more intelli-
gent ones.  

Since each W-letter segment in the search space may be a candidate of a motif, so 
we first build a precompiled library of motifs represented by PSFMs, which are con-
structed from one of the input sequences selected randomly. Each W-letter segment of 
the selected sequence is associated with a position-specific frequency matrixθ , which 
constructed as equation (5). 

,

, ,

          if 

, where (1 )
otherwise.

(| | 1)
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θ λ
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(5)

Where , 1/ | |iα λ∈Σ > Σ , then a PWM , , ,0ln( / )i j i j im p q=  is also defined. Next 

each W-letter segment in the search space is matched to one of the motifs in the li-
brary based on the match score’s P value. A W-letter segment is matched to one of the 
motifs with the smallest match score’s P value. Following Bailey, and Gribskov 
(1998) [17], we obtain the match score’s P value by calculating the cumulative den-
sity function. Let ( )( )kM x  be the match score probability density function for the motif 
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PWM matrix if it consisted of only its first k columns, then the density for the matrix 
consisting of the first k+1 columns is 

( 1) ( )
, 1 ,01

( ) ( )k k
j k jj

M x M x m q
Σ+

+=
= −∑  (6)

To start the induction, set (0) (0) 1M = and (0) ( ) 0M x = for x>0. After W iterations, 
( ) ( )WM x contains the probability density for matching the motif with a random W-letter 

segment, from which the P value of the match score of a motif WM on segment s is 

( )( ) ( ).
s

W
s x Score

P Score M x
≥

=∑  (7)

Finally every W-letter segments have matched to a motif in the library, but only one 
of the alignment matrices, which has the smallest P value of an information content, 
is saved as the start point. 

2.3   Site Sampler 

Every possible segment of width W within a sequence is considered as a possible 
instance of the motif. Site sampler finds one occurrence per sequence of the motif in 
the dataset. Based on the probabilities Ps and Qs, the weight

s s sA Q P= is assigned to 

segment s, and with each segment within a sequence so weighted. Thus, a motif in-
stance can be randomly drawn from all possible segments with probability propor-
tional to Ax. The implementation of our site sampler algorithm is based on the original 
Gibbs sampling algorithm previously described by Lawrence et al. [18]. The terminat-
ing condition of our site sampler is either after a user-specified maximum number of 

iterations (by default 500) or until the change in Wθ (Euclidean distance) falls below a 

user-specified threshold (by default 10-6). 

2.4   PSFM Optimization by Genetic Algorithm 

PSFM optimization is applied during the site sampling process, and substantially 
increased the sensitivity/specificity of a poorly estimated PSFM, and further improved 
the quality of a good PSFM. We use a genetic algorithm inspired by Leping Li et al. 
(2007) [16] for PSFM optimization. The method is described as follows. 

1. Initialization: We made 100 ‘clones’ of the starting PSFM, which estimated 
by site sampler, to form a ‘population’. Different population sizes can be 
used. 

2. Mutation: All except the raw PSFM were subject to mutation. For each PSFM 
to be mutated, n (the number of columns subject to mutation) was randomly 
generated from the following distribution, ( ) 1/ 2 , 2, ,kP n k k W= = = L , 

and
2

( 1) 1 1 / 2
W k

k
P n

=
= = −∑ . Next, n columns were randomly selected 

with equal probability for the W columns. For each column chosen, one of the 
four bases was then randomly selected and a small value, d, was added to or 
subtracted from pi,j with equal probability. Mutation was performed  
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independently for each selected column. After mutation, we set negative val-
ues to 0 and standardized each column. We typically set the value of d to 0.05 
for the first 100 iterations of site sampler and to 0.02 for the remaining itera-
tions of site sampler. Convert all the PSFMs to PWMs. 

3. Substring assignment: After mutation, a W-letter segment in the search space 
is matched to a PWM if and only if their match score’s P value little than the 
threshold Pth (such as 10-3 or10-4). 

4. Fitness evaluation: The P value of the information content is used as the fit-
ness score. The alignment matrix with the smallest P value is kept down for 
the remainder of site sampler iterations. 

2.5   The Description of Motif GibbsGA 

Site sampler finds one occurrence per sequence of the motif in the dataset. To further 
extend Motif GibbsGA, we use a simple scan procedure to extract additional motif 
sites within a set of sequences. Site sampler obtained an optimum PWMopt. Start from 
this PWMopt configuration, our scan algorithm cycles through all remaining potential 
motif sites, and selects any additional sites that give the statistical significance of the 
match score (the threshold P value, Pth, is given by user). In other word, if P(Scores) 
is the P value of the match score of a motif 

WM on segment s, then we accept this 
addition if and only if P(Scores)<Pth.  

In order to finding more than one motif in a set of sequences, Motif GibbsGA 
uses an iterative-masking approach: the binding sites of a discovered motif are 
masked out of the sequence dataset and then Motif GibbsGA is re-applied to this 
masked dataset to find additional motifs. The pseudo-code of Motif GibbGA is 
shown in Tab.1. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Table 1. Pseudo-code of Motif GibbsGA 

Procedure Motif GibbsGA 
Begin 

S: dataset of sequences; Wmin: the minimum width of the motif; Wmax: the maximum 
width of the motif; Wstep: increase step for motif width. 
For W= Wmin to Wmax by Wstep Do 

Greedy search for choosing starting point ( Wθ ) from dataset S; 

     While (t < Iterationmax and Euclidean distance (
t

Wθ ,
1t

Wθ −
) < 10-6) Do 

          Run site sampler; 
          If (t % 20 = = 0) 
              PSFM optimization by genetic algorithm; 
         End If 

End While 
Extract additional motif sites if and only if P(Scores)<Pth. 

     Print the motif instances, calculate the P value of the information content; 
    “Erase” occurrences of best motif found above; 
End For 
End 
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3   Results 

The datasets are available as a benchmark at the assessment web site http:// 
bio.cs.washington.edu/assessment/.  

These datasets comprised of eukaryotic binding sites belonging to 52 transcription 
factors representing four different species, 6 belonging to fly, 26 belonging to human, 
12 belonging to mouse and 8 belonging to yeast. The binding sites of each transcrip-
tion factor were presented in three different background models, ‘real’, ‘generic’, and 
‘Markov’. For each of the different type of background model, the known positions of 
the binding sites were kept unchanged. Four additional datasets of type ‘Markov’ 
containing no planted binding sites were included as negative controls. Using these 
datasets Tompa et al. evaluated the performance of 13 different computational tools 
for de novo prediction of regulatory elements. We evaluated Motif GibbsGA on these 
datasets according to the performance measures described in Tompa et al. and com-
pared it to the 13 tools evaluated in that paper. The comparative results of this evalua-
tion are described below. 
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Fig. 1. Combined measures of correctness over all 56 data sets 
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Fig. 2.  Correlation coefficient (nCC) by species 
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For Motif GibbsGA, we set Wmin=6, Wmax=12, Wstep=1, Iterationmax=1000 and 
Pth=10-4, use the 3-order background model. Fig. 1 shows the comparative results for 
the seven statistics, nucleotide-level sensitivity (nSn), nucleotide-level positive  
predictive value (nPPV), nucleotide-level performance coefficient (nPC), nucleotide-
level correlation coefficient (nCC), site-level sensitivity (sSn), site-level positive pre-
dictive value (sPPV) and site-level average site performance (sASP), which summa-
rized over all 56 datasets, regardless of species or background model. The Motif 
GibbsGA outperforms the other tools in all indicators except for Weeder. Fig. 2 gives 
the breakdown of the performance, high-lighted by the correlation coefficient, nCC, 
of each tool on the datasets of the different species (regardless of the background 
model). Fig. 2 shows that Motif GibbsGA does better than most of the other tools in 
all species. Fig. 3 breaks down the datasets according to the different background 
models, ‘real’, ‘generic’ and ‘Markov’ (regardless of the species). Motif GibbsGA 
performs better than most of the other tools in prediction motifs in all the three back-
ground models. 
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Fig. 3.  Correlation coefficient (nCC) by data set type 

From Fig. 1-3, we can see that Motif GibbsGA does better than all the other Gibbs 
or Gibbs-like based method (ANN-Sped, AlignACE, GLAM, MotifSampler and Se-
SiMCME), this is in part attributed to the significant role played by the genetic algo-
rithm that improved PSFM. Gibbs sampling is a heuristic search algorithm, the per-
formances of this method are subject to potential suboptimal solutions in the search 
space. One way to tackle this problem is to import stronger global optimization tech-
niques, such as genetic algorithms and others. In order to see the effect of genetic 
algorithm, we delete the PSFM optimization step, and run the program on the same 
datasets. Fig. 4 gives the result, and compared to that of Motif GibbsGA. 
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Fig. 4.  Comparison of using or not using genetic algorithm 
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4   Discussion 

We have developed a novel de novo motif identification approach based on Gibbs 
sampling coupled with PSFM optimization by genetic algorithm, which we imple-
mented in our software Motif GibbsGA. We test Motif GibbsGA on the benchmark 
dataset compiled by Tompa et al. (2005) for assessing computational tools that predict 
TFBSs. The performance of Motif GibbsGA on this data set compares well to, and in 
many cases exceeds, the performance of existing tools. From the result, we can see 
that here are considerable differences in results from these different programs, which 
is due to the existence of a large number of possible solutions. Optimization algo-
rithms such as ANN-Sped, AlignACE, GLAM, MotifSampler, SeSiMCME and 
MEME can locally optimize their motif discovery results, but the inherent multimo-
dality of the solution space restricts these local optimization procedures from  
exploring many different solutions. The Motif GibbGA framework allows a greater 
flexibility of movement around the solution space by applying an evolutionary proc-
ess to an entire population of possible solutions. 

Despite considerable effort to date, it remains a complex challenge for computa-
tional biologists to convincingly predict regulatory elements in DNA sequences. Fur-
ther efforts will be put in for several issues, the most important ones of which are the 
correlation between motif positions [19], motif positional information [20] and syner-
gistic relationships between transcription factors [21]. As the complexity of these 
models increased, the need for sophisticated algorithms for finding optimal solutions 
to these models will become increasingly important. 
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Network Model and Optimization of Medical Waste 
Reverse Logistics by Improved Genetic Algorithm 

Lihong Shi, Houming Fan, Pingquan Gao, and Hanyu Zhang 
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Liaoning Province, China 

Abstract. The medical waste management is of great importance because of the 
potential environmental hazards and public health risks. Manufacturers have to 
collect the medical waste and control its recovery or disposal. Medical waste 
recovery, which encompasses reusing, remanufacturing and materials recycling, 
requires a specially structured reverse logistics network in order to collect the 
medical waste efficiently. This paper presents a Mixed Integer Linear Pro-
gramming model with minimizing costs for medical waste reverse logistics 
networks. The total costs for reverse logistics include transportation cost, fixed 
cost of opening the collecting centers and processing centers and operation cost 
at these facilities over finite planning horizons. An improved genetic algorithm 
method with a hybrid encoding rule is used to solve the proposed model. The 
efficiency and practicability of the proposed model is validated by an applica-
tion to an illustrative example dealing with medical waste returned from some 
hospitals to a given manufacture. 

Keywords: genetic algorithm, medical waste, mixed integer linear program-
ming, reverse logistics network. 

1   Introduction  

In the past few years, there has been an increase in public concern about the manage-
ment of healthcare waste on a global basis[1]. Medical waste refers to any waste gen-
erated from the health care industry such as hospitals and medical laboratories. It 
includes anatomical waste, pathological waste, infectious waste, hazardous waste, and 
other waste[2]. In China, generation of medical waste from the healthcare industry 
has rapidly increased over the past decade. Although medical waste represents a small 
portion of the total solid waste stream, such waste must be handled with care because 
of the potentially infectious and hazardous materials contained in it. Improper dis-
posal of medical waste may pose a significant risk to human health and the environ-
ment. Many investigations and studies have suggested that many proper waste man-
agement procedures are still not being well implemented[3,4,5].  

Nowadays, some studies have focused on the practicability of applying the concept 
of reverse logistics to the medical waste management, which may greatly improve the 
efficiency of medical waste management and reduce the negative influence it may 
impose on the environment. Here reverse logistics is referred to as the process of 
logistics management involved in planning, managing, and controlling the flow of 
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medical waste for either reuse or final disposal of waste. The traditional measures, 
such as: waste processing technologies, used for the treatment of hazardous wastes are 
inadequate for integrating medical waste management, collection, storage, distribution 
and transportation activities into comprehensive, reverse logistics operating strategies. 
Consequently, the efficient design of a medical waste recovery network is one of the 
challenging issues in the recently emerged field of reverse logistics. 

Only recently, reverse logistics has become a topic of research concern. Much of 
the previous work[6,7,8] has been exploratory, emphasizing the need and importance 
of reverse logistics issues. General frameworks have been provided. Now, researchers 
have considered the use of quantitative techniques to various issues related to reverse 
logistics network design. Louwers, Bert, Edo, Frans, and Simme Douwe[9] have 
presented a facility location-allocation model for the collection, reprocessing and 
redistribution of carpet waste to determine the locations and capacities of the regional 
recovery centers to minimize investment, processing, and transportation costs. 
Bloemhof-Ruward[10] have examined the distribution issues such as location of col-
lection points in a reverse logistic system. De Koster, de Brito, and van de Vendel[11] 
have investigated the factors contributing to RL network decisions by considering 
inbound and outbound flows, the transport routes, the return volume, choice of receiv-
ing warehouse and the market location for returned products. Listes [12] has proposed 
a generic stochastic model for the design of networks comprising both supply and 
return channels, organized in a closed loop system. Beamon and Fernandes[13]have 
developed an integer programming model for a four echelon reverse supply chain by 
assuming infinite storage capacities and same holding costs for recovered and new 
products. Santoso, Ahmed, Goetschalckx, and Shapiro[14] have proposed a stochastic 
programming model and solution algorithm for solving supply chain network design 
problems of a realistic scale. Listes and Dekker[15] have conducted a the case study 
of recycling sand from demolition waste by using stochastic approach. Hu, Sheu, and 
Huang[16] have presented a cost-minimization model for a multi-time-step, multi-
type hazardous-waste reverse logistics system. Salema[17] has proposed a strategic 
and tactical model for the design and planning of supply chains with reverse flows. 

In this paper, the results and methodologies of all above researches are studied in 
the development of a more suitable model for a reverse logistics network handling 
medical waste returns. The mathematical model considers the supply of returned 
waste through the medical materials producers themselves, that means the returning 
process dose not include a third party collector. This paper is organized as follows. In 
Section 2 we define the problem, and in section 3 we propose a mixed integer pro-
gramming model[18,19,20] of reverse logistics network for the returned medical 
waste. Section 4 focuses on solving the proposed mathematical model by an improved 
genetic algorithm and conducting a numerical test to illustrate the application of the 
method for the optimization problem. Finally, some avenues of future research are 
discussed in Section 5 which concludes the paper. 

2   Problem Definition 

The medical waste reverse logistics network in this study is shown in Fig.1. The hos-
pitals and final factories have been fixed. We need to discuss the location problem of  
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Fig. 1. Medical waste reverse logistics network 

collecting centers and processing centers, involving problems such as transportation, 
fixed cost, operation costs and so on. In the network, there are I collecting centers, 
and J processing centers. Medical waste is transported from hospitals to colleting 
centers. Through some segregation and collection in the collecting centers, the medi-
cal waste is again transported from collecting centers to processing centers, where it 
will be completely disinfected, disassembled, remanufactured or disposed. Finally, the 
reused medical materials were shipped to the final factory for sales. Considering the 
public wants these waste processing facilities as few as possible, the medical waste 
reverse logistics network for medical materials producers is consisting of four type 
nodes: hospital nodes, the collecting centers nodes, the processing centers nodes, the 
final factories nodes. 

The medical waste reverse logistics network design problem can be described as 
follows: given the potential locations and the capacities of the collecting centers and 
processing centers, the total amounts of each kind of the medical waste generated by 
each hospital, the cost structures for transportation, operation and other fixed costs 
associated with the medical waste, the model we formulate should find out which 
potential collecting centers and processing centers should be opened and how the 
medical waste flows should be delivered so that reverse logistics network can achieve 
the minimum total costs. In summary, the decision belongs to typical location-
allocation problem, therefore the vehicle routing problem is not deeply considered. 

3   Model Formulation 

Prior to developing the mixed-integer programming model for medical waste reverse 
logistics network design, we made the following underlying assumptions and simpli-
fications: (1)the given medical materials producer has only one factory in this area, 
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and this factory has decided to adopt the self-supporting reverse logistics mode; (2)the 
medical waste which has been processed by all processing centers will be transported 
to the factory, that means this recycling supply chain is a closed loop considering both 
forward and reverse logistics; (3)the mounts of medical waste generated from each 
hospital are independent; (4) the cost structures for transportation, operation and other 
fixed cost are known for dealing with the multiple types of medial wastes, especially, 
the operation costs include all the storage cost and other costs for the management of 
the medical waste; (5)the discarding ratios of medical waste in all collecting centers 
are the same, and the processing centers likewise; (7)the capacity of the given factory 
is limitless. 

3.1   Sets 

{1,2, , }H H= K , set of hospitals where the medical wastes are generated 

{1, 2, , }I I= K , set of possible collecting centers 

},,2,1{ JJ K= , set of possible processing centers 

{1, 2, , }M M= K , set of medical waste types. 

3.2   Decision Variables 

himX : amount shipped from hospital h to collecting center i for waste m; 

ijmY : amount shipped from collecting center i to processing center j for waste m; 

jmG : amount shipped from processing center j to the factory for waste m; 

i1, if colleting center  is open;

0, otherwise ;iP
⎧

= ⎨
⎩

 

1, if processing center j is open ;

0, otherwise ;jQ
⎧

= ⎨
⎩

 

3.3   Parameters 

H : the number of hospitals which are the customers of the given medical materials 
producer;  

maxI : the maximum number of potential colleting centers; 

maxJ : the maximum number of potential processing centers; 

M : the number of the medical waste types; 

hmA : the amount of medical waste m from hospital h; 
f

iI : the fixed costs of building or capacity enlargement of colleting center i; 
f
jJ : the fixed costs of building or capacity enlargement of processing center j; 

fG : the fixed costs of capacity enlargement of the given factory; 
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o
imI : the unit operation cost of medical waste m in collcting center i; 
o
jmJ : the unit operation cost of medical waste m in processing center j; 

t
mG : the unit operation cost of medical waste m in the given factory; 

t
imI : the unit transportation cost of medical waste m from hospital h to collecting 

center i; 
t
jmJ : the unit transportation cost of medical waste m collecting center i to processing 

center j; 
t
jmG : the unit transportation cost of medical waste m processing center j to the given 

medical waste producer; 
c
imI : the maximum capacity of collecting center i for medical waste m; 
c
jmJ : the maximum capacity of processing center j for medical waste m; 

c
iI : the maximum capacity of collecting center i; 
c
jJ : the maximum capacity of processing center j; 

mα : the discarding ratio of medical waste m in collecting centers; 

mβ : the discarding ratio of medical waste m in processing centers; 

3.4   Mathematical Formulation 

Subject to: 

1

( 1, 2 , ; 1, 2 , , )
I

h im h m
i

X A h H m M
=

= = =∑ K K  (1)

1 1

(1 ) ( 1, 2, ; 1, 2, , )
H J

m him ijm
h j

X Y i I m Mα
= =

− = = =∑ ∑ K K  (2)

1 1 1

(1 ) ( 1, 2 , , )
I J J

m i j m j m
i j j

Y T m Mβ
= = =

− = =∑ ∑ ∑ K  (3)

1 1

( 1, 2 , )
H M

c
h i m i i

h m

X I P i I
= =

≤ =∑ ∑ K  (4)

1

( 1, 2, ; 1, 2, , )
H

c
him im i

h

X I P i I m M
=

≤ = =∑ K K  (5)
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1 1

( 1, 2 , )
I M

c
ijm j j

i m

Y J Q j J
= =

≤ =∑ ∑ K  (6)

1

( 1, 2, ; 1, 2, , )
I

c
ijm jm j

i

Y J Q j J m M
=

≤ = =∑ K K  (7)

m ax
1

I

i
i

P I
=

≤∑  (8)

max
1

J

j
j

Q J
=

≤∑  (9)

0; 0him ijmX Y≥ ≥  (10)

{0,1}; {0,1}i jP Q∈ ∈  (11)

Minimize: 

1 1

1 1 1

1 1 1

1 1

( )

( (1 ) )

( (1 ) )

( )

I J
f f f

i i j j
i j

H I M
t o
i m i m m h i m

h i m

I J M
t o
j m j m m i j m

i j m

J M
t o
j m m j m

j m

f X I P J Q G

I I X

J J Y

G G G

α

β

= =

= = =

= = =

= =

= + +

+ + −

+ + −

+ +

∑ ∑

∑ ∑ ∑

∑ ∑ ∑

∑ ∑

 

(12)

The objective function (1) minimizes total reverse logistics costs comprised of trans-
portation, operation, and other fixed costs for opening nodes. Constraints (2) to (4) 
guarantee the balance of medical waste in hospitals, collecting centers, processing 
centers, and the factory accordingly. Constraint (5) insures that the total volume of 
waste shipped to each colleting center cannot exceed the capacity of the colleting 
center i serving them. Constraint (6) insures that the volume of waste m shipped to 
each colleting center cannot exceed the capacity of the center serving it. Constraint 
(7) insures that the total volume of waste shipped to each processing center cannot 
exceed the capacity of the processing center j serving them. Constraint (8) insures that 
the volume of waste m shipped to each processing center cannot exceed the capacity 
of the center serving it. Constraints (9) and (10) limit the number of the opening col-
lecting centers and processing centers. Constraint(11) assures the non-negativity of 
decision variables Xhim and Yijm. Constraint (12) assures the binary integrality of deci-
sion variables Pi and Qj. 
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The model we develop belongs to the class of NP-hard problems. In this paper, we 
design an improved genetic algorithm to solve this crisp model. 

4   Model Application and Results 

In general, a genetic algorithm is referred to as a stochastic solution search procedure 
that is designed to solve combinatorial problems using the concept of evolutionary 
computation imitating the natural selection and biological reproduction of animal 
species[21,22]. Fig.2 demonstrates the steps of this approach. 

 

 

Fig. 2. Steps of proposed GA 

4.1   Encoding  

The design of a suitable chromosome is the first step for a successful GA implementa-
tion because it applies probabilistic transition rule on each chromosome to create a 
population of chromosomes, representing a good candidate solution. Distinctly, Xhim, 
Yijm, Gjm are numerical value variables while Pi and Qj are logical value variables. 
This paper adopts a hybrid encoding rule which combines both binary and floating 
encoding to represent the chromosome. Each chromosome developed is based on  
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Fig. 3. A genetic representation scheme 

single dimensional array which consists of binary values, representing decision vari-
ables related to initial hospitals, collecting centers, processing centers, and floating 
point values, representing amount shipped from hospital h to collecting center i, from 
collecting center i to processing center j, and from processing center j to the factory 
for waste m.  

The representation of a chromosome in this paper is illustrated in Fig.3 above. The 
chromosome has six hospitals, five potential collecting centers, three processing cen-
ters and one final factory. Thus, each chromosome is represented by a (5+3+6*5+5*3) 
array, where the first (5+3) genes represent whether the center is opened(=1) or 
closed(=0); the following (6*5) genes represent the returned medical waste from six 
hospitals to five collecting centers; the last (5*3) genes represent the returned medical 
waste from five collecting centers to three processing centers. Obviously, every gene 
is not isolated, that means if a colleting center or processing center is not selected as 
the opening center(Pi/Qj =0), there will be no returned medical waste shipped to 
it(Xhim/Yijm=0). 

4.2   Evaluation 

Evaluation aims to associate each individual with a fitness value so that it can reflect 
the fitness for an individual. This evaluation process is intended to compare one indi-
vidual with other individuals in the population. The choice of fitness function is also 
very critical because it has to accurately measure the desirability of the features  
described by the chromosome. The function should be computationally efficient since 
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it is used many times to evaluate each and every solution. The penalty function is 
needed when some potential solutions in a population turn out to be infeasible[23], 
such as exceeding the capacity limit of some collecting centers or processing centers. 
To elaborate, the original objective function is comprised of various costs-the fixed 
cost of collecting centers and processing centers, the expansion cost of the given fac-
tory, the operation cost of collecting centers, processing centers and the factory and 
the transportation cost in reverse flows. A penalty value is considerably larger than 
any possible objective value corresponding to the current population of individuals. 
The penalty function(Fitness) in the proposed algorithm is mathematically expressed 
as: 

max max

max

( ), ( ) ;

0, ( )

C f X if f X C
Fitness

if f X C

− <⎧
= ⎨ ≥⎩  

(13)

4.3   Selection Operator 

The selection operator is intended to improve the average quality of the population by 
giving the high-quality chromosomes, i.e., a better chance to get copied into the nest 
generation. The selection can be thought as the exploitation for the GA to guide the 
evolutionary process when we regard the genetic operation as the exploration for the 
search in solution space. We employ roulette wheel selection strategy as a selection 
mechanism. In roulette wheel selection mechanism, the individuals on each genera-
tion are selected for survival into the next generation according to a probability value 
proportional to the ratio of individual fitness over total population fitness; this means 
that average quality of the population by giving the high-quality chromosomes a bet-
ter chance to get copied into the next generation. Also the elitist method is employed 
to preserve the best chromosome for the next generation. 

4.4   Crossover Operator 

Crossover is the main genetic operator. It operates on two parents (chromosomes) at a 
time and generates offspring by combining both chromosomes’ features. The cross-
over is done to explore new solution space and crossover operator corresponds to 
exchanging parts of strings between selected parents. The crossover probability indi-
cates how often a crossover will be performed. There are several types of crossovers, 
including single-point crossover, multi-point crossover, and uniform crossover. In this 
paper, we use the one-point crossover. For each individual in the population, generate 
a random number rand()∈[0,1). If pc≥rand(), where pc holds for the given probability 
of crossover, choose another individual randomly from the population and let these 
individuals be parent individuals. After determining the crossover point by a random 
number, generate offspring individuals by changing sub-individuals after the cross-
over point of one parent individual for that of the other. Carry out the procedure 
above from for all individuals in the population.  
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4.5   Mutation Operator 

Mutation is a background operator which produces spontaneous random changes in 
various chromosomes. Similar to crossover, mutation is done to prevent the premature 
convergence and explores new solution space. However, unlike crossover, mutation is 
usually done by modifying gene within a chromosome. Several mutation operators 
have been proposed for permutation representation, such as inversion, insertion, dis-
placement, and reciprocal exchange mutation. The type of mutation varies depending 
on the encoding as well as the crossover. We also investigate the effects of two differ-
ent mutation operators on the performance of GA. Inversion mutation is used for this 
paper. Inversion mutation selects two positions within a chromosome at random and 
then inverts the substring between these two positions. 

4.6   Numerical Test 

To demonstrate how the model works and to verify its usefulness, the model is ap-
plied to a numerical test. In the test, there are six hospitals and one final factory. The 
potential collecting centers and processing centers are I1, I2, I3, I4, I5 and J1, J2, J3. There 
are two kinds of medical waste(for example sharp waste and tissues waste) generated 
from each hospitals, 70,95,60,80,55 for waste I and 40,75,45,55,20 for waste II. The 
discarding ratios of medical waste I and II in collecting centers are respectively 0.8 
and 0.7, while in the processing centers, the discarding ratios for waste I and IIare the 
same, 0.8, The transportation and operation cost are both related with the amount and 
types of medical waste. The data are showed in Table 1-4. As to the genetic algorithm 
parameters, these parameters are: population size=200; maximum number of genera-
tions=500; crossover rate = 0.9; mutation rate = 0.05. 

Table 1. Related Parameters of the factory, collecting centers and processing centers (Yuan, 
Yuan/Ton, Ton) 

Costs Factory Collecting centers Processing centers

1 2 3 4 5 1 2 3

Fixed cost 50000 8500 10000 15000 12000 10000 40000 45000 50000

Opera

-tion 

cost

Waste 8 7 5 5 6 4 9 7 5

Waste 6 3 3 1.5 2.5 3 7 5 4

Capac

-ity

Waste - 100 150 150 130 120 200 250 300

Waste - 80 120 150 150 100 120 170 220

Maximum 

capacity

- 160 260 280 260 200 300 400 500
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Table 2. The unit transportation cost from hospitals to collecting centers(Yuan) 

Hospitals 

Collecting centers 
1 2 3 4 5 6 1 

1 5 3 6 7 4 3 

2 10 5 4 1 3 9 

3 8 4 5 10 6 7 

4 7 5 3 12 9 6 

Waste I 

5 6.5 10 9 6 5 10 

1 7 8 10 12 5.5 8 

2 9 8.5 8.5 11 8 12 

3 10 3 6 8 7 8 

4 10 6 5 9 10 9 

Waste II 

5 13 6.5 7 10 8 10 

Table 3.  The unit transportation cost from collecting centers to processing centers(Yuan) 

Collecting centers 

Processing center 
1 2 3 4 5 

1 4 6.5 6.5 7.5 5 

2 5 5 4 3 4 

Waste I 

3 2 7 5.5 8 4 

1 6 7 8 10 5 

2 7 8 6.5 8 7 

Waste II 

3 5 5 5 8 6 

Table 4.  The unit transportation cost from processing centers to the factory(Yuan) 

   Processing centers 

Waste 

1 2 3 

Waste I 6 3 5 

Waste II 1 5 7 

 

Fig. 4 shows the best fitness values at each generation. The fitness value at the 300th 
generation was gradually reduced to a comparatively steady level around 136500. The 
purpose of using the genetic algorithm is not to get the accurately best result, but to 
figure out an acceptable solution with high efficiency. The satisfactory solution we get 
is 134029. Because of the limitation of the space, some results are omitted. 
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Fig. 4. Fitness value curve of Genetic Algorithm 

5   Conclusions and Future Works 

In this paper, we have discussed the medical waste reverse logistics network design 
problem from the medical materials producers' perspective. We have established a 
mixed integer programming model to minimize the total costs while operating the 
reverse logistics network and used an improved genetic algorithm to get an acceptable 
solution with high efficiency. Compared to early literature on reverse logistics, this 
paper has attempted to apply the basic theories of reverse logistics to improve the 
rationality and efficiency of the medical waste returning process and also did some 
work to optimize the whole returning network. The proposed model is successful in 
designing reverse logistics network for medical waste while considering multi-type 
waste flows with four nodes( initial hospitals, colleting centers, processing centers 
and final factories). Experimental result shows that proposed approach has better 
synthetic performance in both the computation speed and optimality in medical waste 
reverse logistics model. In the future research, it is possible to investigate the per-
formance of the medical waste reverse logistics network including real-data. Maybe, 
we can also discuss other heuristic algorithms combined with GA to solve the mixed 
integer linear programming model in the further study. 
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Abstract. In this paper, a new algorithm named SGEGC was proposed.
Inspired by selfish gene theory, SGEGC uses a vector of survival rate to
model the condition distribution, which serves as a virtual population
that is used to generate new individuals. While the present Estimation
of Distribution Algorithms (EDAs) require much time to learn the com-
plex relationships among variables, SGEGC employs an approach that
exchanges the relevant genetic components. Experimental results show
that the proposed approach is more efficient in convergent reliability and
convergent velocity in comparison with BMDA, COMIT and MIMIC in
the test functions.

Keywords: Estimation of Distribution Algorithms, Selfish Gene Theory,
Nonlinearity Check.

1 Introduction

A number of new evolutionary algorithms that construct probabilistic models of
potential solutions to explore the search space have been proposed. These algo-
rithms, named Estimation of Distribution Algorithms(EDAs)[11,17], have shown
well performance mainly because of the ability that explicitly detects the linkage
relationship among variables as well as the free from adjusting various param-
eters, such as crossover and mutation probability, population size and selection
method. While genetic algorithms(GAs) inspired by the Darwin’s natural select
theory which acts on populations or organisms , these novel approaches put evo-
lution in a microscopic perspective, where the fundamental unit of evolution is
gene, rather than individual.

The core of EDAs is the probabilistic model. There are diverse techniques to
estimate and sample the probability distribution used in a wide range of EDAs
which are proved to be more effective in different optimization problems than
GAs. While CGA[9] and UDMA [10] work under the assumption that variables
are independent, MIMIC[5] uses a chain model of probability distribution to
estimate the pairwise conditional probabilities to present the interaction between
two variables and COMIT [3,4] establishes a tree structure to do the same job.
BOA [13] and FDA [12]uses Bayesian Network to model the distribution of
solution space. And there are more EDAs can be found [1,2,14,16,18,19].
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Effective though they are, the heritability of gene is almost overlooked. Conse-
quently, as the number of variables increases and linkage of the variables become
more complex, EDAs require much time in the learning process of interaction
among variables. The performance of EDAs can be improved. First, genetic al-
gorithms based binary encoding system map only one bit to a gene; a gene,
however, is genetically defined as the basic unit of heredity in living organism.
Genetic component is proposed as a terminology which represent a cluster of
sequential or jumping ’genes’, when tight linkage among a set of variables are
taken into account. Once correct gene components are identified, genetic opti-
mization can use this extra information to search building block candidates and
mix them to find an optimal solution. On the other hand, what the conventional
EDAs neglect is the information interaction which plays a predominant role in
GAs as crossover or recombination among different individuals. EDAs use a more
macroscopic linkage information , without implicit heritability of genes, to de-
termine conditional probability model, then the sampling procedure is conduct
to generate individuals for next selection and estimation.

The purpose of the paper is to further study the EDAs based on the per-
spective of Selfish Gene Theory and promoted genetic components. we propose
a new approach to detect the nonlinearity of gene as well as a novel algorithm
named SGEGC to solve optimization problems. It works on three individuals
and dynamically exchanges the information of the best two individuals accord-
ing to the similar gene components which have been explored before and then
conducts sampling procedure to generate individuals by the probability or con-
ditional probability. This progress continued until terminal criteria are met.

The present paper is organized as follows: Next section presents the general
ideas by introducing selfish gene theory, section 3 details the SGEGC approach.
In Section 4, experimental results and analysis of MIMIC , COMIT, BMDA and
SGEGC are described. Section 5 summarizes the paper.

2 Inspiration from Selfish Gene Theory

In 1989, R. Dawkins presented a point of view on the evolution [15]. The term
selfish gene serves as a way of expressing the gene-centered view of evolution,
which holds that evolution is best viewed as acting on genes and that selection
at the level of organisms , populations or even species almost never overrides
selection based on genes. This theory implicates that adaptations are the pheno-
typic effects of genes to maximize their representation in the future generations
by increasing the frequency of those alleles whose phenotypic effects successfully
promote their own propagation. There are several method base on selfish gene
theory[8,7,6].

From the methodological review of Selfish Gene Theory, this paper focus on
two distinctive aspects. First, according to Selfish Gene Theory, organisms or
populations are not important because the struggling for existence occurs among
competing genes on which the selection acts through differential survival ability.
There is no concept of population, yet a vector p = (p1, p2, · · · , pn) serves as
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virtual population, where n identifies its number of gens and pi indicates the
survival rate of the ith gene, by which individual would be generated. Therefore,
during the evolution process, the solutions evolve on the basis of the survival rate
pi rather than explicit individuals, which means less space complexity. If taken
genetic component into consideration, the survival vector P would be extend to
a set M = (P1, P2, · · · , Pm) , where m denotes the number of genetic component
and Pi = (pi,1, pi,2, pi,j−1, · · · , pi,n−1) indicates the conditional probability chain
of nonlinear loci, pi,j is the survival rate of locus j, under the condition that the
survival is pi,j−1.

Another point of view is that there is not much of struggle because the genes
usually win without a fight, which implicates the traditional selection in ge-
netic algorithms is not important. According to Selfish Gene Theory, the only
motive power is survival competition between two differential genetic carrier.
Two individuals selected from the pool of virtual population represented by the
frequency parameters. Then these parameters are update by the statistics that
indicate which genes will survival in the race and which pairs or groups are to-
gether incline to birth a better solution. The contention is that the genes that get
passed on are the ones whose consequences serve their own implicit interests , not
necessarily those of the organism. As long as genetic components are correctly
detected this simple competition can be expanded by interaction among good
individuals, this extending brings importance to detecting genetic components.

3 SGEGC: A Selfish Gene Theory Based Optimization
Method by Exchanging Genetic Components

3.1 The General Description of SGEGC

As mentioned above, selfish gene theory emphasizes the struggle among genes
rather that individual. It is clear that competition plays a key role in evolution
of algorithm; however, cooperation is of importance too. In order to improve the
performance of the optimization, a new SGEGC algorithm which is based on the
cooperation among selfish genes is proposed. The proposed method is focused
on utilizing the true inheritable structure which stands for the basic nonlinear
linkage group.

1. Initialization
2. Generate three individuals
3. Conduct Nonlinearity Check if necessary
4. Rank the three individuals
5. Choose the best two gBEST and gMOD,
6. If there are more than one group then execute the following procedure

(a) If the fitness of gBEST and gMOD are quite similar then reverse all
the bit of gMOD

(b) Cross over the selected group to generate 2 other individuals D1 , D2
(c) D = MAX(D1, D1)
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(d) If ( D > gBEST ) then gBEST = D
(e) Else go to (a) , repeat until inner termination conditions are met

7. For each loci recalculate the probability of survival
8. Reward gBEST and Punishment the worst individual gWORST individu-

als.
9. If the termination conditions have not been satisfied than go to 2.

3.2 Nonlinearity Check in SGEGC

The statistic independent detecting and other similar methods cannot be applied
to detect the genetic components because they are too broad to find such mi-
crostructures. For example, if the selected predominated individuals are all the
same, such as 1s, statistic independent approach only imply that all those loci
are correlative. In order to dig up the gene components, methodology should be
performed in terms of phenotype or fitness effect. Taking the linear property of
encoded string into account, as depicted in Fig.1, we worked on the assumption
that a pair loci both belong to a gene component if they cause a nonlinear effect
in the overall fitness function corresponding to the perturbation on a string, that
is if the change of fitness on two loci i and j cannot be consistent to the mutation
of loci on string, i and j are in a genetic component. It is necessary to check
nonlinearity for all possible strings under certain context.

Consider a string s = s1s2s3 · · · sl, S denotes the set of all si in s, supposed
that two variables xi and xj satisfy linear property, the function can be write
as:

f(s) = g(s|s ∈ S − {si, sj}) + gi(si) + gj(sj) = e · (g, fi(si), fj(sj))T (1)

where e = (1, 1, 1) . For every pair of loci (si, sj) can perturbations as (0, 0), (0,
1), (1, 0), (1, 1) which cause fitness changes.
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Fig. 1. Linearity
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f00 = f(s1 · · · si=0 · · · sj=0 · · · sl) = e · (g, fi(0), fj(0))T = e · f00
f01 = f(s1 · · · si=0 · · · sj=1 · · · sl) = e · (g, fi(0), fj(1))T = e · f01
f10 = f(s1 · · · si=1 · · · sj=0 · · · sl) = e · (g, fi(1), fj(0))T = e · f10
f11 = f(s1 · · · si=1 · · · sj=1 · · · sl) = e · (g, fi(1), fj(1))T = e · f11

(2)

Two results can be induced to form a rectangular correlated to perturbations of
loci pairs. First, the midpoints of the line segments f00f11 and f01f10 should
be same , that is point f00+f11

2 and f01+f10
2 are the same point. The following

equation which is promoted as f ij is unknown.

f11 + f00

2
=

f01 + f10

2
(3)

let P (x) denotes the first condition.
The second condition is that the lengths of diagonal lines should be equal,

that is: ∥∥f11, f00

∥∥
n

=
∥∥f10, f10

∥∥
n

(4)

‖x, y‖n Denotes the norm x and y. If n > 0,∥∥f11, f00

∥∥ = n
√

(fi(1) − fi(0))n + (fj(1) − fj(0))n

= n
√

(f10 − f00)n + (f01 − f00)n
(5)

∥∥f10, f01

∥∥ = n
√

(fi(1) − fi(0))n + (fj(0) − fj(1))n

= n
√

(f11 − f01)n + (f10 − f11)n
(6)

If n = 0, we have

|f10 − f00| + |f01 − f00| = |f11 − f01| + |f10 − f11| (7)

Assume that Qn(x) denotes the condition for different n. Note that both two
condition are necessary conditions to induce linearity, nonlinearity can be easily
obtain by negate P (x) and Qn(x):

¬(P (x) ∧ Q0(x) ∧ Q1(x) · · ·Qn(x)) (8)

The above logic expression shows nonlinearity, ”¬” denotes logic ”not” and ”∧”
denotes logic ”or”. We can change n to form a stronger condition. Since there
may exist linearity inside a gene block in some context, it is not enough to
check nonlinearity in just one string. Therefore, all the coupled genes on a string
must be checked in a population properly sized. We proposed strategy that
dynamically check the nonlinearity as the generation pass down. The following
procedure for each pair of loci in each string is conducted to find nonlinearity.

– If ¬P (x), the si and sj are surely members of a possible gene component
– If P(x), may not construct a gene component or a building block is ex-

ist but linearity exists in the current context of a particular string. Check
Q0(x) · · ·Qn(x), if one of condition is satisfied assign L[i] = j, else turn to
another generation.
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To store tightly linked loci to form a larger gene component, a vector L is used
to organize the group of loci. The notation L[i] denotes the parents of variable
i. Under the assumption that the property of nonlinearity is transmittable, gene
components are easy to be constructed.

3.3 Evolution Mechanism: Reward and Punishment

In each step the the evolution, the best and worst, individuals are selected to
compete. this competition result in the higher opportunity to reproduce of win-
ner and the extinction of loser. this is different most GAs and EDAs , which al-
most ignores the information implicated by individuals with lower fitness. There-
fore, we employ a reward and punishment scheme to generate the survival rate.

Suppose the winder is gBEST and the looser is gWORST , and the genetic
competitions are already calculated. the survival rate M = (P1, P2, · · · , Pm)
is generate as follows. For each genetic component Gi, supposed that Π =
(π1, π2, · · · , πl) denotes the permutation of loci classified as Gi. for each genetic
component on gBEST . pπ1 = pπ1 + ε and pπi,πi−1 = pπi,πi−1 + ε, whereas for
gWORST , the addition operation is replaced by subtraction.

4 Experimental Results and Analysis

Four well-known benchmark problems, include Four Peaks problem, Satisfactory
problem, Weight One-Max problem, and deceptive problem [5,14,13], are used
to evaluate the performance of SGEGC, comparing the results with that of
MIMIC, BMDA, and COMIT. the problems sizes of each benchmark problems
vary from 10 to 200 with step 10. For MIMIC , COMIT , and BMDA , 200
samples per generation is employed with a fixed truncation selection ratio(5%).
For SGEGC, the incremental learning factor α=0.1 and the value of ε in Reward
and Punishment Scheme sets to default value. All parameters are held constant
through all runs. For each problem and problem size, 20 successful independent
runs are performed. Each run is terminated either when the global optimum is
found or when the best fitness is unchanged for 2000 evaluations.

The Fig.2 shows the convergent reliability of MIMIC, BMDA , COMIT and
SGEGC under different numbers of problem size through computing the devia-
tion of fitness between the optimal solutions and converged result. From Fig.2, we
can see that SGEGC perform better than MIMIC, BMDA and COMIT are not.
Actually, SGEGC successfully find the all the optimal solution of three problems
except for For Peaks problem. This may due the fact that the all the variables of
Four Peaks Problem are completely nonlinear, which means inefficacy of exchang-
ing genetic components. However, MIMIC, BMDA, and COMIT are not satisfied
for all tested four benchmark problems. For example, the difference between the
converged value of the Deceptive problem and the global optimal value of Decep-
tive problem of other three methods is linearly increased withe the number of vari-
able. It is clearly depicted from the Fig.2 that the stability of SGEGC because the
averagely higher quality of its solutions than that of the others.



SGEGC: A Selfish Gene Theory Based Optimization Method 59

0 50 100 150 200
0

50

100

150

200

250

300

350

400

Size of the problem

D
iff

er
en

ce
 b

et
w

ee
n 

th
e 

op
tim

al
re

su
lt 

an
d 

th
e 

co
nv

er
ge

d 
re

su
lt

 

 
SGEGC
MIMIC
BMDA
COMIT

0 50 100 150 200
0

20

40

60

80

100

120

140

160

Size of the problem

D
iff

er
en

ce
 b

et
w

ee
n 

th
e 

op
tim

al
re

su
lt 

an
d 

th
e 

co
nv

er
ge

d 
re

su
lt

 

 

SGEGC
MIMIC
BMDA
COMIT

Four Peaks problem Satisfactory problem

0 50 100 150 200
0

100

200

300

400

500

Size of the problem

D
iff

er
en

ce
 b

et
w

ee
n 

th
e 

op
tim

al
re

su
lt 

an
d 

th
e 

co
nv

er
ge

d 
re

su
lt

 

 
SGEGC
MIMIC
BMDA
data4

0 50 100 150 200
0

1

2

3

4

5

6

7

Size of the problem

D
iff

er
en

ce
 b

et
w

ee
n 

th
e 

op
tim

al
re

su
lt 

an
d 

th
e 

co
nv

er
ge

d 
re

su
lt

 

 

SGEGC
MIMIC
BMDA
COMIT

Weight One-Max problem Deceptive problem

Fig. 2. Convergent Reliability
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Moreover, we verify the convergence process of MIMIC, BMDA , COMIT and
SGEGC; and the results are shown in Fig.3. Although an extra evaluations are
need to perform the nonlinearity detecting procure, the least times of evaluation
are 2n × (n − 1), SGEGC successfully balance the convergence and population
diversity. From the Fig.3 , we can see that the convergence speed of SGEGC is
slower than BMDA and COMIT in early stage, but SGEGC can avoid getting
trapped in local optima;and the convergence process of SGEGC is both steady
and persistent.

5 Conclusion

In this paper, we have proposed an improved Estimation of Distribution Algo-
rithm named SGEGC which is based on genetic component to solve discrete
optimization problem. In the algorithm, a novel nonlinear detecting approach
is proposed, which check the nonlinearity of the a problem. At the same time,
we use exchange detected genetic component as a relative block to construct
three individuals, from which the two ones that have the highest or lower fitness
are chosen. Then based on the selfish gene theory, we assume that the evolve
process is relied on relative gene rather than individual or organism. While the
traditional EDAs require much time in the statistic learning progress owning to
the complexity of relationships among variables, we focus only on the survival
rate of each gene, only a vector M is needed to represent the population. Exper-
imental results illustrate that SGEGC significantly superior than the BMDA ,
COMIT and MIMIC.

However, it is also noted that the number of fitness evaluates is increased
because the nonlinearity checking progress is actually based on the evaluation of
the function. the further study will concentrate on the extension of nonlinearity
checking progress that can effectively represent the relationship among variables.
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Appendix

The first benchmark problem is Four Peaks:
Given an N -dimensional input vector X ,the four peaks evaluation function

is defined as:

f (X, T ) = max [tail (0, X) , head (1, X)] + R (X, T )

where
tail (b, X) = number of trailing b′s in X
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head (b, X) = number of trailing b′s in X

R (X, T ) =
{

N if tail (0, X) > T and head (1, X) > T
0

In all trails, T was set to be 10% of N , the size of the problem.
The second benchmark problem is Satisfaction Problem:

max

(
n∑
i

f(x5i−1, x5i−2, x5i−3, x5i−4, x5i)

)
x ∈ {0, 1}

where f(x5i−1, x5i−2, x5i−3, x5i−4, x5i) equals to 5 if and only if all variables
equal to 1.Otherwise it equals to 0.

The third benchmark problem is Weighed One-Max:

max

(
n∑

i=1

i · xi

)
xi ∈ {0, 1}

The fourth benchmark problem is 3-deceptive problem:

max

n
3∑

i=0

f(x3i−1, x3i−2, x3i−3)

where
u = x3i−1 + x3i−2 + x3i−3

and

f3−deceptive(u) =

⎧⎪⎪⎨
⎪⎪⎩

0.9 if u = 0
0.8 if u = 1
0 if u = 2
1 otherwise

Where u is the number of bit ’1’ in the input string.
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Abstract. This paper presents a heuristic fast-matching algorithm for quantum 
reversible logic circuits synthesis. The algorithm uses the quantum gate formula 
as the heuristic rules to perform forward-matching. This can avoid blind match-
ing and decrease the matching complexity. Simple, smaller overhead and better 
to simplify circuits, the algorithm can perform well in the multi-quantum re-
versible logic circuits synthesis. 

Keywords: quantum reversible circuits; Reed-Muller expansion; CNOT gate; 
Toffoli gate. 

1   Introduction 

According to physics laws, irreversible operation in computing plays the important 
role in energy consumption on chips, thus converting an irreversible operation to a 
reversible one is the key of reducing the energy loss. Bennett has proved that the 
energy consumption can be cut by using reversible logic gates to construct reversible 
circuits (the lowest energy consumption can be reached in theory [1]). Each quantum 
logic gate is corresponding to a unitary operator, which means the quantum logic 
gate is reversible, so the circuits constructed by cascading quantum logic gates is 
reversible too. In theory, quantum circuits can be used to establish more powerful 
quantum computer with lower energy consumption, higher integration and higher 
speed. Hence, the research on quantum reversible circuits becomes a rapidly growing 
field. 

Different from the classical irreversible circuit, the 1-1 mapping between inputs 
and outputs is required in reversible circuits, so there is no any fan-in, fan-out and 
feedback in it. Therefore, the synthesis of reversible circuits is more complex than the 
irreversible one. At present, no general efficient algorithm exists, some are usually 
chosen such as truth table approach by Maslov [2,3], exhaustive search approach by 
Shende [4] and group theory methodology by Song [5]. Either mature technology or 
sophisticated mathematical theory and formal deduction is adopted in these algo-
rithms with good solution, however all of them are so complicated. 

                                                           
∗ This work was supported by The National Natural Science Foundation of China under Grant 

60572071 and 60873101, Jiangsu Natural Science Foundation under Grant BK2007104 and 
BK2008209. 
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A fast synthesis algorithm is proposed in this paper, which is based on RM expan-
sion, using CNT gate library, adopting forward-matching by using the quantum gate 
formula as heuristic rules. Since RM expansion has been of the simplest and only one 
gate is chosen to substitute in the process of pattern matching, without deadlock and 
backtracking, the algorithm is simple, fast, lower time and space complexity, and easy 
to implement. 

2   Preliminaries 

Definition 1. Let B= {0, 1}, a Boolean logic function f with n inputs and n outputs 
variables is ( )1 1( , , ) ,n nf x x y y⋅ ⋅ ⋅ = ⋅⋅ ⋅ , : n nf B B→ . A Boolean logic function is re-

versible if and only if it is a one-to-one, onto function (bijection).  
A logic gate is reversible if and only if it realizes a reversible function. A reversible 

circuit is a cascade of all the reversible gates.  

Definition 2. The expansion of the Boolean function ( )1 1( , , ) , ,n nf x x y y⋅ ⋅ ⋅ = ⋅⋅ ⋅  can be 

represented as follows: 

( ) ( )2 1
1 0, ,

n

n i i if x x d p−
=⋅ ⋅ ⋅ = ⊕  

This expansion is called Polarity Reed-Mull expansion (RM). That is, any Boolean 

function can be represented as the XOR of the variables products. ( )1
kin

i k kp x== ∏ , 

ki represents the thk  binary bit of i , ( )1 1 2n n ki i i i i−= ⋅⋅ ⋅ ⋅ ⋅ ⋅ . ki  determines whether kx  

appears. { }0,1id ∈  determines whether ip  appears. When n is fixed, the only vari-

able is id  in RM expansion. So calculating the value of id  is the nature of generating 

RM expansion. 3 variables RM is: 
1 2 3 0 1 1 2 2 3 2 1 4 3 5 3 1 6 3 2 7 3 2 1( , , )f x x x d d x d x d x x d x d x x d x x d x x x= ⊕ ⊕ ⊕ ⊕ ⊕ ⊕ ⊕  

Algorithm 1. The algorithm of Generating RM expansion ( ),GRM i j  

Input: i  is input of the reversible function, j  represents the thj  RM expansion 

Output: the thj RM expansion 

if 0i =  then return 0, jy  

else  return ( )( )( )0 ,( 1, ) | ,i
h h j iGRM i j e h i i y p=− ⊕ ⊕  

endif 

Generating the thj RM expansion should call (2 1, )nGRM j− . ‘|’ is ‘OR’ operation, 

function ( ) {0,
1,, i j

i je i j ≠
==  is that: if all 1-bits in the binary bits of h are included in 1-

bits of i , then ( | , )e h i i =1, else ( | , )e h i i =0. ,h jy  represents the value of the thj bit of 
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the thh output in the truth table. ( )( )0 ,| ,i
h h je h i i y=⊕  means that select all ,h jy , 

0 h i≤ ≤  and ( )| , 1e h i i = , the value of id  is their XOR. 

Definition 3. Reversible quantum gates: 
NOT, CNOT, and standard Toffoli are de-
fined as follows: 
1*1   NOT: 0 1x x= ⊕             

2*2   CNOT: 0x x= , 0y y x= ⊕  

3*3 Standard Toffoli: 0x x= , 0y y= , 

0z z xy= ⊕  

3   Synthesis Algorithm 

A quantum gate represents a unitary operation, and the result of the unitary operation 
can be expressed by the quantum gate formulas. That is, the cascade of the quantum 
gates is the unitary operation’s continuous actions. Each RM expansion at the output 
end is the result that the corresponding inputs are continuously transformed by the 
quantum gates composed quantum reversible circuit [6]. Since the quantum circuit is 
reversible, the synthesis approach that uses converse transform based on RM to get 
the circuit is feasible [7]. In the transform process, if one quantum gate formula is 
successfully matched, then the corresponding gate is identified, so the circuit is de-
rived from the cascade of these gates.  

Now, with which RM we begin to match is the key problem to improve the al-
gorithm efficiency because the different orders can conduce to different circuits 
that can complete same function. We always hope to get the circuit with the lower 
cost. 

Definition 4. The length of the RM expansion is the amount of the symbolic ‘ ⊕ ’. 
Synthesis of the reversible circuit is in essence dynamic programming problem. 

From the view of dynamic programming, the optimal sub-process should be kept in 
the process of exploring optimal solution. For this goal, every time we should begin 
with the shortest RM to match quantum gate, one gate one time, all of the RM length 
doesn’t become longer besides that at least one RM becomes shorter. This substitution 
order is the fastest order to make the RM identical. Furthermore, simplifying circuit is 
easier because the controlled-ends of the quantum gates will be arranged together as 
much as possible with the above substituting order.  

 

Algorithm 2. synthesis of the reversible circuits 
Input: the reversible specification; 
Output: the cascade of the quantum gates completing the reversible function;  
The array gate: store the quantum gates; 
The array identity: store the identical signal of the thi RM, identity(i)=1, the thi RM is 
identical, otherwise identity(i)=0, the thi RM is not identical, every item of identity is 
initialized 0; 

 

x x0

x x0

y0y

x0x

y y0

z z0

NOT CNOT Standard Toffoli

Fig. 1.  Quantum Logic Gates
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call (2 1, )nGRM j−  to generate n RM; 

sort the RM in terms of their length’s ascending order; 

i=the number of the shortest RM; 

nofidentityRM = 0;  //* the variable nofidentityRM *// 
//*records the amount of the identical RM*// 

while (NofIdentityRM != n)  //* NofIdentityRM = n *// 
//* is on behalf that all RM is identical *// 

{ 

   if (j gate is found in the thi RM with forward-
matching and the length of the RM is shorter 
after substituting the j gate ) 

   {      

gate(x)=j; 

      x=x+1; 

for (k=1; k<=n; k++)  

{ 

           if (identity(k)!=1) 

             { 

substitute variable related j of the 
thk RM for j gate formula and simplify the 
thk RM;  

               if (the thk RM becomes identical )  

{ 

identity(k)=1; 

NofIdentityRM= NofIdentityRM+1; 

                   } 

             } 

       }  

sort the rest non-identical RM in terms of their 
length’s ascending order; 

i=the number of the shortest RM; 

} 

else i=(i+1) mod n ; 

}      

return gate; 
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Example1: Consider a reversible 
specification 

( , , ) (7,1, 4,3,0,6,2,5)f x y z =  defined as 

table 1. 
Step 1: According to the table 1, call 

3(2 1, )GRM j−   to generate 3 RM, sort 

the RM in terms of their length’s ascend-
ing order; 

0 1x x z= ⊕ ⊕   (1) 

0 1y y x z= ⊕ ⊕ ⊕  (2) 

0 1z y xy yz x= ⊕ ⊕ ⊕ ⊕  (3) 
 

Step 2: matching substitution process. 

① The matching substation begin with equation (1) because of its shortest length. 

'x x z= ⊕  is found by forward-matching, the first CNOT gate is identified, then x is 
substituted for x z⊕ in the equations (1) (2) (3) and these equations are simplified. 

0 1 ( ) 1 1x x z z x z z x= ⊕ ⊕ ⊕ = ⊕ ⊕ ⊕ = ⊕                                                          (1.1) 

0 1 ( ) 1 1y y x z z y x z z y x= ⊕ ⊕ ⊕ ⊕ = ⊕ ⊕ ⊕ ⊕ = ⊕ ⊕                                     (2.1) 

0 ( ) 1 ( ) 1

1

z y x z y yz x z y xy yz yz x z

y xy x z

= ⊕ ⊕ ⊕ ⊕ ⊕ ⊕ = ⊕ ⊕ ⊕ ⊕ ⊕ ⊕
= ⊕ ⊕ ⊕ ⊕

                  (3.1) 

② Now, equation(1.1) is shortest, therefore it is searched. ' 1x x= ⊕  is found by 
forward-matching, the second NOT gate is identified. x is substituted for 1 x⊕ in the 
equations (1.1) (2.1) (3.1) and these equations are simplified. 

0 1 1x x x= ⊕ ⊕ =        (1.2) 

0 1 1y y x y x= ⊕ ⊕ ⊕ = ⊕        (2.2) 

0 (1 ) 1 1 1 1z y x y x z y y xy x z

xy x z

= ⊕ ⊕ ⊕ ⊕ ⊕ ⊕ = ⊕ ⊕ ⊕ ⊕ ⊕ ⊕
= ⊕ ⊕

       (3.2) 

③ This time, equation (1.2) have became identical, so equation (2.2) is the short-
est. The same approach as above is used to find substitution 'y y x= ⊕ , the third 

CNOT gate is identified, after the substitution and simplification�the equations is: 

0y y x x y= ⊕ ⊕ =        (2.3) 

0 ( )z x y x x z xy x x z xy z z xy= ⊕ ⊕ ⊕ = ⊕ ⊕ ⊕ = ⊕ = ⊕        (3.3) 

④ Adopting the above approach, formula 'z z xy= ⊕  is found, the fourth CNOT 

gate is identified and equation(3.3) becomes as follows: 

0z z xy xy z= ⊕ ⊕ =        (3.4) 

So far, all RM is identical, the forward-matching substitution process have completed. 
The circuit is formed by cascading all the quantum gates identified above. It is shown 
in Fig 2.  

x      y       z        x0      y0 z0  

0 0 0 1 1 1 

 0 0 1 0 0 1 

 0 1 0 1 0 0 

 0 1 1 0 1 1 

 1 0 0 0 0 0 

 1 0 1 1 1 0 

 1 1 0 0 1 0 

 1 1 1 1 0 1 

Table 1. Truth-table of reversible function 
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4   Performance Analysis 

At present, all the synthesis methods based on the Reed-Muller expansion use the 
exhaustive search methods, the deadlock and the backtracking cannot be avoided, so 
the time and space complexity are higher and the algorithm is inefficient. Our algo-
rithm avoid blind matching, decrease the matching complexity and the amount of the 
substitution, so the deadlock and the backtracking are avoided and the efficiency is 
higher. Since the algorithm of generating RM has been very mature, the RM gener-
ated by this algorithm has been the simplest form, substitution always begins with the 
shortest RM, from the view of the dynamic programming, this is the easiest method to 
get the optimal circuit. During the process of the matching substitution, one gate one 
time, every step can make the whole length of the RM shorter and no redundant gates 
are identify, so the generated circuit always is optimal or near-optimal. Furthermore, 
during the synthesis process, the algorithm was designed subtly to make the con-
trolled-ends of the gates together as much as possible, which   can reduce the move-
ment of the gates during the simplification of the circuit. 

The synthesis for more than 3 bits reversible circuit is still a very difficult problem. 
Synthesis of 4-qubit circuit as example, because the memory is consumed too quickly, 
in [8], only the first eighth layer optimal circuits are synthesized with the shortest 
length by using the CNT library. If using the bidirectional cascade, without any more 
memory consumption, the optimal circuits with 16 layers are constructed and it is the 
best synthesis results so far. Our algorithm is not restricted by the amount of the quan-
tum and need not save all the optimal circuits, so it can save memory efficiently and 
build any multi-quantum circuits with less cost. 

The algorithm’s idea is simpler than group theory methodology. Compared with 
exhaustive search and trial method, the time and space complexity is cut a lot. 

5   Conclusions    

In this paper, a heuristic fast matching algorithm is proposed for synthesis of quantum 
reversible logic circuits. It is RM-based and can always generate optimal or near-
optimal quantum reversible circuits efficiently. The algorithm uses the quantum gate 
formulas as the heuristic rules and forward-matching technology to avoid blind 
searching, deadlock, backtracking. The other important advantage of this algorithm is 
that it makes preparation for simplifying the circuits.  

x

y

z

x 0

y 0

z 0

F ig . 2 .  quan tum  reversib le circuit
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Our further research includes ①further optimizing the algorithm. ②finding the 

better optimization rules of the circuits. ③finding the better representation method in 
the computer[9](such as Quantum Decision Diagram, QDD[10]) in order to use com-
puter to analyze, optimize and test the circuits. 
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Abstract. Reversible logic studies have promising potential on energy lossless 
circuit design, quantum computation, nanotechnology, etc. This paper proposes 
an analogic selection sorting algorithm essentially based on the transformation-
based algorithm. It uses an unweighted, undirected graph for the representation 
of all transformable paths. During the synthesis process, a sequence of trans-
formations are performed to enable all the output patterns to appear in the right 
place. The whole process can be implemented by a sequence of Toffoli gates. In 
addition, a simplification algorithm is put forward to further optimize the gen-
erated circuit. The experimental results show that this algorithm, compared with 
other exact methods, can achieve optimal or nearly optimal solutions with less 
computation time. Furthermore, it is more easily understood and implemented.  

Keywords: Quantum computing; Reversible logic synthesis; Toffoli gate; Se-
lection sorting. 

1   Introduction 

Quantum computers can be equivalent to the quantum Turing machine, and the theory 
has been proved that the quantum Turing machine can be equivalent to quantum logic 
circuits [1]. Thus the quantum computers can be cascaded with the combinations of 
quantum logic gates. Reversible logic synthesis results from the study on the reversi-
ble computer and now has applications in quantum computing, low-power CMOS, 
nanotechnology and optical computing. Synthesis of reversible networks is an emerg-
ing research topic. 

At present, the reversible quantum logic circuit synthesis methods mainly used the 
Toffoli gate. The method can be divided into two broad categories. One kind of the 
method which is similar to the exhaustive search method such as the Boolean satisfi-
ability (SAT) method [2], quantified Boolean formula (QBF) [3], dynamic program-
ming [4] and symbolic reachability [5] can provide optimal solutions. However, they 
many suffer from long computation time because of their extensive exploration  
                                                           
∗ This work was supported by The National Natural Science Foundation of China under Grant 

60572071 and 60873101, Natural Science Foundation under Grant BK2007104 and 
BK2008209. 
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processes. Plus, the search space intends to grow exponentially as the circuit size 
increases, which likely imposes limits on their practical usage. The other is the Heu-
ristic search method, such as spectral technique [6], shared binary decision diagrams 
for complexity measurement [7], template-based transformation [8] and positive po-
larity Read-Muller (PPRM) expansions [9]. This kind of methods that add the heuris-
tic rules on the exhaustive method can narrow the scope of the search and short the 
running time, but the cost of circuit synthesis is not the smallest, and also the synthe-
sis algorithm does not guarantee of convergence. 

In this paper, we present a novel transformation-based synthesis heuristic. It uses 
an unweighted, undirected graph for the representation of all transformable paths 
which is called PGraph. During the synthesis process, we first find the minimum 
output pattern, and then do a transformation to make it appeared in the first position 
and repeat the steps for remainder of the output patterns until all of them are already 
sorted. Since every transformation can be realized by one or several Toffoli gates, the 
whole process can be regarded as the circuit at the output in a reverse order. In addi-
tion, In order to reduce the cost of circuit, we proposed a simplification algorithm to 
further optimize the generated circuit. 

The rest of this paper is organized as follows. Section 2 introduces the background 
materials of reversible logic. Section 3 presents the definitions and theorems as pre-
liminaries for our synthesis method. Section 4 describes our design methodology and 
gives an illustration in detail. The optimization is discussed in Section 5. Section 6 
demonstrates the experimental results. Finally Section 7 concludes. 

2   Background 

This paper assumes that the reader is familiar with the concepts of the reversible func-
tion and TOFn gates. 

 

Definition 1: The hamming distance between two strings of equal length is the num-
ber of positions for which the corresponding symbols are different. 
Specially, the hamming distance between a reversible function‘s any pair of the input 
pattern and the output pattern is called the output pattern’s hamming distance. 
 

Definition 2: The complexity of a reversible function f is the sum of all the output 
pattern’s the hamming distance. For example, the reversible function f as shown in 

Fig.2 has a complexity of ( )C f =3+1+2+1+3+1+2+1=14. 

3   Preliminaries 

In this section, we present the definitions and the theorems for our synthesis heuristic. 
 

Definition 3:  For an n-bit reversible function f, if two output patterns A and B with 
only one bit difference, we can interchange them and get a new reversible function f’. 
The interchange operation is called SWAP[A,B]. A SWAP can be realized by adding 
a single Toffoli gate at the output of the function. 
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Example 1: Let us consider the function f={0,1,2,7,4,6,3,5} given in Fig.2. The output 
patterns [000] and [001] only differ on the third bit, so a SWAP[000,111] can be done 
and a new function f’={1,0,2,7,4,6,3,5}is generated, whose truth table is shown in 
Fig.1(a). The corresponding Toffoli gate 

3 2 13( , , )TOF x x x is shown in Fig.1(b). 

 

Fig. 1. (a) The truth table of f and f’, (b) The Toffoli gate realization of SWAP[0, 1] 

Theorem 1: A SWAP changes the hamming distance of the output pattern by one. 
 

Proof: A SWAP only flips one bit of the output pattern, so the change of the ham-
ming distance is 1. 
 

Definition 4: A Path-Selection graph of an n-bit reversible function is an unweighted, 
undirected graph, denoted by G=(V,E) where the vertex set V={0,1,…,2n-1} repre-
sents the 2n input or output truth values, and the edge set E={eij|∃SWAP[i,j]. i,j∈V} 
represents there exists a SWAP between the vertex i and j . The path means i can be 
achieved by applying a consecution of SWAPs from j. The path length is the number 
of the edges on the path. The Path-Selection graph is called PGraph for short. 
 

Example 2: The PGraph of 3-bit reversible function is shown in Fig. 2(b). The edge 
between the vertex (0)2=000 and (1)2=001 represents there is a SWAP[000, 111] 
between them. If we need to interchange the output patterns 0 and 7, we can first find 
a path from 0 to 7 in the PGraph: eg.000->001->101->111. Then we can use 
SWAP[000,001], SWAP[001,101], SWAP[101,111] to interchange them and the 
path length is 3.  

 

Fig. 2.  f = [7,0,1,2,3,4,5,6] (a) The truth table (b) PGraph 

Theorem 2: If the hamming distance between the output pattern A and the output 
pattern B is k, there exists a path with the length k from A to B, i.e. the interchange of 
the output patterns A and B needs k SWAPs at least. 
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Proof: Obviously, the PGraph is connected, so there is a path from the vertex A to the 
vertex B. According to the Theorem 1, a SWAP can change the Hamming distance 1. 
And the Hamming distance between A and B is k, so it needs k steps at least to inter-
change them, i.e. the path length from the vertex A to the vertex B is k at least. 
According to the Theorem 2, it is easy to get the following lemma. 
 

Lemma 1: For a 3-bit reversible function, suppose we need to interchange two output 
patterns A and B, the Hamming distance between them meets the condition 
1≤H(A,B)≤3, and 
1. When H(A,B)=1, A and B exists a direct edge, i.e. the path length from A to B is 

1. So we can interchange them immediately by the SWAP[A,B]. 
2. When H(A,B)=2, the path length from A to B is 2 at least, i.e. there is a vertex C 

on the path and we can do the SWAP[A,C]and SWAP[C,B] to interchange 
them. 

3. When H(A,B)=3, the path length from A to B is 3 at least, i.e. there are two 
vertexes C and D on the path and we can do the SWAP[A,C],SWAP[C,D], 
SWAP[D,B] to interchange them. 

 

Proof: 1. When H(A,B)=1, according to the Lemma 1, there is a direct edge from A to 
B, so the number of the path from A to B with the length 1 is only one. 
2. When H(A,B)=2, A and B differ on two bits. We can assume A=[a,b,c], [ , , ]B a b c=  
without loss of generality. The interchange of the vertexes A and B only can be real-
ized through the vertex [ , , ]C a b c= or [ , , ]C a b c= , i.e. we can do SWAP[A,C], 
SWAP[C,B] to interchange them. So the number of the path with the length 2 is two 
at most. 
3. When H(A,B)=3, A and B differ on three bits. We can assume A=[a,b,c], [ , , ]B a b c=  
without loss of generality. If we first change the bit a, and get [ , , ]C a b c= , and next we 
can change b, and get [ , , ]D a b c= . Finally, we change the bit c and get B. Similarly, we 
can first change b or c. So the most number of the path from A to B is 3! =6. 
 

From the proof of Lemma 2, we can get the following corollary. 
 

Corollary 1: Suppose we need to interchange two output patterns A and B, if 
H(A,B)=k, the number of the path from A to B with the length k is 2*k at most. 
 

Theorem 3: A SWAP changes the function complexity by 2, 0 or -2. 
 

Proof: Suppose a SWAP interchanges two output patterns A and B, we use HA, HB to 
denote the Hamming distance of the A and B. We can assume

1 2 1[ , , , , ]n nA x x x x−= K , 

1 2 1[ , , , , ]n nB x x x x−= K  the last bit is different without loss of generality. After the 
SWAP,

1 2 1[ , , , , ]n nA x x x x−= K , 
1 2 1[ , , , , ]n nB x x x x−= K .Obviously, HA, HB =1 or -1. Since 

HA and HB is independent, the changed value of the complexity are independent. If HA 
and HB both are 1, the complexity increases 2; if both are -1, the complexity decreases 
2; otherwise, the complexity is not changed. 
 

Proof: According to the Theorem 2, it needs to do k SWAPs from f to f’. According 
to the Theorem 3, a SWAP decreases the complexity of the function 2 at most. As a 
result, the complexity decreases 2*k at most. 
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According to the Lemma 3, it is easy to get the following lemma. 

Corollary 2: For a 3-bit reversible function, suppose we need to interchange two 
output patterns A and B, the Hamming distance between them meets the condition:  

1≤H(A,B)≤3, and 
1. When H(A,B)=1, the complexity decreases 2 at most after the interchange. 
2. When H(A,B)=2, the complexity decreases 4 at most after the interchange. 
3. When H(A,B)=3, the complexity decreases 6 at most after the interchange. 

4   Methodology 

We present our reversible logic synthesis methodology in this section. Given a re-
versible function f, we want to do a sequence of SWAPs to transform f to an identity 
function. Since each SWAP corresponds to a Toffoli gate, the transformation process 
can be regarded as a realization of f by cascading primitive Toffoli gates at the output 
in a reverse order. The algorithm similar to the selection sorting: 

1. Find the minimum output pattern in all the output patterns. 
2. Swap it with the output pattern in the first position (here swap means a se-

quence of SWAPs through the path in the PGraph). 
3. Repeat the steps above for remainder of the output patterns (starting at the 

second position). 
The algorithm ends when all the output patterns are already sorted. The algorithm is 
made up of the path selection and the circuit generation. We will next describe the 
key components in detail and give an example to illustrate the algorithm. 

 

A. The Path Selection 
Suppose we need to interchange two output patterns A and B, and the Hamming dis-
tance between them is k. From the PGraph we can see that: 

1) There may be a number of different length routes from A to B. But according to 
the Theorem 2, we only need to find the path which length is k. 

2) Even if the path length is k, it may be not unique. According the Theorem 3, we 
can first find a path which decreases the complexity of the function by 2*k.  

3) If not exists, according to the Corollary 1, we can traversal all the 2k routes and 
find the path which can decrease the complexity most.  

4) Since the traversed output patterns are already in order, we can remove them 
from the PGraph. 
According to the above, we can get a suitable path L from the PGraph. 

 

B. The Gate Generation 
After a sequence of SWAPs by the path L, if the remaining function is the identity 
function, the process terminates and the Toffoli network synthesis result is generated 
by converting the sequence of applied SWAPs to cascaded TOFn gates. In the final 
synthesis result, Toffoli gates are placed in the reverse order of the applied SWAPs.  

 

C. Methodology Convergence 
Theorem 4: The Path-Selection is connected after removing the vertex in the increas-
ing order. 



 A Novel Transformation-Based Algorithm for Reversible Logic Synthesis 75 

Proof: Suppose we are going to delete the vertex V(V≠2n-1). A 0 exists in the vertex V 
such that we can assume 0 1( , , ,0, , )nV x x x= K K  without loss of generality. Since the 
vertex is deleted in the increasing order, a vertex V’>V exists where the 1 appears in 
the 0 position of the vertex V, i.e. 

0 1( , , ,1, , )nV x x x′= K K . Obviously, there exists an edge 
between V and V’ and so the PGraph is connected all the same. 
 

Lemma 4: The proposed synthesis methodology always converges to a feasible  
solution. 
 
Proof: From the proof of the Theorem 4, a path always exists such that the reversible 
function can do a sequence of SWAPs to become an identity function (when the first 
2n-1 outputs are in order, the final output is already in place).We can conclude that 
our methodology can always transform a given function to an identity function. 
 

D. Example 
Next we give an example to illustrate our algorithm in detail. 

Example 4: Let us consider the function f = [7,0,1,2,3,4,5,6], whose truth table and 
PGraph are shown in Fig. 2(a) and (b).  
 

Step 1: Similar to the Selection Sorting, we first find the minimum output pattern 000 
which is not in the right place(y[000]=111≠000), so we need to do the interchange: 
[111,000] where the hamming distance between 000 and 111 is H(000,111) =3, the 
complexity C(f) =14.  

 

Fig. 3. The truth table after the interchange of the output patterns 000 and 111 

Next, we find the path to interchange the output patterns 000 and 111 from the 
PGraph. We first find a path 1) 111-101-001-000. The truth table of the f after the 
interchange on the path is shown in Fig. 3(a). Since the complexity decreases △C= 14-
10=4, according to the Corollary 2, a better path maybe exist. Then we find another 
path 2)111-101-100-000. Same to the 1), the f after the interchange is shown in  
Fig. 3(b) and △C= 14-10=4. We continue traversing and find another path 3) 111-011-
001-000. It’s shown in Fig. 3(c) after the interchange and△C = 14-8=6. According to 
the Corollary 2, the path is the best. So we stop traversing and do the interchange by 
the path and get a new function f1=[0,1,3,2,7,4,5,6].  
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At last, we remove the vertex 000 from the PGraph because the output pattern 000 
is in the right place. 

Step2: As shown in Fig. 3(c) y[001]=001. i.e. 001 is already in the right place. We 
only need to remove 001 from the PGraph. The function is still f1=[0,1,3,2,7,4,5,6]. 

1x2x3x 1y2y3y 1x2x3x 1y2y3y1x2x3x 1y2y3y
f2=[0,1,2,3,7,4,5,6] f4=[0,1,2,3,4,5,6,7]f3=[0,1,2,3,4,5,7,6]

 

Fig. 4. The truth table,(a) step 3 and step 4, (b) step 5 and step 6, (c)step 7 and step 8 

Step3: Next, we consider the output pattern 010 where y[010]=011≠010, so we need 
to do the interchange: [011,010]. Since H(010,011) =1, C(f) =8, according to the Cor-
ollary 2, we can interchange [010,011] immediately i.e. SWAP[010,011] and get the 
function f2=[0,1,2,3,7,4,5,6] which is shown in Fig.4(a) and then remove the vertex 
010 from the PGraph.  
 

Step 4: y[011]=011.We only need to remove the vertex 011 from the PGraph. 
 

Step 5: y[100]=111≠100, H=2.We can find a best path 111-101-100 which can de-
creases the complexity△C= 14-10=4 and get f3=[0,1,2,3,4,5,7,6] shown in Fig.4(b). 

 

Fig. 5. The change process of the PGraph: (a) to (h) corresponding the step1 to step 8, remove 
the vertex 000,001,010,011,100,101,110,111 
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Step 6: y[101]=011.We only need to remove the vertex 011 from the PGraph. 
 

Step 7: y[110]=111 ≠ 110,H=1.We can find a direct path 111-110 and get 
f4=[0,1,2,3,4,5,6,7] shown in Fig.9. 
 

Step 8: When the first 7 outputs are in order, the final output is already in place.  
According to above steps we get the sequence of SWAPs: SWAP[111,011], 

SWAP[011,001], SWAP[001,000], SWAP[010,011], SWAP[111,101], 
SWAP[101,100],SWAP[110,111].  

The corresponding Toffoli gates are
2 1 33( , , ),TOF x x x 3 1 23( , , ),TOF x x x 3 2 13( , , )TOF x x x , 

3 2 1 3 1 2 3 2 1 3 2 13( , , ), 3( , , ), 3( , , ), 3( , , )TOF x x x TOF x x x TOF x x x TOF x x x . 

The final synthesis result is that the Toffoli gates are placed in the reverse order of 
the sequence which is shown in Fig.6. 

2y

1y

3y

2x

1x

3x

 

Fig. 6. The Toffoli network implementation of the f=[7,0,1,2,3,4,5,6] 

5   Simplification 

Since the generated circuits by the above algorithm can be simplified, we developed a 
simplification algorithm to further reduce the number of the gates. 
 
Theorem 5: If two Toffoli gates A=TOFk(x1,x2…xk-1,xk) and B=TOFl(y1,y2…yl-1,yl) 

satisfy: xk∉{y1, y2…yl-1} Or ∃i∈ [1, k-1],j∈ [1,l-1] meets
i jx y= ,we can see that the gate 

A has no influence to the gate B.  

 

Property 1: If the Toffoli gate A and B don’t react upon each other, we can inter-
change the position of them. 

 

Fig. 7. In (a), A’s control bit is not in front of the B’s target bit and the B’s control bit is also not 
in front of the A’s target bit, In (b), since A and B are mutually exclusive 
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Theorem 6: If two adjacent Toffoli gates only difference on one control bit, the bit 
can be removed and the two gates can be merged with the left bit. 

Proof: Supposed the two adjacent Toffoli gates are A and B whose first n-1 inputs are 
the control bits and the nth input is the target bit. It is assumed that A and B only have 
the difference on the n-1 pattern. Let A=

1 2 1( , ,..., , )n nTOFn x x x x−  and 
B=

1 2 1( , ,..., , )n nTOFn x x x x−
. After the influence of A and B： 

1 2 1 1 2 1 1 2 2 1 1 2 2... ( ... ) ... ( ) ...n n n n n n n n n nx x x x x x x x x x x x x x x x x x− − − − −
′′ = ⊕ ⊕ = ⊕ ⊕ = ⊕  

And the control line is not changed. So A and B can be merged with the left bit. 
Some merge examples is shown in Fig.8. 

 

Fig. 8. An example of the Toffoli gates merging 

Theorem 7: If two adjacent Toffoli gates are the same, the two gates can be removed.  
According to the Theorem 6 and Theorem 7, let us do the simplification on the circuit 
in the Example 4. The process is shown inFig.9. 

2y
1y

3y
2x

1x

3x

2x

1x

3x
2y

1y

3y

2x
1x

3x
2y
1y

3y

 

Fig. 9. An example of the simplification process. The original circuit is shown in (a) where 
Step1 and Step2 mean the interchange operation. The Step3 and Step4 mean the merge opera-
tion. 

6   Experimental Results  

In this section, we present our experimental results. The proposed synthesis algo-
rithm is implemented in C++ and the experiments are performed on an Intel Core™2 
CPU 2.13GHz PC with 2GB memory running windows XP SP2. We first synthe-
sized all reversible functions of three variables which number is 8! = 403020. The 
whole process takes 0.410s after the simplification. Table 1 compares our results  
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Table 1.  Results for all the three-bit reversible functions 

Gate 
count

Circuit count

Opti
mal POT

Ours 
After 

Simplification
14
13 2
12 25 21
11 258 158
10 1265 699
9 3788 2241
8 577 7820 4981

7 1025
3

1063
0 8095

6 1704
9 9126 9731

5 8921 4996 8112
4 2780 1833 4471
3 625 476 1499
2 102 90 282
1 12 12 27
0 1 1 1

Avg. 5.87 6.83 6.14
 

which uses a library of NOT, CNOT and TOF3 gate with the optimal results gener-
ated by [4] (Column Optimal) which uses a library of NOT, CNOT and TOF3 gates 
and the POT method results generated by [10] which uses a library of TOF3 gates 
and is the best heuristics until now. It can be observed that our average circuit size 
after the simplification is 6.14, which is closer to the optimal average of 5.87 than 
the POT method. 

Next, we compared our method with other heuristics, specifically, the PPRM ex-
pansion method [9] (column PPRM), non-search method [12] (column Non-search) 
and the POT method [10] (column POT). The benchmark circuits are discussed in 
[11]. Table 2 illustrates the synthesis results. Our method can yield less number of 
gates than the non-search method and similar to the POT method on average. Al-
though the results yield more number of gates than the PPRM expansion method, our 
method only takes 0.01ms on average to synthesize a 3-bit reversible function, which 
is several orders of magnitude better than 0.2ms by the POT method and 0.5s by the 
PPRM expansion method (An Intel Xeon 3GHZ workstation with 2G memory which 
is better than our PC) [10]. Thus it can be seen that our algorithm, compared with 
other exact methods, can achieve optimal or very close to optimal solutions with less 
computation time which efficiency is dozens of or hundreds of times compared with 
other heuristics.  
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Table 2. Synthesis comparisons with other heuristics 

Function
Toffoli gate count

Our Synthesized Circuits
(x4=d,x3=c, x2=b, x1=a)

PPRM
Non-

search
POT Ours

[1,0,3,2,5,7,4,6] 4 6 4 4 TOF3(c,b,a) TOF3(c,a,b)
TOF3(c,b ,a) TOF3(c ,a)

[7,0,1,2,3,4,5,6] 3 3 3 3 TOF1(a)TOF2(c,b)TOF(c,b,a) 

[0,1,2,3,4,6,5,7] 3 3 3 3 TOF3(c,b,a)T0F3(c,a,b)TOF3(c,b,a)

[0,1,2,4,3,5,6,7] 5 7 5 5 TOF3(c,b ,a)TOF3(c,a,b)TOF3(b,a,c)
TOF(c,a,b) TOF(b ,c,a)

[0,1,2,3,4,5,6,8,7,9,
10,11,12,13,14,15]

7 15 7 7
TOF4(d,c ,b ,a)TOF4(d,c ,a,b)
TOF4(d,b,a,c)TOF4(b,c,a,d)
TOF4(d,b,a,c)TOF4(d,c ,a,b)
TOF4(d,c ,b ,a)

[1,2,3,4,5,6,7,0] 3 3 3 5 TOF3(b,a,c)TOF2(c,a)TOF2(c,b)
TOF2(a,b)TOF3(c ,a)

[1,2,3,4,5,6,7,8,9,10
,11,12,13,14,15,0]

4 4 4 4 TOF4(d ,c ,b ,a)TOF3(d,c,a)
TOF2(d ,c)TOF1(d)

[0,7,6,9,4,11,10,13,
8,15,14,1,12,3,2,5]

4 3 6 3 TOF2(d,a)TOF2(c,b)TOF2(d,c)

[3,6,2,5,7,1,0,4] 7 8 8 6 TOF3(c,b,a)TOF2(a,c)TOF3(c ,b,a)
TOF3(c,a,b)TOF2(a ,b)TOF2(b,a)

[1,2,7,5,6,3,0,4] 6 8 7 8
TOF3(c,b,a)TOF3(c,a,b)TOF3(b,a,c)
TOF2(c,b)TOF3(c ,b,a)TOF3(b,a,c)
TOF3(c ,a,b)TOF2(c ,a)

[4,3,0,2,7,5,6,1] 7 8 5 7
TOF3(c,a ,b)TOF3(b ,a ,c)TOF3(c,b,a
)TOF3(b,a ,c)TOF2(c,b)TOF2(a,b)
TOF(b ,c ,a)

[7,5,2,4,6,1,0,3] 7 6 6 6 TOF3(c,b,a)TOF3(b,a,c)TOF2(b,c)
TOF2(a ,b)TOF3(c ,b,a)TOF2(a,c)

Avg. 5.00 6.17 5.08 5.08
 

7   Conclusions 

We propose an analogic selection sorting algorithm essentially based on the transfor-
mation-based algorithm. During the synthesis process, we do a sequence of transfor-
mation to make all the output patterns appeared in the right place. The whole process 
can be implemented by a sequence of Toffoli gates. In addition, we proposed a sim-
plification algorithm to further optimize the generated circuit. The experimental re-
sults show that our algorithm, compared with other exact methods, can achieve opti-
mal or very close to optimal solutions with less computation time. Furthermore, our 
algorithm is more easily understood and implemented.  
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Abstract. The machine-part cell formation is a NP- complete combinational op-
timization in cellular manufacturing system. Previous researches have revealed 
that although the genetic algorithm (GA) can get high quality solutions, special 
selection strategy, crossover and mutation operators as well as the parameters 
must be defined previously to solve the problem efficiently and flexibly. The 
Estimation of Distribution Algorithms (EDAs) has recently been recognized as 
a new computing paradigm in evolutionary computation which can overcome 
some drawbacks of the traditional GA mentioned above. In this paper, two 
kinds of the EDAs, UMDA and EBNABIC, are applied to solve the machine-part 
cell formation problem. Simulation results on six well known problems show 
that the UMDA and EBNABIC can attain satisfied solutions more simply and  
efficiently. 

Keywords: machine-part cell formation, UMDA, EBNABIC,, grouping efficacy. 

1   Introduction 

Cellular manufacturing has been recognized as a desirable compromise between flow 
line production and job shop production. With properly grouped machines and parts 
based on group technology, a cellular manufacturing system can take advantages of 
the efficiency of a flow line system and the flexibility offered by a job shop system 
[1]. One fundamental problem in cellular manufacturing system is to identify the part 
families and machine groups and consequently to form manufacturing cells, which is 
named as the machine-part cell formation or manufacturing cell design. 

The machine-part cell formation is a NP-complete combinational optimization 
problem, so it is appropriate to adopt heuristic based approaches to obtain good solu-
tions. Among those approaches, genetic algorithms (GAs) have been widely used to 
solve the machine-part cell formation problem. Joines, Culbreth and King developed 
an integer programming model and used GA to solve the machine-part cell formation 
problem [2]. Cheng et al. formulated the problem as a traveling salesman problem and 
solved the model using GA [3]. Onwubolu and Muting developed a GA taking into 
account cell-load variation [4]. Brown and Sumichrast proposed a grouping genetic 
algorithm (GGA) for the machine-part cell formation problem [5]. Eduardo Vila Gon-
çalves Filho and Alexandre José Tiberti also proposed an approach using GGA based 
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on group encoding instead of simple machine encoding [6]. Adnan Tariq, Iftikhar 
Hussain and Abdul Ghafoor developed an approach that combines a local search 
heuristic with GA [7]. All these researchers have concluded that GA can get high 
quality solutions to the problems in the literature. 

However, the past research has also shown that the performance of GA for the ma-
chine-part cell formation depends heavily on encoding methods and determination of 
selection, crossover and mutation operators as well as choice of related parameters, 
thus needs prior knowledge about the problem at hand, otherwise extensive experi-
ments have to been done to choose an effective configuration of the operators and the 
parameters for a GA. 

Estimation of distribution algorithms (EDAs) [8-10] has recently been recognized 
as a new computing paradigm in evolutionary computation which can overcome some 
drawbacks exhibited by traditional genetic algorithms mentioned above. So there has 
been a considerable growth of interest in the use of EDAs to deal with optimization 
problems. In this paper, we adopt EDAs for the machine-part cell formation. Two 
kinds of EDAs, UMDA and EBNABIC, are applied to solve a set of well known ma-
chine-part cell formation problems in the literature. Experimental results compared 
with that of the GA are reported.  

The remainder of this paper is organized as follows: The machine-part cell forma-
tion problem is described in section 2. The principle of the UMDA and EBNABIC are 
analyzed in section 3. The performance on six well known problems in the literature 
is shown in section 4. Finally, conclusion is made in section 5. 

2   The Machine-Part Cell Formation Problem 

2.1   Problem Definition 

The machine-part cell formation problem includes the identification of the parts that 
have similar processing requirements and the identification of the machines that can 
process each family of parts. For cells to operate efficiently, all of the machines 
within a cell should be fully utilized and the amount of the traveling between cells 
should be kept to a minimum [5].  

At the conceptual level, the machine-cell formation problem can be represented by 
a binary machine-part incidence matrix. Consider an m machine and n part cell forma-
tion problem with k cells, machine-part incidence matrix is a zero-one matrix of order 
m×n in which a element aij has a value of 1 if part j needs processing on machine i, 
and a value 0 otherwise. At the same time, the model must fulfill the follow con-
straints [2]: 

1,  if machine  is assigned to cell 

0, otherwise
il

i j
x =

⎧
⎨
⎩

 (1)

1,  if part  is assigned to part family 

0,  otherwise
jl

y
j l⎧

⎨
⎩

=  (2)



84 Q. Zhang et al. 

 

1

1, 1, 2, ...,
k

il
l=

x i m= =∑  (3)

1

1, 1, 2,...,
k

jl
l=

y j n= =∑  (4)

In order to determine the utilization of machines and the inter-cell moment of parts, 
previous research has mainly focused on the block diagonalization of the given ma-
chine-part incidence matrix. When columns and rows are arranged in the order corre-
sponding to the groups identified by a machine-part cell formation problem solution, 
the incidence matrix can be evaluated to determine the performance of the solutions. 
The best solutions are those that contain a minimal number of voids (zeros in the 
diagonal blocks) and a minimal number of exceptional elements (ones outside the 
diagonal blocks). 

2.2   Measure of the Performance 

The most widely used performance measures on the machine-part cell formation 
problem are probably the grouping efficiency and the grouping efficacy because they 
are simple to implement and generate block diagonal matrices. 

The grouping efficiency was first proposed by Chandrasekharan and Rajagopalan 
[11]. It incorporates both machine utilization and inter-cell movement and is defined 
as the weighted sum of η1and η2 using the formula: 

1 2(1 )q qη η η= + −  (5)

where η1is the ratio of the number of ones in the diagonal blocks to the total number 
of elements in the diagonal blocks of the final matrix, η2 is the ratio of the number of 
zeros in the off-diagonal blocks to the total number of elements in the off-diagonal 
blocks of the final matrix, and q is the weight factor. 

The drawback of the grouping efficiency lies in its low discriminating capability 
and choosing the weight factor often involves subjective judgment in reality. 

The grouping efficacy was suggested by Kumar and Chandrasekharan [12]. It can 
be defined as: 

0
0

1

1 v v

e
e ee

e e e
e

− −
Γ = =

++
 (6)

where e is the number of ones in the incidence matrix, e0 is the number of the excep-
tional elements, and ev is the voids in the diagonal blocks. 

The grouping efficacy does not require a weight factor, so it can effectively avoid 
the possible bias introduced by a subjectively specified weight factor. At same time, it 
has a high capability to differentiate between well-structured and ill-structured matri-
ces, so we choose the grouping efficacy as the measure of performance. 

Given the definition of the grouping efficacy and the assignment variables above, Γ 
can be defined in detail as follows: 
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1 1 1

1 1 1 1 1 1 1 1

[( )( )]

kmax n m

jl il ij

l= j= i=

n m kmax n m kmax n m

ij jl il jl il ij

j= i= l= j= i= l= j= i=

y x a

a y x y x a

Γ =
+ −

∑∑∑

∑∑ ∑ ∑ ∑ ∑∑∑
 (7)

3   Estimation of Distribution Algorithms 

Unlike other evolutionary algorithms, EDAs do not use crossover or mutation. In-
stead, they explicitly extract global statistical information from the selected solutions 
and subsequently build a probabilistic model of promising solutions, based on the 
extracted information. New solutions are sampled from the probabilistic model thus 
built. Because EDAs can get competitive and robust results on many complicated 
optimization problems which conventional GA can only get poor performance, they 
have been applied to a variety of practical problems from different domains such as 
engineering optimization, biomedical informatics and machine learning, etc [8,13,14]. 

According to the complexity of probabilistic models they use, EDAs can be classi-
fied into three classes [8]: (1) no interactions among variables. Algorithms in this 
class include the PBIL, cGA and UMDA. (2) pairwise interactions among variables. 
These algorithms include the MIMIC, COMIT and BMDA. (3) models with multi-
variate interactions. These algorithms mainly include EBNA, ECGA and BOA. Al-
though the algorithms use models that can cover multivariate interactions require 
increased computational time, they work well on problems which have complex inter-
actions among variables.  

The UMDA was proposed by Mühlenbein and Paaß [9]. UMDA uses the simplest 
model to estimate the joint probability distribution of the selected individuals at each 
generation. This joint probability distribution is factorized as a product of independent 
univariate marginal distributions: 

1
1 1

( ) ( ) ( )
n n

se
t t i i t

i i

p x p x p x D −
= =

= =∏ ∏  (8)

Usually each univariate marginal distribution is estimated from marginal frequencies 
as follows: 

11
1

( )
( )

N se
j i i tjse

i t

X x D
p x D

N

δ −=
−

=
=
∑  (9)

where 

th
1

1

1, if in the  case of ,
( )

0 otherwise

se
se t i i

j i i t

j D X x
X x Dδ −

−

⎧ =
= = ⎨

⎩ ，
 (10)

A pseudo-code for the UMDA algorithm can be seen in Figure 1. 
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UMDA 

D0←Generate M individuals to form the initial population 

Repeat for t=1,2,…until the stopping criterion is met 

1
se

tD − ←Select N<M individuals from Dt-1 according to the 

selection method 

Estimate the joint probability distribution: 

11
1

1 1

( )
( ) ( ) ( )

N se
n n

j i i tjse
t t t i

i i

X x D
p x p x D p x

N

δ −=
−

= =

=
= = =

∑∏ ∏  

Dt←Sample M individuals to form the new population from 
pt(x) 

Fig. 1. Pseudo-code for the UMDA 

The EBNA was introduced by Etxeberria and Larrañaga [15]. In EBNA, the joint 
probability distribution is encoded by a Bayesian network that is learnt from the data-
base containing the selected individuals at each generation. 

Bayesian networks is a pair (S;θ) representing a graphical factorization of a prob-
ability distribution [16]. The structure S is a directed acyclic graph which reflects the 
set of conditional (in) dependencies among the variables. The factorization of the 
probability distribution is codified by S: 

1
( ) ( )

n

i i
i

p x p x pa
=

= ∏  (11)

where pa  is the parent set of X  (variables from which there exists an arc to Xi in 
the graph S). On the other hand, θ is a set of parameters for the local probability dis-
tributions associated with each variable. If the variable Xi has ri possible values, 

1,..., ir
i ix x  the local distribution ( , )

i

j
i ip x pa θ  is an unrestricted discrete distribution: 

( , )
i

k j
i i ijkp x pa θ θ≡  (12)

where 1,..., i

i i

qpa pa  denote the values of pai and the term qi denotes the number of 

possible different instances of the parent variables of Xi. In other words, the parameter 

ijkθ  represents the conditional probability of variable Xi being in its kth value, knowing 

that the set of its parent variables is in its jth value. Therefore, the local parameters are 

given by 1 1((( ) ) )i ir q
i ijk k jθ θ = == . 

Learning the probabilistic model at each generation in EBNA means learning a 
Bayesian network from the selected promising individuals. Once the structure has 
been learnt, the conditional probability distributions required to completely specify 
the model are estimated from the database.  
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There are two kinds of strategies to learn the structure of a Bayesian network: by 
detecting conditional (in)dependencies or with a method called “score+ search”. Sev-
eral criteria for guiding the search for good model structures based on BIC or K2+pen 
score as well as on detecting conditional (in)dependencies between variables-PC 
algorithm-have been implemented, giving the different instantiations of EBNA: 
EBNA BIC, EBNAK2+pen, EBNA PC [8,15]. 

In EBNA, the simulation of the Bayesian network is done using the Probabilistic 
Logic Sampling (PLS) method [17]. Figure 2 represents a pseudo-code of the EBNA 
algorithm. 

 

EBNA 

BN0←(S0, θ0) where S0 is an arc less DAG, and θ0 is  
uniform distribution: 

0
1 1

1
( ) ( )

n n

i
i i i

p x p x
r= =

= =∏ ∏  

D0←sample M individuals to form the initial population 

Repeat for t=1,2,…until the stopping criterion is met 

1
se

tD − ←Select N<M individuals from Dt-1  

*
tS ←find the best structure according to the criterion: 

penalized maximum likelihood+search→EBNABIC 

penalized Bayesian score+search→EBNAK2+pen 

conditional (in)dependencies tests→EBNAPC 

tθ ←calculate t
ijkθ using 1

se
tD − as the data set 

BNt←(
*
tS , tθ ) 

tD ←sample M individuals from BNt using PLS method 

Fig. 2. Pseudo-code for the EBNA 

4   Experiments and Results  

4.1   Individual Representation 

Joines developed a representation in which each variable or individual comes from an 
alphabet consisting of the integers between the variable’s upper and lower bounds for 
the machine-part cell formation [2]. So for a machine-part cell formation problem 
with an m machines and n parts, an integer alphabet 1,…,kmax is employed, where kmax 

represents an upper bound on the number of the cells. For an individual, the first m 
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variables represent the machines while the last n variables are associated with the 
parts. Therefore, each individual can be represented as a vector of m + n integer  
variables: 

1 2 1 2

machines parts

individual ( , ,..., , , ,..., )m nx x x y y y→
14243 14243

 
(13)

4.2   Selection Methods 

Selection methods determine which the set of individuals will be used to build the 
probabilistic model in EDAs. Although any selection method in the evolutionary 
algorithms can be used in the EDAs, truncation selection has been the most popular 
used method for it has been shown that truncation selection can get more accurate 
linkage learning information about the optimization problem at hand [18], so in this 
paper, we use the truncation selection in which the best τ% individuals in the popula-
tion are selected to be the promising individuals.  

4.3   Learning Methods 

Another key feature when dealing with an EDA is the way that probabilistic model is 
learned. According to the complexity of the probabilistic model, there are two alterna-
tives: induce both the model structure and its associated parameters, or induce just the 
set of parameters for an a priori given model. The first class includes two subtasks: 
structure learning and parameter learning, whereas the second class only needs pa-
rameter learning. 

In UMDA, there are no interactions among variables in each individual, so the  al-
gorithm uses a simple fixed model which only the parameters representation  joint 
probability distribution are needed to be identified. 

In EBNA, however, the joint probability distribution is encoded by a Bayesian  
network, so the learning in EBNA includes structure learning which to identify the 
topology of the Bayesian network and parameter learning which to identify the condi-
tional probabilities for a given network topology. In this paper, we consider EBNABIC 

which use penalized maximum likelihood+search method to learn the structure of the 
Bayesian network for its popularity. In EBNABIC, given a database D and a Bayesian 
network whose structure is denoted by S, a value which evaluates how well the 
Bayesian network represents the probability distribution of the database D is: 

1 1 1 1

log
( , ) log ( 1)

2

i iq rn n
ijk

ijk i i
i j k iij

N N
BIC S D N r q

N= = = =

= − −∑∑∑ ∑  (14)

where n is the number of variables of the Bayesian network, ri is the number of differ-
ent values that variable Xi  can take, qi is the number of different values that the parent 
variables of  Xi can take, Nij is the number of individuals in D in which the parent 
variables of  Xi take their jth value and Nijk is the number of individuals in D in which 
variable Xi takes its kth value and parent variables take their jth value. 
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4.4   Experimental Results 

To demonstrate the performance of the EDAs on the machine-part cell formation 
problem, we use UMDA and EBNABIC for six well known problems collected from 
the literature, the grouping efficacy obtained by the UMDA and EBNABIC are com-
pared with that of the GA. Experimental results are presented in Table1 and Table 2. 
GA1 represents the experimental results from Joines[2].GA2 represents the experi-
mental results from Cheng et al.[3] and GA3 represents the experimental results from 
Onwubolu and Mutingi[4]. In our experiments, initial population are generated ran-
domly with uniform distribution, the elitist is copied to next generation and 50% of 
the top individuals in the population are selected to construct the probabilistic model. 
The k is set equal to the best known number of cells determined by other algorithms. 
All the results of the UMDA and EBNABIC are averaged by 20 run.  

From the Table 1 we can see that for all the experimental problems, both the 
UMDA with simple no interaction model and the EBNABIC with Bayesian network 
model can get same grouping efficacy as that of the GA1, which performs the best 
among three GAs. For Chandrasekharan&Rajagopalan problem and Stanfel problem, 
the UMDA and EBNABIC can even get higher grouping efficacy than that of the GA2 
and GA3. 

In the Table 2, P represents the population size; G means the average generations 
needed to run before convergence; F represents the number of function evaluations of 
the algorithms. It can be concluded that for the Chandrasekharan &Rajagopalan prob-
lem and the Burbidge problem, the function evaluations of the UMDA and EBNABIC 
are less than that of the GA1, for other problems, the UMDA and EBNABIC have a 
little higher function evaluations. The reason is that the EDAs need more individuals 
to get effective probabilistic model in each generation. 

Table 1. Group efficacy of the UMDA, EBNABIC and GA 

GA 

problem 

Matrix 

size 

k e 

GA1 GA2 GA3 

UMDA EBNABIC 

Boctor 7×11 3 20 -- 0.7037 0.7037 0.7037 0.7037 

Simple Chan&Miller 10×15 3 46 0.9200 0.9200 -- 0.9200 0.9200 

Chandrasekharan& 

Rajagopalan 

8×20 3 61 0.8525 0.8524 0.8525 0.8525 0.8525 

Stanfel 14×24 5 61 0.7051 0.6744 0.6348 0.7051 0.7051 

Srinivasan 16×30 4 116 0.6783 -- -- 0.6783 0.6783 

Burbidge 20×35 4 136 0.7571 -- -- 0.7571 0.7571 
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Table 2. Function evaluations required of the UMDA, EBNABIC and GA 

GA1 UMDA EBNABIC 

problem 

P G F P G F P G F 

Boctor -- -- -- 500 17 8500 500 14.4 7200 

Simple Chan&Miller 80 97 7760 500 18.9 9450 500 18.3 9150 

Chandrasekharan 

&Rajagopalan 

80 119.9 9592 400 18.7 7480 400 17.6 7040 

Stanfel 80 895 71600 2000 38.4 76800 2500 33.8 84500 

Srinivasan 80 432 34560 1500 34.5 51750 1500 32 48000 

Burbidge 80 680.4 54432 1000 34.3 34300 1500 32 48000 

5   Conclusion 

In this paper, two kinds of the EDAs, UMDA which uses the simplest probabilistic 
model and the EBNABIC, which uses the Bayesian network encode the variables, are 
applied to solve the machine-part cell formation problem. Experimental results on six 
well cited problems show that both the simple UMDA and the complicated EBNABIC 
can get the same grouping efficacy as that of the GA proposed by Joines with ap-
proximated function evaluations. For some problems, the UMDA and EBNABIC can 
get higher grouping efficacy than that of GA approaches proposed by Cheng and 
Onwubolu et al. At same time, the EDAs, especially the UMDA, can solve the prob-
lem more simply and efficiently with less operators and parameters. 
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Abstract. This paper investigates global convergence for a novel class
of delayed neural networks with non-Lipschitz neuron activations and im-
pulses based on the topological degree theory and Lyapunov functional
method. Some suffcient conditions are derived to ensure the existence,
and global exponential stability of the equilibrium point of neural net-
works. Finally, a numerical example is given to demonstrate the effec-
tiveness of the obtained result.

Keywords: Neural networks, Global exponential stability, Impulses.

1 Introduction

In the design of neural networks, the model of neural networks is descried by
the system of nonlinear ordinary differential equations or the system of non-
linear functional differential equations. In generality, these nonlinear systems
possibly show complex dynamic behaviors, such as, periodic oscillatory, bifurca-
tion, chaos, etc. However, in practical applications, especially for solving linear
and quadratic programming problems in real time, it requires that networks
have good convergent property, such as global asymptotic stability and global
exponential stability. Under these good convergent property, the validity can
be guaranteed during numeral solving. Due to these, stability analysis for neu-
ral networks with or without time delays has received a great of attention (see
[1 − 8]). Recently, impulsive neural networks have been extensively studied in
both theory and applications (see [5 − 8]). However, in the existing literatures,
almost all results on the stability of neural networks are obtained under Lips-
chitz neuron activations [1−7]. When neuron activation functions do not satisfy
Lipschitz conditions, people want to know whether the neural networks is stable.
In practical engineering applications, people also need to present new neural net-
works. Therefore, developing a new class of neural networks without Lipschitz
neuron activation functions and giving the conditions of the stability of new
neural networks are very interesting and valuable.

In this paper, we investigate a general class of delayed neural networks with
impulses where the neuron activations are non-Lipschitz functions. To the best

Z. Cai et al. (Eds.): ISICA 2009, LNCS 5821, pp. 92–100, 2009.
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of authors’ knowledge, this is the first time to study the existence and global
exponential stability of equilibrium point for the neural networks developed
by us.

For convenience, we give the following notations:
If A is a given n× n matrix, A′ denotes the transpose of A. A−1 denotes the

inverse of A. For a real symmetric matrix A, A > 0(A ≥ 0) means that A is
positive definite (positive semidefinite). Similarly A < 0(A ≤ 0) means that A
is negative definite (negative semidefinite). E represents an identity matrix with
appropriate dimension. Given the column vectors x = (x1, · · · , xn)′ ∈ Rn, the

vector norm is the Euclidean, i.e., ‖x‖ = (
n∑

i=1
x2

i )
1
2 .

The rest of this paper is organized as follows. Preliminaries and model de-
scription are given in Section 2. In Section 3, we give main results and their
proof. An example is given in Section 4 to show the improvement of this
paper.

2 Model Description and Preliminaries

In this paper, we consider the following delayed neural networks with impulses:{
ẋ(t) = −Dx(t) + Af(x(t)) + Aτg(x(t − τ)) + I, t �= tk,

�x(tk) = Jk(x(tk)), k = 1, 2, · · · ,
(1)

where x(t) = (x1(t), · · · , xn(t))′ is the vector of neuron states at time t; D =
diag(d1, · · · , dn) is an n×n constant diagonal matrix, where di > 0, i = 1, · · · , n,
are the neural self-inhibitions; A = (aij)n×n is an n× n interconnection matrix;
Aτ = (aτ

ij)n×n is an n × n delayed interconnection matrix; f(x) = (f1(x1), · · · ,
fn(xn))′, g(x) = (g1(x1), · · · , gn(xn))′. Continuous functions fi and gi, repre-
sent the neuron input-output activation, and fi are monotonic increasing with
fi(0) = 0, i = 1, · · · , n; I = (I1, · · · , In)′ is a constant vector denoting inputs
of neural networks; τ is the delayed parameter; Jk(x) : Rn → Rn is a con-
tinuous mapping; �x(tk) = x(t+k ) − x(t−k ), k = 1, 2, · · · , are the impulses at
moments tk, and 0 < t1 < t2 < · · · is a strictly increasing sequence such that
lim

k→∞
tk = +∞.

The system (1) is supplemented with the initial values of the type x(t) =
φ(t),−τ ≤ t ≤ 0 in which φ(t) ∈ C([−τ, 0]; Rn) is a continuous function.
C([−τ, 0]; Rn) is a Banach space of continuous mapping which maps [−τ, 0] into
Rn with a topology of uniform convergence.

Definition 1. A function x : [−τ, +∞] → Rn is said to be a solution of system
(1) with initial conditions x(t) = φ(t), t ∈ [−τ, 0], if the following conditions are
satisfied:
(1) x(t) is piecewise continuous with first kind discontinuity at points tk, k =
1, 2, · · · . Moreover, x(t) is right continuous at each discontinuity points;
(2) x(t) satisfies system (1) for t ≥ 0, and x(s) = φ(s) for s ∈ [−τ, 0].
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Definition 2. An equilibrium point of system (1) is a constant vector x∗ ∈ Rn

which satisfies the equation

−Dx∗ + Af(x∗) + Aτg(x∗) + I = 0 (2)

and the impulsive jumps Jk(·) are assumed to satisfy Jk(x∗) = 0, k = 1, 2, · · · .

Definition 3. The equilibrium point x∗ of system (1) is said to be globally
exponentially stable, if there exist constants β > 0, T > 0 and Mφ > 0, such
that for any φ(t) ∈ C([−τ, 0]; Rn), t ≥ T , ‖x(t, φ) − x∗‖ ≤ Mφe−βt.

Throughout this paper, we make the following assumptions about activation
functions fi, i = 1, · · · , n,

(H1) For any ρ0 ∈ R, then lim
|ρ|→∞

∫ ρ

ρ0
[fi(θ) − fi(ρ0)]dθ = +∞, i = 1, · · · , n;

(H2) There exist constants α > 0, q0 > 0 and r0 > 0, such that

|fi(xi)| ≥ q0 |xi|α , ∀ |xi| ≤ r0; |fi(xi)| ≥ q0 |r0|α , ∀ |xi| ≥ r0, i = 1, · · · , n.

It is easy to check that fi(θ) = arctan θ, fi(θ) = θ3, fi(θ) = θ3 + θ all satisfy
(H1) and (H2).

Lemma 1. Let ε > 0, for any x, y ∈ Rn and matrix A, then x′Ay ≤ 1
2ε

x′AA′x+
ε

2
y′y.

3 Main Results

Theorem 1. Assume that (H1) and (H2) hold, for any x, y ∈ Rn, ‖g(x) − g(y)‖
≤ � ‖f(x) − f(y)‖, � > 0 is a constant. If there exist a P = diag(p1, · · · , pn) > 0
and a constant ε > 0 such that

PA + A′P +
1
ε
(PAτ )(PAτ )′ + ε�2E < 0 (3)

then Eq.(2) has a unique solution.

Proof. In order to complete the proof, we divide the proof into two steps.
Step 1. Set U(x) = Dx−Af(x) −Aτg(x)− I. x∗ ∈ Rn is a solution of Eq.(2) if
and only if U(x∗) = 0. Rewrite U(x) as follows

U(x) = Dx − Af̃(x) − Aτ g̃(x) + U(0),

where f̃(x) = f(x) − f(0), g̃(x) = g(x) − g(0), and f̃(0) = g̃(0) = 0. It is
easy to see that f̃i also satisfy (H1) and (H2), xif̃i(xi) ≥ 0, i = 1, · · · , n. Let
Ω� = {x ∈ Rn : ‖x‖ < �}, � > 0 and

H(λ, x) = Dx − λ
{

Af̃(x) + Aτ g̃(x)
}

+ λU(0), x ∈ Ω�, λ ∈ [0, 1],
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where Ω� = {x ∈ Rn : ‖x‖ ≤ �}. By Lemma 1 and the assumptions of Theorem
1, we can get

(f̃(x))′PH(λ, x) = (f̃(x))′P (Dx + λU(0)) − λ{(f̃(x))′PAf̃(x)

+ (f̃(x))′PAτ g̃(x)}

≥ (f̃(x))′P (Dx + λU(0)) − λ{(f̃(x))′
PA + A′P

2
f̃(x)

+
1
2ε

(f̃(x))′(PAτ )(PAτ )′f̃(x) +
ε

2
(g̃(x))′g̃(x)}

≥ (f̃(x))′P (Dx + λU(0)) − 1
2
λ(f̃(x))′{PA + A′P

+
1
ε
(PAτ )(PAτ )′ + ε�2E}f̃(x)

≥ (f̃(x))′P (Dx + λU(0))

≥
n∑

i=1

[
pidi

∣∣∣f̃i(xi)
∣∣∣ |xi| −

∣∣∣f̃i(xi)
∣∣∣ |(PU(0))i|

]

≥
n∑

i=1

pidi

∣∣∣f̃i(xi)
∣∣∣ [ |xi| − |(PU(0))i|

pidi

]

By (H2), there exist constants α > 0, q0 > 0 and r0 > 0, such that∣∣∣f̃i(xi)
∣∣∣ ≥ q0 |r0|α , ∀ |xi| ≥ r0, i = 1, · · · , n. (4)

Let a = max
1≤i≤n

|(PU(0))i|
pidi

, Nk = {n1, · · · , nk} ⊂ {1, · · · , n} , ∀ k < n. Define

ΩNk
=
{
x : |xi| ≤ a, i ∈ Nk, x ∈ Rk

}
, f̃Nk

(x) =
∑
i∈Nk

pidi

∣∣∣f̃i(xi)
∣∣∣ [ |xi| − a

]
.

It is obvious that ΩNk
is a compact subset of Rk, and g̃Nk

is continuous on ΩNk
.

Hence, g̃Nk
can reach its minimum min

x∈ΩNk

g̃Nk
(x) on ΩNk

.

Let l = q0 |r0|α max
1≤i≤n

{pidi}, MNk
= min

x∈ΩNk

f̃Nk
(x), and M = min{MNk

:

Nk ⊂ i = 1, · · · , n}. Set � > max{√n(a− M
l ),

√
nr0)} and x ∈ ∂Ω�, then there

exist two index sets N and N such that

|xi| ≤ a, i ∈ N and |xi| > a, i ∈ N ,

where N ∪ N = {1, · · · , n} . Furthermore, we can find an index i0 in N such
that

|xi0 | ≥
�√
n
≥ max {a, r0} (5)
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By (4) and (5), for any x ∈ ∂Ω�, and λ ∈ [0, 1], we can get

(f̃(x))′PH(λ, x) ≥
∑
i∈N

pidi

∣∣∣f̃i(xi)
∣∣∣ [ |xi| − a

]
+
∑
i∈N

pidi

∣∣∣f̃i(xi)
∣∣∣ [ |xi| − a

]
≥ pi0di0q0 |r0|α [|xi0 | − a] + M

≥ pi0di0q0 |r0|α [|xi0 | − a +
M

l
]

≥ pi0di0q0 |r0|α [
�√
n
− a +

M

l
] > 0

So we can obtain that for x ∈ ∂Ω� and λ ∈ [0, 1], H(λ, x) �= 0. Then

deg(H(0, x), Ω�, 0) = deg(H(1, x), Ω�, 0),

i.e., deg(U(x), Ω�, 0) = deg(Dx, Ω�, 0) �= 0. So U(x) = 0 has at least a solution
in Ω�, i.e., Eq.(2) has at least a solution.
Step 2. Assume that x∗

1 and x∗
2 are two different solutions of Eq.(2), then

D(x∗
1 − x∗

2) = A(f(x∗
1) − f(x∗

2)) + Aτ (g(x∗
1) − g(x∗

2)).

Then we get

0 < (f(x∗
1) − f(x∗

2))PD(x∗
1 − x∗

2)
= (f(x∗

1) − f(x∗
2))PA(f(x∗

1) − f(x∗
2)) + (f(x∗

1) − f(x∗
2))PAτ (g(x∗

1) − g(x∗
2))

≤ (f(x∗
1) − f(x∗

2))
1
2
[
PA + A′P +

1
ε
(PAτ )(PAτ )′ + ε�2E

]
(f(x∗

1) − f(x∗
2)) < 0

This is a contradiction. Hence, x∗
1 = x∗

2. This completes the proof of Theorem 1.

Theorem 2. Under assumptions of Theorem 1, further if the following condi-
tions are satisfied

Jk(x(tk)) = −γk(x(tk) − x∗), k = 1, 2, · · · ,

where x∗ is the solution of Eq.(2), γk = diag(γ1k, · · · , γnk), 0 < γik < 1, i =
1, · · · , n, k = 1, 2, · · · , then system (1) has a unique equilibrium point which is
globally exponentially stable.

By Definition 2 and Theorem 1, under the conditions of Theorem 2, it is
obvious that the constant vector x∗ ∈ Rn is the unique equilibrium point of
system (1). In the following, we will prove that the unique equilibrium point x∗

of system (1) is globally exponentially stable.

Proof. In order to complete the proof, we divide the proof into three steps.
Step 1. Consider the following system:{

ẋ(t) = −Dx(t) + Af(x(t)) + Aτg(x(t − τ)) + I, t ∈ [0, t1],
x(t) = φ(t), t ∈ [−τ, 0]. (6)
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By (H1) and (H2), gi is a continuous function, i = 1, · · · , n, Ũ(x(t)) = −Dx(t)+
Af(x(t)) + Aτg(x(t − τ)) + I is continuous and local bounded. It is easy to
obtain the existence of a solution of system (6) on [0, t∗(φ)), where t∗(φ) ∈
(0, t1) or t∗(φ) = t1, and [0, t∗(φ)) is the maximal right-side existence inter-
val of the solution of system (6). We denote this solution by x(t, φ), x(t, φ) =
(x1(t, φ1), · · · , xn(t, φn))′.

Make a transformation y(t) = x(t) − x∗, system (6) is transformed into

ẏ(t) = −Dy(t) + Af̂(y(t)) + Aτ ĝ(y(t − τ)), t ∈ [0, t1] (7)

where y(t) = (y1(t), · · · , yn(t))′, f̂(y) = (f̂1(y1), · · · , f̂n(yn))′, ĝ(y) = (ĝ1(y1),
· · · , ĝn(yn))′, and f̂i(yi) = fi(yi + x∗

i )− fi(x∗
i ), ĝi(yi) = gi(yi + x∗

i )− gi(x∗
i ), i =

1, · · · , n. Hence, y(t, φ̃) = x(t, φ) − x∗ is a solution of system (7) with initial
values y(t) = φ̃(t), t ∈ [−τ, 0] on [0, t∗(φ)), where φ̃(t) = φ(t) − x∗. By (3), we
can choose a constant γ > 0 satisfying

PA + A′P +
1
ε
(PAτ )(PAτ )′ + eγτε�2E < 0 (8)

and γ < min {di : i = 1, · · · , n}.
Consider the following Lyapunov functional

V (t) ≡ V (t, y(t)) = 2eγt
n∑

i=1

pi

∫ yi(t)

0
f̂i(θ)dθ + ε

∫ t

t−τ

(ĝ(y(θ)))′ĝ(y(θ))eγ(θ+τ)dθ

(9)
where pi, i = 1, · · · , n, are diagonal entries of P . Calculating the derivative of
V (t) along the solution y(t, φ̃) of system (7) on [0, t∗(φ)), then we can get

V̇ (t) = 2γeγt
n∑

i=1

pi

∫ yi(t,φ̃)

0
f̂i(θ)dθ + 2eγt(f̂(y(t, φ̃)))′P [−Dy(t, φ̃) + Af̂(y(t, φ̃))

+ Aτ ĝ(y(t − τ, φ̃))] + εeγt[(ĝ(y(t, φ̃)))′ĝ(y(t, φ̃))eγτ

− (ĝ(y(t − τ, φ̃)))′ĝ(y(t − τ, φ̃))]

≤ 2eγt(f̂(y(t, φ̃)))′(γP − PD)y(t, φ̃) + 2eγt[(f̂(y(t, φ̃)))′PAf̂(y(t, φ̃))

+
1
2ε

(f̂(y(t, φ̃)))′(PAτ )(PAτ )′f̂(y(t, φ̃))+
ε

2
(ĝ(y(t−τ, φ̃)))′ĝ(y(t−τ, φ̃))]

+ εeγt[(ĝ(y(t, φ̃)))′ĝ(y(t, φ̃))eγτ − (ĝ(y(t − τ, φ̃)))′ĝ(y(t − τ, φ̃))]

≤ 2eγt(f̂(y(t, φ̃)))′(γP − PD)y(t, φ̃) + eγt(f̂(y(t, φ̃)))′[PA + A′P

+
1
ε
(PAτ )(PAτ )′ + εeγτ�2E]f̂(y(t, φ̃))

≤ 0

This implies V (t) ≤ V (0), t ∈ [0, t∗(φ)). By (9), we can get

2
n∑

i=1

pi

∫ yi(t,φ̃)

0
f̂i(θ)dθ ≤ V (0)e−γt ≤ V (0) (10)
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According to (10) and (H1), it is easy to derive that yi(t, φ̃), i = 1, · · · , n, are
bounded on [0, t∗(φ)). By virtue of the continuous theorem of differential equa-
tions, we can conclude that system (7) has a solution on [0, t1], i.e., system (6)
has a solution on [0, t1]. We denote this solution of system (6) by x0(t).
Step 2. Consider the following system:{

ẋ(t) = −Dx(t) + Af(x(t)) + Aτg(x(t − τ)) + I, t ∈ [t1, t2],
x(t1) = x0(t1) + J1(x0(t1)).

(11)

Arguing as in step 1, system (11) has a solution x1(t) on [t1, t2]. As inductive
step, we can derive that the following system:{

ẋ(t) = −Dx(t) + Af(x(t)) + Aτg(x(t − τ)) + I, t ∈ [tm, tm+1],
x(tm) = xm−1(tm) + Jm(xm−1(tm)),

also has a solution xm(t) on [tm, tm+1], m = 2, 3, · · · .
Define

x(t, φ) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

x0(t), t ∈ [0, t1],
x1(t), t ∈ (t1, t2],
· · · ,
xm(t), t ∈ (tm, tm+1],
· · ·

then x(t, φ) is the solution of system (1) with initial values x(s) = φ(s). This
completes the proof of the existence of solutions of system (1).
Step 3. Assume that x(t) is a solution of system (1), and x∗ is the unique
equilibrium point of system (1). Make a transformation y(t) = x(t) − x∗, then
system (1) is transformed into the following system:{

ẏ(t) = −Dy(t) + Af̂(y(t)) + Aτ ĝ(y(t − τ)), t �= tk,
�y(tk) = Jk(y(tk)) = −γky(tk), k = 1, 2, · · · .

(12)

Consider Lyapunov functional V (t), the V (t) is the same as (9). Calculating the
derivative of V (t) along the solution y(t) of system (12) for any t, t �= tk, k =
1, 2, · · · . Arguing as in step 1, we have V̇ (t) ≤ 0, t �= tk, k = 1, 2, · · · . Also,

V (tk + 0) = 2eγ(tk+0)
n∑

i=1

pi

∫ yi(tk+0)

0
f̂i(θ)dθ

+ ε

∫ (tk+0)

(tk+0)−τ

(ĝ(y(θ)))′ĝ(y(θ))eγ(θ+τ)dθ

= V (tk) + 2eγtk

n∑
i=1

pi

∫ (1−γik)yi(tk)

yi(tk)
f̂i(θ)dθ

≤ V (tk), k = 1, 2, · · · .

It follows that V (t) ≤ V (0) for t > 0, i.e.,

2
n∑

i=1

pi

∫ yi(t,φ̃)

0
f̂i(θ)dθ ≤ V (0)e−γt ≤ V (0) (13)
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By (H1), from (13) we can get lim
t→+∞ yi(t, φ̃) = 0, i = 1, · · · , n. Hence, there

exists a constant T > 0, such that yi(t, φ̃) ∈ [−r0, r0], i = 1, · · · , n, ∀t > T . Let
p = min {pi, i = 1, · · · , n}. By (H2), we can get

n∑
i=1

pi

∫ yi(t,φ̃)

0
f̂i(θ)dθ ≥

n∑
i=1

pi

∫ |yi(t,φ̃)|
0

q0 |θ|α dθ

≥ pq0

α + 1

{
max

1≤i≤n

∣∣∣yi(t, φ̃)
∣∣∣}α+1

, t ≥ T,

i.e.,

max
1≤i≤n

∣∣∣yi(t, φ̃)
∣∣∣ ≤ [

α + 1
2pq0

V (0)
] 1

α+1

e−
γ

α+1 t, t ≥ T,

‖x(t, φ) − x∗‖ ≤ √
n

[
α + 1
2pq0

V (0)
] 1

α+1

e−
γ

α+1 t, t ≥ T .

This means the equilibrium point x∗ of system (1) is globally exponentially
stable. This proof is completed.

The system (1) includes as a special case neural network, which is obtained
by choosing f(x) = g(x) in (1), i.e.,{

ẋ(t) = −Dx(t) + Af(x(t)) + Aτf(x(t − τ)) + I, t �= tk,
�x(tk) = Jk(x(tk)), k = 1, 2, · · · ,

(14)

Corollary 1. Assume that (H1) and (H2) hold, if:
(1)There exist a P = diag(p1, · · · , pn) > 0 and a constant ε > 0 such that
PA + A′P + 1

ε (PAτ )(PAτ )′ + εE < 0;
(2) Jk(x(tk)) = −γk(x(tk)−x∗), k = 1, 2, · · · , where x∗ is the equilibrium point of
system (14), γk = diag(γ1k, · · · , γnk), 0 < γik < 1, i = 1, · · · , n, k = 1, 2, · · · .
then system (14) is globally exponentially stable.

When Aτ = 0, the system (1) changes into the following system:{
ẋ(t) = −Dx(t) + Af(x(t)) + I, t �= tk,

�x(tk) = Jk(x(tk)), k = 1, 2, · · · ,
(15)

Corollary 2. Assume that (H1) and (H2) hold, if:
(1)There exists a P = diag(p1, · · · , pn) > 0 such that PA + A′P < 0;
(2) Jk(x(tk)) = −γk(x(tk)−x∗), k = 1, 2, · · · , where x∗ is the equilibrium point of
system (15), γk = diag(γ1k, · · · , γnk), 0 < γik < 1, i = 1, · · · , n, k = 1, 2, · · · .
then system (15) is globally exponentially stable.

4 Illustrative Example

Consider the second-order neural network (1) descried by f1(θ) = f2(θ) = θ3,

g1(θ) = g2(θ) = sin(θ3), τ = 1, D = diag(1, 1), I = (0, 0)′, A =
(−2 5
−1 −2

)
,
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Aτ = diag(1, 0.5), γk = diag(0.2, 0.3), tk = kT , T is any given positive number,
k = 1, 2, · · · .

Obviously, those results in [5-8] would fail when applying to this example.
However, we can see that ‖g(x) − g(y)‖ ≤ ‖f(x) − f(y)‖, and (0, 0)′ is the unique
equilibrium point. Choose ε = 1, P = diag(1, 5), by Theorem 2, we see that the
neural network in above example has a unique equilibrium point which is globally
exponentially stable.

Acknowledgements. The work is supported by Key Science Foundation of Ed-
ucational Department of Hubei Province under Grant D20082201 and Innovation
Teams of Hubei Normal University.
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Abstract. In this paper, by following Zhang et al’s neural-dynamic
method proposed formally since March 2001, two recurrent neural net-
works are generalized to solve online the time-varying convex quadratic-
minimization and quadratic-programming (QP) problems, of which the
latter is subject to a time-varying linear-equality constraint as an exam-
ple. In comparison with conventional gradient-based neural networks or
gradient neural networks (GNN), the resultant Zhang neural networks
(ZNN) can be unified as a superior approach for solving online the time-
varying quadratic problems. For the purpose of time-varying quadratic-
problems solving, this paper investigates comparatively both ZNN and
GNN solvers, and then their unified modeling techniques. The modeling
results substantiate well the efficacy of such ZNN models on solving on-
line the time-varying convex QP problems.

Keywords: time-varying, quadratic program, gradient neural networks,
recurrent neural networks (RNN), Zhang neural networks.

1 Introduction

The online solution of (equality-constrained) quadratic programs (including the
quadratic-minimization problems solving as its special case) is widely encoun-
tered in various areas; e.g., optimal controller design [1], power-scheduling [2],
robot-arm motion planning [3], and digital signal processing [4]. A well-accepted
approach to solving linear-equality constrained quadratic-programs is the nu-
merical algorithms/methods performed on digital computers (e.g., nowadays
computers). However, the minimal arithmetic operations of a numerical QP al-
gorithm are proportional to the cube of the related Hessian matrix’s dimension,
and consequently such a numerical algorithm may not be efficient enough [4].

In the past decades, many neural-dynamic models have been proposed, de-
veloped and implemented on specific architectures, e.g., analog RNN solvers
� Corresponding author.

Z. Cai et al. (Eds.): ISICA 2009, LNCS 5821, pp. 101–110, 2009.
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[5,6,7]. The neural-dynamic approach is now regarded as a powerful alterna-
tive to real-time computation and optimization in view of its parallel-processing
distributed nature, self-adaptation ability, and hardware-implementation conve-
nience. A large number of neural-dynamic models aforementioned, however, be-
long to the well-known gradient (or termed, gradient-descent, negative-gradient)
method, being feasible and efficient intrinsically for static (or termed, constant,
time-invariant) problems solving (e.g., static quadratic-minimization and QP).

Different from conventional design methods of numerical algorithms and gra-
dient neural networks [3,4,5,6,7], in this paper, Zhang neural networks (ZNN),
together with their modeling techniques and results, are presented for online so-
lution of time-varying convex quadratic-minimization and quadratic-programs
subject to time-varying linear-equality constraints. Theoretical and modeling
results both demonstrate the ZNN superiority on “moving”-problems solving.

2 Time-Varying Quadratic Minimization

Let us consider the time-varying quadratic-minimization (QM) problem below:

minimize f(x) = xT (t)P (t)x(t)/2 + qT (t)x(t) ∈ R, (1)

where the given Hessian matrix P (t) ∈ Rn×n is smoothly time-varying and
positive-definite for any time instant t ∈ [0, +∞), and the given coefficient vector
q(t) ∈ Rn is smoothly time-varying as well. In QM (1), the unknown vector
x(t) ∈ Rn is to be solved all over the time interval [0, +∞) (or [t0, tf ] of interest),
so as to make the value of f(x) always smallest for any time instant t ∈ [0, +∞).

For solving such a time-varying quadratic-minimization problem, we can fol-
low Zhang et al’s method [8,9,10]. By utilizing the ZNN-design formula [10,11],
the following implicit dynamic equation as of Zhang neural network can readily
be used for minimizing online the time-varying quadratic function (1) [11]:

P (t)ẋ(t) = −Ṗ (t)x(t) − γF(P (t)x(t) + q(t)
)− q̇(t), (2)

where x(t) ∈ Rn, starting from any initial condition x(0) ∈ Rn, denotes the
neural-state vector corresponding to the theoretical time-varying minimum so-
lution x∗(t) ∈ Rn of time-varying quadratic function (1). The block diagram
of ZNN (2) can be seen from Fig. 1 (by ignoring the dotted-rectangle parts
and deleting the tildes “∼” above the symbols). In addition, from ZNN (2),
design parameter γ > 0 should be set as large as the hardware permits or be
selected appropriately for simulation and modeling purposes. Here, as usual,
F(·) : Rn → Rn denotes an activation-function array used in constructing the
neural networks, of which each scalar-valued activation-function f(·) should be
odd and monotonically-increasing. The following two types of f(·) are inves-
tigated in this paper: 1) linear activation-function f(ei) = ei, and 2) power-
sigmoid activation-function (with error-input ei := [Px + q]i) [3,8,9,10,11]

f(ei) =

{
eρ

i , if |ei| � 1;
1+exp(−ξ)
1−exp(−ξ) · 1−exp(−ξei)

1+exp(−ξei)
, otherwise. (3)
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Fig. 1. A unified overall model of ZNN (2) and (11) for time-varying QP solving

Moreover, it is worth pointing out the following linear ZNN model, which is
simplified from (2), also for time-varying quadratic-minimization purposes:

P (t)ẋ(t) = −(Ṗ (t) + γP (t)
)
x(t) − (

γq(t) + q̇(t)
)
. (4)

For comparison with GNN models, we can present below the gradient-based
solver applied to online minimization of time-varying quadratic function (1):

ẋ(t) = −γPT (t)F(P (t)x(t) + q(t)
)
, (5)

of which the block diagram can be seen readily from Fig. 2 (by ignoring the
dotted-rectangle parts and deleting the tildes “∼” above the symbols). In ad-
dition, computer-simulation results in [11] have shown and substantiated well
the superiority of ZNN model (2) for online solution of time-varying quadratic
minimization problem (1) [as compared to GNN model (5)].

3 Time-Varying Quadratic Program

Facing the efficacy of ZNN (2) on time-varying quadratic minimization, as a
further investigation, we consider the following time-varying quadratic-program
[subject to a time-varying linear-equality-constraint, A(t)x(t) = b(t)]:

minimize xT (t)P (t)x(t)/2 + qT (t)x(t), (6)
subject to A(t)x(t) = b(t), (7)

where time-varying decision-vector x(t) ∈ Rn is unknown and to be solved at any
time instant t ∈ [0, +∞). In addition to the coefficients’ description in Section 2,
the smoothly time-varying coefficient matrix A(t) ∈ Rm×n in equality constraint
(7) is assumed to be of full row rank. Likewise, without loss of generality, the
coefficient matrices and vectors, together with their time derivatives, are assumed
to be known or at least can be estimated accurately.
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Fig. 2. A unified overall model of GNN (5) and (13) applied to time-varying QP solving

Based on the knowledge on static QP problems solving [12,13], we can sim-
ilarly transform the time-varying QP problem (6)-(7) into the following time-
varying linear matrix-vector equation {to be solved in real time t ∈ [0, +∞)}:

P̃ (t)x̃(t) = −q̃(t), (8)

where the augmented coefficient matrix P̃ (t) and vector q̃(t) are defined below:

P̃ (t) :=
[
P (t) AT (t)
A(t) 0m×m

]
∈ R(n+m)×(n+m), q̃(t) :=

[
q(t)

−b(t)

]
∈ Rn+m,

in addition to defining the augmented vector x̃(t) = [xT (t), λT (t)]T ∈ Rn+m.
To monitor the solution process of time-varying quadratic program (7) via

time-varying linear equation (8) [i.e., to solve for x̃(t)], we can firstly define the
following vector-valued indefinite error-function {instead of conventional scalar-
valued lower-bounded (or nonnegative) energy-functions usually employed in
gradient-based or Hopfield-type neural-network approaches [3,5,6,7,10]}:

ẽ(t) := P̃ (t)x̃(t) + q̃(t) ∈ Rn+m, (9)

of which each element can be positive, negative, or even not lower-bounded.
Then, to make each element of the error vector ẽ(t) ∈ Rn+m convergent to zero,
the following ZNN design formula can be adopted again [8,9,10,11,14]:

dẽ(t)
dt

= −γF(ẽ(t)). (10)

Expanding the above ZNN design formula (10) leads to the following specific
ZNN model depicted in an implicit dynamic equation, which solves online the
augmented time-varying linear matrix-vector equation (8) as well as the time-
varying equality-constrained quadratic-program (6)-(7):

P̃ (t) ˙̃x(t) = − ˙̃P (t)x̃(t) − γF
(
P̃ (t)x̃(t) + q̃(t)

)
− ˙̃q(t), (11)

or written in a more complete form as below:
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[
P (t) AT (t)
A(t) 0

] [
ẋ(t)
λ̇(t)

]
= −

[
Ṗ (t) ȦT (t)
Ȧ(t) 0

] [
x(t)
λ(t)

]

− γF
([

P (t)x(t) + AT (t)λ(t) + q(t)
A(t)x(t) − b(t)

])
−
[

q̇(t)
−ḃ(t)

]
,

where state vector x̃(t) ∈ Rn+m, staring from an initial condition x̃(0) ∈ Rn+m,
corresponds to the theoretical time-varying solution of augmented linear equa-
tion (8), of which the first n elements [i.e., x̃1(t), x̃2(t), · · · , x̃n(t)] constitute the
neural-network solution/output corresponding to the optimal solution of time-
varying quadratic program (6)-(7). The block diagram of ZNN model (11) is
shown in Fig. 1, which is based on Simulink (see [14,15] and references therein).
In addition, it is worth writing out the following linear ZNN model [simplified
from ZNN (11)] for the online solution of time-varying quadratic program (6)-(7):

P̃ (t) ˙̃x(t) = −
(

˙̃P (t) + γP̃ (t)
)

x̃(t) −
(
γq̃(t) + ˙̃q(t)

)
, (12)

or writing out in a more complete form as below:[
P (t) AT (t)
A(t) 0

] [
ẋ(t)
λ̇(t)

]
= −

([
Ṗ (t) + γP (t) ȦT (t) + γAT (t)
Ȧ(t) + γA(t) 0

])[
x(t)
λ(t)

]

−
[

γq(t) + q̇(t)
−γb(t) − ḃ(t)

]
.

Moreover, we have the following theoretical results on global exponential and/or
superior convergence of ZNN (11) and (12) [and, similarly, ZNN (2) and (4)]
with proof omitted due to space limitation.

Theorem 1. Consider smoothly time-varying strictly-convex quadratic pro-
gram (6)-(7). If a monotonically-increasing odd activation-function array F(·)
is used, then the state vector x̃(t) of ZNN (11), starting from any initial state
x̃(0) ∈ Rn+m, globally converges to the unique theoretical solution x̃∗(t) :=
[x∗T (t), λ∗T (t)]T of time-varying linear matrix-vector equation (8). In addition,
the first n elements of theoretical solution x̃∗(t) constitute the time-varying op-
timal solution x∗(t) to the time-varying quadratic program (6)-(7) of interest.

Theorem 2. In addition to Theorem 1, if linear activation function f(ẽi) = ẽi

is used, then the state vector x̃(t) of ZNN (11) [i.e., (12)] globally exponentially
converges to the unique theoretical solution x̃∗(t) of time-varying linear matrix-
vector equation (8), with the first n elements of x̃∗(t) constituting x∗(t) as the
time-varying optimal solution to time-varying quadratic program (6)-(7).

Theorem 3. In addition to Theorems 1 and 2, if the power-sigmoid activation
function (3) is used with suitable design parameters ξ � 2 and ρ � 3 (being an
integer), then the state vector x̃(t) of ZNN model (11) globally and superiorly
converges to theoretical solution x̃∗(t), of which the x∗(t) part is the optimal
solution to time-varying quadratic program (6)-(7), as compared to the situation
of using linear activation functions [i.e., ZNN (12)] presented in Theorem 2.
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For comparison with GNN models, we can develop the following gradient-
based neural network applied to solving online the time-varying problem (6)-(7):

˙̃x(t) = −γP̃ T (t)F
(
P̃ (t)x̃(t) + q̃(t)

)
, (13)

with its block-diagram in Fig. 2. In addition, the gradient-based neural network
(13) can also be written in the following more-complete form:

[
ẋ(t)
λ̇(t)

]
= −γ

[
P (t) AT (t)
A(t) 0

]
F
([

P (t)x(t) + AT (t)λ(t) + q(t)
A(t)x(t) − b(t)

])
.

Furthermore, comparing ZNN model (11) and GNN model (13), we can draw
the following remarks (also for the completeness of this research and paper).

1) ZNN model (11) is designed based on the elimination of every element of
vector-valued indefinite error-function ẽ(t) = P̃ (t)x̃(t) + q̃(t). In contrast, GNN
model (13) is designed based on the elimination of scalar-valued norm-based
nonnegative energy function ‖P̃ x̃ + q̃‖2

2. Generally speaking, the GNN design
method can only be used for handling static problems with constant coefficients.

2) ZNN model (11) is depicted in an implicit dynamics, i.e., P̃ (t) ˙̃x(t) = · · · ,
which coincides well with the systems in nature and in engineering (e.g., the
analogue electronic circuits and mechanical systems owing to Kirchhoff’s and
Newton’s laws, respectively [8,10,14,15]). In contrast, GNN model (13) is de-
picted in an explicit dynamics, i.e., ˙̃x(t) = · · · , which is usually associated with
conventional gradient-based and/or Hopfield-type models. Comparing the im-
plicit and explicit dynamics, we can see that ZNN model (11) appears to have
higher capacities in representing dynamic systems, as it can even preserve phys-
ical parameters in the coefficient matrix on the left-hand side of the system
equation, i.e., the so-called mass matrix P̃ (t) on the left-hand side of (11) [9,15].

3) ZNN model (11) can systematically and methodologically exploit the time-
derivative information of coefficient matrices and vectors [namely, Ṗ (t), Ȧ(t),
q̇(t) and ḃ(t)] during its real-time solving process (which may thus belong to
the predictive approach) [8,9,10,11,14]. In contrast, GNN model (13) has not
exploited such important time-derivative information [3,5,6,7], which may com-
paratively belong to the passively-tracking approach and is thus less effective on
solving the time-varying quadratic-optimization problems.

4 Modeling Techniques and Illustrative Example

To simulate and/or model the above-presented ZNN and GNN solvers, the follow-
ing MATLAB Simulink modeling techniques (see [14,15] and references therein)
are investigated in this section to show the RNN-solution characteristics. A
Simulink model is a representation of the design and/or implementation of a
dynamic system satisfying a set of requirements. The modeling techniques are
related to those basic function-blocks and their parameters’ setting. By inter-
connecting the basic function-blocks with appropriate parameters, the diagrams
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of ZNN (11) and GNN (13) can be built up, as shown in Figs. 1 and 2, which
are exploited to solve online the time-varying quadratic program (6)-(7).

With the overall ZNN and GNN models built up and depicted in Figs. 1 and
2, prior to running them, we may have to change some of the default simulation
options by opening the “Configuration Parameters” dialog box and setting

– Solver: “ode45 (Dormand-Prince)”;
– Absolute tolerance: “1e-6 (i.e., 10−6)”;
– Relative tolerance: “1e-6 (i.e., 10−6)”;
– Algebraic loop: “none”.

Then, for illustration and comparison purposes, ZNN (11) and GNN (13), ac-
tivated by the power-sigmoid activation function with design parameters ρ = 3
and ξ = 4, could both be modeled and employed to solve online such a time-
varying quadratic-programming problem depicted in (6)-(7).

More specifically, let us consider the time-varying quadratic-program (6)-(7)
with the following coefficient matrices and vectors (as an example):

P (t) =
[
0.5 sin t + 2 cos t

cos t 0.5 cos t + 2

]
, q(t) =

[
sin 6t
cos 6t

]
,

A(t) = [sin 4t, cos 4t], b(t) = cos 2t.

It follows from equation (8), ZNN (11) and GNN (13) that

P̃ (t) =

⎡
⎣0.5 sin t + 2 cos t sin 4t

cos t 0.5 cos t + 2 cos 4t
sin 4t cos 4t 0

⎤
⎦ ,

q̃(t) =
[
sin 6t, cos 6t, − cos 2t

]T
.

ZNN (11) is thus formulated in the following specific form [so will be GNN (13)]:⎡
⎣0.5 sin t + 2 cos t sin 4t

cos t 0.5 cos t + 2 cos 4t
sin 4t cos 4t 0

⎤
⎦
⎡
⎣ẋ1(t)
ẋ2(t)
λ̇(t)

⎤
⎦

= −
⎡
⎣0.5 cos t − sin t 4 cos 4t
− sin t −0.5 sin t − 4 sin 4t
4 cos 4t −4 sin 4t 0

⎤
⎦
⎡
⎣x1(t)
x2(t)
λ(t)

⎤
⎦−

⎡
⎣ 6 cos6t
−6 sin 6t

2 sin 2t

⎤
⎦

−F
(⎡⎣0.5 sin t + 2 cos t sin 4t

cos t 0.5 cos t + 2 cos 4t
sin 4t cos 4t 0

⎤
⎦
⎡
⎣x1(t)

x2(t)
λ(t)

⎤
⎦+

⎡
⎣ sin 6t

cos 6t
− cos 2t

⎤
⎦).

Then we could have the specific ZNN and GNN models built up and depicted
in Figs. 1 and 2, respectively. After running them, we can obtain their online
solutions as shown in Fig. 3(a) and (b): evidently, the ZNN and GNN solution-
curves are quite different. In addition, as seen from Fig. 4(a), by using ZNN
model (11) to solve the time-varying quadratic program (6)-(7), its residual
error ‖P̃ (t)x̃(t) + q̃(t)‖2 decreases to zero fast. For comparison, as seen from
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(a) ZNN (11) with γ = 1 (b) GNN (13) with γ = 1

Fig. 3. Output x̃(t) of Scope 1 exploited in ZNN and GNN modeling

(a) ZNN (11) with γ = 1 (b) GNN (13) with γ = 1

Fig. 4. Output ‖P̃ (t)x̃(t) + q̃(t)‖2 of Scope 2 exploited in ZNN and GNN modeling

Fig. 4(b), by using GNN model (13) to solve the time-varying quadratic program
(6)-(7), under the same modeling conditions, its residual error ‖P̃ (t)x̃(t)+ q̃(t)‖2
is however much larger (than the ZNN one) and is also with very clear fluctua-
tions. Furthermore, corresponding to the above RNN-solution process, we could
also show the value of time-varying equality-constraint satisfaction [i.e., the value
of A(t)x(t)− b(t)] for QP (6)-(7). The results are in Fig. 5, where the rapid con-
vergence of A(t)x(t) − b(t) to zero [or to say, the satisfaction of time-varying
equality-constraint A(t)x(t) = b(t)] has been achieved well by ZNN model (11).
In contrast, as seen especially from Fig. 5(b), by using GNN model (13) to
solve the time-varying quadratic program (6)-(7), the time-varying equality-
constraint A(t)x(t) = b(t) can not be satisfied accurately in view of the observa-
tion that the steady-state scalar-value of A(t)x(t)−b(t) is not zero but fluctuating
around.

In summary, from the modeling and verification results, we can say that, about
the online solution of time-varying QP problems, the resultant ZNN models could
perform much better than gradient-based models. This may further imply that
the ZNN method and models might be a powerful alternative to the relevant
time-varying optimization problems solving.
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(a) ZNN (11) with γ = 1 (b) GNN (13) with γ = 1

Fig. 5. RNN-synthesized scalar-values of equality-constraint satisfaction A(t)x(t)−b(t)

5 Conclusions

By following Zhang et al’s design method, a kind of recurrent neural networks
(i.e., Zhang neural networks) has been proposed, unified and modeled for solving
online the time-varying convex quadratic-minimization and quadratic-program
problems (of which the latter is subject to a time-varying linear matrix-vector
equality-constraint). Instead of writing simulation-codes, we could build up the
neural-network models readily and rapidly by employing, creating and connect-
ing the modeling blocks. An illustrative example has demonstrated the feasi-
bility and efficacy of Zhang et al’s neural-dynamic design-method and solvers
for handling time-varying problems. Compared to conventional gradient-based
solvers, superior performance can be achieved by the ZNN models for time-
varying problems solving, especially using the power-sigmoid activation-function
array.
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Abstract. Implementing target cost control at the design stage can better reduce 
the cost. However, for automakers in the Chinese market, no adequate attention 
is paid to the target cost control during design stage for various reasons. Among 
these reasons, the lack of an effective cost control tool is a substantial one. In 
this study, a target cost control method is proposed and artificial intelligence is 
employed for new product cost reduction. At the early design stage, Back 
Propagation (BP) neural network is introduced to estimate and evaluate the tar-
get cost of different designs. Consequently, a cost saving design can be chosen. 
The target cost can be mainly achieved through procurement cost control. A 
procurement model is designed for balancing procurement cost reduction and 
supplier satisfaction. To search the optimal solution for this model, genetic al-
gorithm is introduced. A case study of the proposed method in a Chinese auto-
mobile company is also discussed . 

Keywords: target cost control, Chinese automobile industry, new product de-
sign, Back Propagation neural network, genetic algorithm, procurement cost, 
supplier satisfaction. 

1   Introduction 

As the second largest automobile producer in the world, the annual output of automo-
biles in China in 2008 is 9.35 million. While the importance of Chinese automobile 
market increases, especially at the time when the automakers worldwide are heavily 
beaten by the financial crisis, this market is also getting more and more competitive. 
To survive in such a market, the automakers must pay special attention to cost control 
and provide the customers with products of high performance cost ratio.  

According to several research findings, among all the factors, design has the largest 
influence on cost and 70%-80% of the product cost is determined during the design 
stage [1]. However, little attention is paid to target cost control at the design stage in 
China. One reason is that the prevailing joint-ventures preferred introducing matured 
automobile models from their overseas headquarters, the new products design were not 
paid enough attention to in China in the past. Another reason is that the domestic 
automotive companies persisted in the traditional cost control method and concentrated 
on the manufacturing process. But the situation is changing after the Chinese  
government starts to encourage the independent innovation rather than introducing 
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existing technology. However, at present, there is no effective tool to estimate the 
product target cost while designing in China. 

Among all cost related factors, the procurement cost takes up 70-80% of the com-
plete vehicle cost. Consequently, reducing the procurement cost becomes the first 
priority for automakers to realize the target cost. Procurement plans should be com-
bined with the new product design and evaluated before the procurement activity starts. 
If the target cost can not be achieved, the purchaser should find the bottleneck in the 
supply chain and provide feedback to the designer. Then the designer should check the 
origin design to clarify the problem and find a solution. As a result, the target cost can 
be more easily achieved in the procurement process. However, the loss caused by such 
cost reduction will be finally shifted onto the suppliers and drop their satisfaction and 
loyalty. Excessively low satisfaction of the supplier may cause their refusal to supply 
products and damage the security of the supply chain. Especially, the small or medium 
Chinese domestic automobile companies which are in relatively weak position in the 
market should be alert to such situation. But at present there are few researches con-
cerning the supplier satisfaction, particularly in China. 

Therefore, this study presents a methodology used for the target cost control during 
the automobile design stage. The methodology further comprises two steps: the target 
cost estimation and target cost realization. A Back Propagation (BP) neural network 
based method is developed to estimate the target costs of varied designs at the early 
stage. To realize the target cost, reducing the procurement cost becomes the top prior-
ity since it takes the largest part in the total automobile product cost. But to ensure the 
security of supply chain, supplier satisfaction must be taken into consideration, espe-
cially for the medium or small domestic automakers in China. A mathematic model for 
balancing the procurement target cost reduction and supplier satisfaction is developed. 
Genetic algorithm is introduced to find the optimum solution for this model. A case 
study of the methodology in a Chinese automobile company is also given. 

2   BP Neural Network Based Target Cost Estimation and 
Reduction Method 

Target costing is the most widely used cost control method for product design [2]. 
According to Moden [3], the two objects of target costing system are: reducing the 
product cost during design while keeping the quality; motivating all the employees to 
participate the activities of target costing. 

As a crucial technique to target cost control, cost estimation is studied by many re-
searchers. Layer et al. [4] generally classifies the cost estimation approaches into two 
categories: qualitative approaches and quantitative approaches. Qualitative methods 
possess high flexibility and can accommodate varied situations, while quantitative 
cost estimation methods are suitable for further cost analysis where quantification is 
required. At present, quantitative cost estimation methods in literatures can be re-
trieved can be classified into four categories: detail based method, analogy based 
method, parametric based method and neural networks based method [5]. The effec-
tiveness of neural networks based method for product cost estimation is demonstrated 
in the researches of Zhang and Fuh [6] and Seo, et al [7]. Zhang et al apply BP neural 
networks in cost estimation of packaging products. However, the package product is 
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relatively simple so that many important details could be specified at the early design 
stage. Seo et al use BP neural networks to estimate costs of home appliances such as 
vacuum cleaner, washing machine and so on. The attributes they choose to train the 
neural networks include the mass, material proportion, lifetime, use mode, modular-
ity, serviceability etc. Their research does not focus on one specified product and 
many attributes like material components proportion, are not available at the early 
design stage. 

The process of the BP neural network based target cost estimation method is dem-
onstrated in Figure 1. 

 

Fig. 1. Flow chart of BP Neural network based target cost estimation 

2.1   Data Retrieval 

The difficulty for automobile cost study exists in the inaccessibility to the cost data 
directly since they are confidential information. However, the cost can be estimated 
by analyzing the retail price which has a close relation with it.  

The data concerning the automobile’s parameters and retail prices are collected 
from a major Chinese automobile website–Cheshi (www.cheshi.com), which has the 
complete, comprehensive, daily updated database. Therefore, it becomes the main 
data source in this study.  

2.2   Design Attributes Identification and Refinement 

Before building the BP neural network based target cost estimation model, the cost-
related design attributes should be identified and refined.  

In this study, sedan, which takes the largest market share in passenger vehicle, is 
made the research focus. The whole system of sedan can be divided into three subsys-
tems: automobile body subsystem, chassis subsystem and power subsystem. However, 
only with them, the very kind of sedan can not be clearly described and some extra 
information should be supplemented. Such information includes interior parts and 
exterior parts, safety appliance, the type of the automobile, its sales figure, the year 
when it came into market and so on. For instance there are 34 automotive manufactur-
ers studied in this paper, of which 20 are joint ventures and 14 are domestic companies. 
According to the market share and the company size, they are classified into 5 grades. 

Some attributes are quantitative and can be directly used to train the neural net-
works. Other qualitative attributes can also be quantified since their variations are 
limited. For instance, there are generally two types of materials used for automobile 
body and - sheet steel is encoded with 1 and aluminium alloy is encoded with 2. 

Initially, 41 attributes are chosen. Through analyzing the data of 150 different se-
dans in market, 6 of the attributes are eliminated. For instance, ABS and AM/FM 
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radio can be found in every sedan manufactured in China today, so the two attributes 
are taken off from the attributes list. Next, the remaining 35 attributes are tested of 
correlation coefficient to find those attributes which are replaceable. The replacement 
reduces the number of total attributes from 35 to 31.Table 1 shows the 31 attributes 
used for Back Propagation neural network training. 

Table 1. Design attributes for neural network training 

Body subsystem Chassis subsystem Power subsystem Other attributes 

Width Transmission Engine type Front  Airbags 

Height Front suspension Amount of cylinders Front side airbag 

Wheelbase Rear suspension Amount of Valves Front lamp 

Clearance to ground Front wheel brake Rpm of Max Power Air-conditioning 

Fuel capacity Rear wheel brake Max Torque Material of Seats 

Automobile Type Wheel style Rpm of Max Torque Sunroof 

  Power output per liter Manufacturer 

  Emission standard Manufacturers’ status 

  Compression ratio Annual output  

   Time-to-market 

2.3   Product Cost Ratio Estimation and Product Cost Calculation 

The target cost studied in this paper is restricted in the scope of product cost, which is 
defined as the cost needed to manufacture an automobile. Thus, marketing or sales 
cost is not taken into account. For this reason, gross profit margin can not be used and 
the concept of product cost ratio is introduced to correlate product cost with its retail 
price. The product cost ratio is defined in Equation (1). 

Retail price = Product cost*(1+ Product cost ratio) (1)

The product cost ratio is estimated through Delphi method developed by Rand Corpo-
ration. The Delphi method [8] is a kind of method that carried out among a panel of 
geographically dispersed experts. Although these experts are separated, they can 
communicate with each other anonymously through the “facilitator” who is in charge 
of sending out the questionnaires to the experts, collecting the answers and analyzing 
them, offering feedbacks to the experts to refine their work. There may be several 
rounds of “ask and answer” before a stable analysis could be conducted.  

In this study, eight experts were chosen to form the panel for estimating the product 
cost ratio of automakers. In order to increase the estimation precision, in the second 
round, extra information besides the answers of first round was offered to aid their 
judgments. Such extra information, which included the profiles of the companies, 
their production capacities, market shares, government policies etc, was all gathered 
through public sources like company’s annual report, newspaper and website.  

After 5 rounds, the replies stabilized to the pre-set level and the product cost ratio 
is obtained. Next, the product is calculated backward for the retail prices with the 
Equation (1). 
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2.4   BP Neural Network Training and Cost Estimation 

The BP neural networks based cost model is trained by the Neural Networks Toolbox 
of Matlab 7.1. Data from 112 kinds of sedans with 31 attributes are used to train the 
BP networks. To correspond with the dimension of the input data, the number of input 
layer neurons is endowed with 31. Obviously the output layer needs only one neuron 
to produce cost value. As one hidden layer networks have the similar performance 
with two hidden layers networks but need far fewer training time [6], so in this ex-
periment, one hidden layer networks are adopted. However, the number of neurons in 
hidden layer is not decided yet. To solve this problem, 6 different architectures of 
networks are proposed for choosing. The scaled conjugate gradient algorithm (scg) 
and Levenberg-Marquardt algorithm (lm) are tested for this study. The data from the 
remaining 38 automobiles out of the total 150 are used to test the trained networks. 
The performances of the neural networks are evaluated by 

(a) Training time,  
(b) Mean square errors (mse) of the difference between actual automobile cost and 

the experiment results, 
(c) Percentage of absolute errors over 10%. (Absolute error is calculated by 

Target-Result Target *100% ) 

Though experiment, the BP neural networks which have 25 neurons in hidden layer 
and are trained with scg algorithm is chosen in this study. The simulation results 
shows that 19 out of 38(50.00%) estimations have absolute error less than 5%, 36 out 
of 38(94.74%) estimations have absolute error less than 10%. Given that detailed 
design parameters are missing at the early design stage, the performance of the neural 
networks based cost estimation method is satisfactory. 

3   Mathematical Model for Balancing the Procurement Cost 
Reduction and Supplier Satisfaction 

Since the procurement cost occupies the largest fraction of the total cost for a vehicle, 
reducing the procurement cost is the most efficient way to achieve the target cost for 
sedans. Table 2 has shown the impacts of procurement cost, direct labor cost, overhead 
cost, marketing cost and management cost on the profits. The cost structure for differ-
ent items is from our survey in one Chinese domestic automobile company. 

Table 2. Impacts of different cost items on profits 

Cost items Cost structure Cost changes 

Procurement cost 70 ↓1% 

Direct labor cost 7 ↓10% 

Overhead cost 6 ↓11.7% 

Marketing cost 8 ↓8.8% 

Management cost 4 ↓17.5% 

Profits 5 ↑14% 



116 B. Ju, L. Xi, and X. Zhou 

 

Table 2 clearly shows that 1% drop in the procurement cost will increase the profits 
by 14%. To achieve the same result, the direct labor cost must be reduced by 10%, the 
overhead cost by 11.7%, the marketing cost by 8.8% and the management cost by 
17.5%. 

Since cost control implemented at the design stage is the most effective, the pro-
curement plans, especially the procurement prices and volume plans can be made after 
the product is designed. The cost reduction of different procurement plans can be simu-
lated to find the one which can achieve the target cost. If the cost of some parts can not 
agree with the target cost, the designer should redesign these parts or find the substi-
tutes for them. Therefore, before the procurement process begins, the purchase cost can 
be controlled in advance.  

In the Chinese automobile market, the larger joint-ventures have procurement ad-
vantage over the small or medium size Chinese domestic automakers. These Chinese 
manufacturers have relative small procurement quantity, which weakens their position 
in the procurement price negotiation with the suppliers. Since the acute competition in 
the automobile market, the suppliers hesitantly develop the long-term relationship with 
the Chinese domestic companies whose future prospects are still in question. If the 
procurement prices under their bottom line, the suppliers will not accept the offers 
from the Chinese domestic automakers and will stop providing parts to them. In that 
case, these Chinese companies have to search for new supplier to fill the vacancy of 
former supplier. Such finding process is costly and time consuming. What is worse, if 
they can not find proper supplier in time, the security of the supply chain is damaged 
which may cause unaffordable loss. Therefore, the Chinese domestic automobile pro-
ducers should balance the supplier satisfaction and the procurement cost reduction in 
order to guarantee the safety of their supply chains. 

However, at present, there are not many researches focusing on the supplier satisfac-
tion. Among them, there are fewer papers referring the quantification of supplier satis-
faction. 

Supplier Relation Management (SRM) is an important issue in the Supply Chain 
Management (SCM). However, traditional Supplier Relation Management (SRM) 
seldom covers the supplier satisfaction management. Donath [9] makes the points that 
the supplier satisfaction can improve supply process and believes supplier satisfaction 
is the new frontier to be discovered in companies.  

Wong’s study [10] explores the role of suppliers in improving customer satisfaction 
and finds that companies can make use of their suppliers in achieving high customer 
satisfaction. Wong states that companies need to integrate supplier satisfaction with 
customer satisfaction. 

In Susanna’s study [11] supplier satisfaction is defined as implementing the supply 
chain smoothly, without any adverse consequences. Susanna develops a set of ques-
tionnaire to investigate the suppliers’ satisfaction for a famous mobile phone manufac-
turer. However, Susanna does not propose a quantitative model for evaluate the sup-
plier satisfaction. 

In this study, a supplier satisfaction function is proposed. Based on this function, a 
mathematic model is developed to balance the procurement cost control and the sup-
pliers’ satisfaction.  

Firstly, the factors which have influence on the supplier satisfaction are classified. 
The most important satisfaction related element is the profit. If one supplier gains 
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fewer profits from providing products, its satisfaction will decrease certainly. The 
profits are affected by both prices and volume of purchase. However, since the effect 
of experience curve, the price reduction does not necessarily mean the decrease in the 
profits. In the late 1960s, Bruce Henderson of the Boston Consulting Group (BCG) 
began to employ the experience curve for cost analysis [12]. According to research of 
BCG in the 1970s, the experience curve effects ranged from 10 to 25 percent for dif-
ferent industries. In this study, the experience curve should be estimated for each sup-
plier. To make allowance, the estimation for experience curve should be conservative 
in order to leave more profits for supplier. The percentage of price reduction should be 
compared with that of the cost reduction caused by the curve. It is assumed that the 
satisfaction is unchanged if the price reduction percentage is smaller than that of the 
experience curve drops down. 

The size of supplier should be taken into consideration. Commonly, it is hard to 
please large or gigantic supplier since the purchaser’s offer takes only fraction of its 
total sales. Therefore, the larger the supplier is, the smaller its satisfaction fluctuates. 
Facing this kind of supplier, the purchaser can hardly decide the price. On the contrary, 
for medium or small supplier, the changes in the prices and volume of purchase will 
dominate their satisfaction. Though the purchaser can have more influence on the 
pricing, it is not suitable to declare the procurement price unilaterally without giving 
consideration to the supplier. 

The price of raw materials is also important factor. If the material price falls down, 
the suppliers can be more profitable. Thus, they can accept the price decreasing de-
mand from the purchaser if such drop will not slash their profits. 

The early involvement of supplier is also a factor for supplier satisfaction. Many re-
searches have proved that the product design has influence on over 70% of the life 
cycle cost. If the supplier is involved in the new product development from the start, it 
is better for them to understand the technique demands and initiate product cost control 
project. The close cooperation can also boost the trust between the purchaser and the 
supplier. 

The suppliers’ forecasting on the prospect of the purchaser is also a factor for satis-
faction. If the suppliers have the confidence in the purchaser’s future success, they will 
cultivate the present supply in the long run. Consequently, they can more easily accept 
the price drop as an early investment for future business.  

In this study, the supplier satisfaction function is the sum of the satisfaction func-
tions of relevant factors.  

The Sr (satisfaction function of profit) is defined by: 

Sr(p,v)=f(p,v)*g(p,v)                                               (2)

where f(p,v) is a function of parameters p (price) and v (volume of procurement). It 
represents the satisfaction changes caused by price. 
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            (3)

where p0 is the previous procurement price, v0 is the previous procurement volume, and 
C0 is the cost of first unit of production, αis the elasticity of cost with regard to 
output. 
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g(p,v)=(v/v0)*(p*v/O) (4)

where O is the annual output of the supplier, and (p*v/O) can calculate the percentage 
of the procurement  in the whole output of the supplier. Therefore, it can reflect the 
effect of supplier’s size factor.      

The Sm (satisfaction function of raw material price) is defined by: 
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            (5)

where m0 is the previous material price and m1 is the present material price. 
The satisfaction function of the early involvement of supplier and the suppliers’ 

confidence are relatively simple since they have no relation with the prices and volume 
of procurement. They can be acquired by questionnaire or survey of the supplier, or 
can be estimated by the purchasing personnel who have insights on the suppliers. 
These two functions can be binary, like: 
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S
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⎧
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⎩

               (7)

where EIS is the early involvement of supplier, and 0<a,b<1 
In this study, the default choice is p0>p, which means that the procurement price is 

decreasing. But in reality, such price can be increasing sometimes. However, if the 
prices go up, the suppliers are generally satisfied and it is not necessary to study their 
satisfaction. 

Since the status of above factors is varied, different weights are assigned to the 
functions of the factors. The weights are decided by experience and the sum of them is 
one.  

The supplier satisfaction is then defined as: 

S(p,v)=wr*Sr+wm*Sm+wi*Si+wc*Sc                                     (8)

After defining the supplier satisfaction function, a mathematical model can be devel-
oped to balancing the satisfaction descent and the procurement cost control. 

The object is to minimize the average decrease in the supplier satisfaction for the 
whole supply chain while achieving the cost control goal. If there are n suppliers and j 
parts to be purchased in the supply chain, the model can be defined as: 

0 0 01
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i i i i i ii
Minimize S n S p v S p v

=
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0<p≦pi0    (12) 

0<vi<Vk , i∈Qk       (13) 

where pi is the procurement price for supplier i this time, and vi is the procurement 
volume for supplier i this time, while pi0 and vi0 are the procurement price and volume 
for supplier i last time. Ti is the predetermined lower limit for satisfaction of supplier i. 
r% is the procurement cost reduction percentage. Since there are j parts to be pur-
chased, Vk stands for the total procurement volume for part k. And Qk is the set of all 
suppliers who provide the part k.  

The supplier number in this study is determined based on the parts to be bought. For 
instance, if part A has two suppliers and part B has three suppliers, the number of sup-
pliers should be the sum of two and three. However, in many cases, one supplier can 
provide more than one parts. But in this study, such supplier should be deemed as 
several suppliers. Such treatment is reasonable since the satisfaction of the supplier on 
varied parts is independent with each other. The supplier can stop providing one part 
due to the low satisfaction while it can continue providing another profitable part be-
cause of the high satisfaction. 

This optimization problem is a non-linear one. In order to find out the optimal solu-
tion, the genetic algorithm is introduced. Unlike the BP neural network target cost 
estimation method which can train a generic neural network to carry out the cost  
estimation for different designs, the supplier satisfaction model is unique for each 
automobile company. Therefore, one specific genetic algorithm can only correspond to 
a concrete instance and no universal genetic algorithm can applied for all different 
supplier satisfaction models. Therefore, the genetic algorithm is detailed with a case 
study in the Chinese automobile company in following Section 4. 

4   Target Cost Reduction in a Chinese Automobile Company with 
BP Neural Network and Genetic Algorithm Based Method 

The BP neural network and genetic algorithm based method is employed in a medium 
sized Chinese domestic company H, which is a private automaker in China whose 
products are mainly economical sedans with relatively low prices. Aiming at the mid-
dle grade market, H was developing a new sedan and preparing to launch it in 2007. 
H planed to equip the new product with 1.8L engine rather than widely adopted 1.5L 
engine. During the development, the management wanted to estimate the target cost 
of the new sedan and accordingly position it in market. And the BP neural network 
model developed in this paper was used for this task.  

Firstly, the product cost was estimated and the result was provided to H as  
reference. They reported that the estimation error was within 10% relative to their 
estimation with experience. Secondly, the product cost of the new sedan made by 
other competitors was estimated by changing the input data attributes concerning the 
manufacturers. This would help the management of H learn the competition status of  
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this sedan in market and set the cost benchmark. Including 2 Sino-European joint 
ventures (E), 2 Sino-American joint ventures (A), 2 Sino-Japanese joint ventures (J), 
2 Sino-Korean joint ventures (K), 2 Chinese state-owned companies (S), and 2 Chi-
nese private companies (P), total 12 automotive companies in Chinese market were 
chosen for the test.  

The simulation results of other companies were divided by the result of H. As 
shown in Table 3, H had cost advantages over all the joint ventures. However, 
emerged as a new comer in market, H’s brand influence was far feebler than those 
joint ventures established by the world famous automobile giants. Unless providing a 
product of high performance but low price, H could barely make the customers turn to 
it given their preferences for famous brands. Compared with its Chinese counterparts, 
H’s cost advantage weakened or even disappeared. H could set the competitors whose 
product costs were lower as benchmarks and endeavour to exceed them. 

The neural networks based method could also help the designers compare vari-
ous design concepts. Hence, product costs of different companies for the new sedan 
with 1.5L engine could be simulated. The simulation results shown in Table 3 re-
vealed that that H might have cost advantage over all the other automakers with 
1.5L engine. This might be attributed to the fact that sedans with 1.5L engine were 
in absolute majority in H. The experiment demonstrated that the new sedan should 
also install 1.5L engine. As a matter of fact, H finally decided to place both models 
into market. 

Table 3. The product cost comparison of different companies with H 

 H E1 E2 A1 A2 J1 J2 

1.8 L 1 1.0401 1.0709 1.0623 1.084 1.0531 1.0603 

1.5 L  1 1.0351 1.0802 1.0774 1.0823 1.0783 1.0665 

 H K1 K2 S1 S2 P1 P2 

1.8 L 1 1.0351 1.0856 0.985 1.0458 0.9983 1.0242 

1.5 L  1 1.033 1.0739 1.014 1.0239 1.0033 1.0372 

 
To reduce the procurement cost and achieve the target, the mathematic model was 

also employed by H to manage its supplier satisfaction. Compared with the joint-
ventures, H’s relatively small position in the market forced it to put emphasis on the 
supplier satisfaction in order to boost the security of supply chain. 

The supplier satisfaction model was applied in the supply chain for chassis system. 
20 suppliers which provided the interior parts were chosen and their satisfaction func-
tions were founded. 

The cost control target was to decrease the procurement cost by 2% and the  
purchasing price should be determined and the volume should be allocated for each 
supplier. 

Several genetic algorithms were tested for this optimization problem. The running 
time and accuracy were considered. Finally, a genetic algorithm which had a popula-
tion size of 200 was used for this model. The crossover probability Pc was 0.4 and the 
crossover pattern was single point; the mutation probability Pm was 0.2 and the  
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Fig. 2. The fitness of the genetic algorithm 

mutation pattern was uniform. The best three individuals’ information was recorded 
according to the Elitist model.  

After 70 generations, the Minimum S was 0.0417, which meant that if the total pro-
curement cost decreased the 2%, the average supplier satisfaction would drop 4.17%. 
Figure 2 shows the fitness value of the genetic algorithm. With the optimum solution, 
the satisfaction decrease of each supplier’s could also be calculated. If some suppliers’ 
satisfaction were on the brink of the lower limit, the automobile company should be 
alert to the potential risk of the supply chain caused by these suppliers.  

5   Conclusion and Future Study 

This research proposes a target cost control methodology which can be applied at the 
new product design stage for the small or medium sized Chinese domestic automakers. 
To set the target cost, this study presents a BP neural network based method which 
comprises data collecting, design attributes processing, product cost ratio estimation, 
BP neural network training and target cost estimation. To achieve such target, supplier 
satisfaction is studied and a mathematic model to balance the satisfaction decrease and 
procurement cost reduction is developed. The optimum solution can be obtained with 
the genetic algorithm. The case study on the method in a Chinese company is also 
given. In future research, the criteria for selecting design attributes for neural network 
training should be studied and more attributes combination should be tested. The multi-
object mathematic model for supplier satisfaction should also be studied. For instance, 
future model should include the object to minimize the mean-squared error of the satis-
faction decrease. 
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Hard Real Time Task Oriented Power Saving Scheduling 
Algorithm Based on DVS 

Daliang Zhang and Shudong Shi 

College of Computer Science & Technology, Hubei Normal University, Hubei, China 

Abstract. This paper first gives a general review of the present situation of the 
hard real time power saving scheduling algorithm and then demonstrates its cur-
rently related technology and several classic power saving scheduling algo-
rithms. Moreover, it studies the power saving sheduling algorithm of hard real 
time periodical task based on DVS technology and sonducts a comparison 
simulation of three different scheduling algorithms. 

Keywords: hard real time, power saving scheduling, task division. 

1   Introduction 

With the substantial growth of the semi-conductor chip’s density and working fre-
quency, the power consumption of the VLSI system is getting larger and larger, 
power consumption problem is increasingly prominent. Power consumption has been 
the crucial non-functional design constraint, so power optimization and power saving 
technology has been the research focus of system designers. In the real time (esp 
distributional real time) application field, power saving issue is quite complex, how to 
lower down the system’s power consumption as far as possible on the premises that 
the real time demand can be met has become the focus of present research. 

In the current power consumption oriented design field, the consideration of the 
power consumption attribution has been taken into each design layer. Research shows 
that: the higher the layer of research the bigger the potential of power saving will be. 
So, in recent years the research focus of this area has been transferred from the tradi-
tional low power consumption circuit to the system-level power optimization. Espe-
cially in the real time field, combined with existing methods of real-time scheduling 
hardware technology and emerging energy-saving mechanism provided by dynamic 
voltage scaling technology, focus on the overall system behavior, and excavation 
from its inherent energy-saving potential, has become the most effective strategy of 
real time power optimum design[1]. 

2   Real Time Scheduling and Dynamic Voltage Scaling 

With the rapid development of the scale of integrated circuits, the power consumption 
problem becomes all the more prominent. High power consumption has been the 
obstacle that hinders the processor’s design. Real time system’s application makes the 
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optimization of system power consumption important factor that should be taken into 
consideration of real time system’s design. How to optimize the system power con-
sumption on the premises that real time system rigid time constraint demand can be 
met has been the present real time system’ research focus. 

Since the DVS technology was introduced into the real time system, power saving 
scheduling algorithm has developed by leaps and bounds, there are a large number of 
processors which has adopted DVS technology. For instance: Strong ARM and 
XScale processor of Intel company, Crusoe processor of Transmeta company, Power 
Now processor of AMD company and Motorola 6805 processor of Motorola company 
etc. 

2.1   Real Time Scheduling Basic Concept 

The basic issue of real time scheduling is to find an execution order of a task which 
can make the task set satisfy its time constraints when under execution, while real 
time power saving scheduling is to fulfill this process with least resource consump-
tion. In the real time scheduling, task refers to the software entity that fulfills a certain 
function of the system. A certain execution of the task in its life period is called an 
operation of this task. Those task with real time requirement is called real time task. 
Time of arrival of each task of the mission is called the release time. The time a task 
fulfills its function is called its execution time. The time interval from the task release 
to completion is called responding time. The time the task was required to completed 
by is called the absolute time limit for the task. The interval between the absolute time 
limit and release time is the relative time limit of the task, the time limit for a task 
completion is called the time limit constraint. Tasks to meet their time frame is called 
the schedulability. The system that all the tasks can be scheduled is called schedulable 
system[2]. 

According to the difference of the law of the arrival time of the task operation, the 
task can be divided as periodical task, non-periodical task and accidental task. Non-
periodical task’s operation release time has no law. Accidental task is the subset of 
non-periodical task, the interval of its two adjacent operation release time is not fixed, 
but there is a lower limit, namely accidental task’s operation achieved in accordance 
with a rate no higher than a value. Environmental changes may influence the cyclic 
nature of the periodical task. Therefore result in the gap between the actual release 
time of the periodical task and the expected value. The gap is called periodical task’s 
release time vibration[3]. 

2.2   Dynamic Voltage Scaling(DVS) 

System layer’s energy-saving design in the real time system is still relatively new 
research field, in the 90s of the twentieth century, power saving design is mainly 
considered from the physical layer. Constantly improve the performance of the hard-
ware is of course can reduce the power consumption, but the system’s operation need 
to be realized through creating, scheduling and destruction of all kinds of task by the 
operating system. So as the most important system software operation system, the 
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power consumption generated from it accounts for a significant percentage of the 
entire consumption of the system [4].  

3   The Real Time Power Saving Scheduling Relative Technology 

With the wide application of portable devices, Battery life of these devices become 
increasingly unable to meet the needs of the people, so there emerged a lot of effec-
tive energy-saving technology to reduce system power consumption, thus, extended 
the battery life. 

3.1   Slack Time Recycle 

To know slack time recycle technology, we must first understand the concept of slack 
time. The so called slack time refers to the left time of the task completed before the 
deadline. (the margin between the deadline and the actual execution time)，as is 
shown in the below figure. The slack time has 3 features, respectively they are: indi-
viduality, non-superposition, and non-linear. 

 

Fig. 1. Slack time schematic 

Slack time is independent from the task being scheduled, although it can be defined 
as the characteristic parameter of the task, it doesn’t belong to its basic parameter. 
There is no need to provide before the inception of power saving scheduling, in the 
scheduling process it will be taken over by the extended task running time caused by 
the lowered down voltage. After the scheduling, it will deplete in the ideal circum-
stances. 

Slack time has no superposition feature, according to the definition of the task 
slack time, the total sum of each task slack time is larger than or equals to the whole 
scheduling slack time. When and only when two successive running tasks’ deadline 
coincides with the beginning time the two equal. 

Due to the non linear relationship between the slack time’s extent and the drop ex-
tent of the power consumption, if the same length of slack time for different tasks, the 
voltage range ready for dropping is the same, But the savings in power consumption 
vary due to the difference of the battery working current needed by different task. 

If the processor’s running speed can be appropriately reduced, and the slack time 
can be fully exploited, the real time system’s power consumption can be lowered 
down comparatively effective. Presently many real time power saving scheduling 
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algorithm are combined with slack recycling principal. During the slack time recy-
cling how to reasonably and effectively allocate the slack time to task is the key. 

3.2   Delay Scheduling 

From previous introduction, we can see the processor mainly include static power 
consumption and dynamic power consumption, the dynamic power consumption 
accounts for relatively higher percentage in the total power consumption, so the usual 
power saving algorithm only analyses the dynamic part in the system. Presently dy-
namic voltage scaling’s principal is at the cost of increase the execution time of the 
task to lower down the processor’s voltage and frequency, so that lower down the 
system’s power consumption, however, the increase of the task’s execution time will 
inevitably result in the rise of system’s static power consumption. With the develop-
ment of electronic technology, the smaller the electronic device is the larger the cur-
rency leakage will be, and the static power consumption caused by the currency leak-
age will become bigger and bigger, thus, simply only consider the dynamic power 
consumption’s power saving algorithm can not make the system get better power 
saving effect, thus, we must take the dynamic and static power consumption into 
consideration simultaneously when design the power saving algorithm. 

By using the delay scheduling technology we can minimum the static power con-
sumption, as the name implies, delay scheduling is to meet the requirement that all the 
tasks postpone the task execution before the deadline, make the system’s slack cluster 
as much as possible, then make the processor enter the sleep state, consequently re-
duce the static power consumption. Merely by using the delay scheduling technology 
can not get optimum power saving effect, based on the delay scheduling, combined 
with dynamic slack time recycling technology can make the total sum of the dynamic 
and static power consumption minimum. 

In the power saving algorithm, by recycling the slack time can lower down the 
processor speed, consequently reduce the processor’s dynamic power consumption, 
but too much processor speed reducing can lead to the boost of the processor’s static 
power consumption. If recycle the slack time to expand the task execution slack time 
interval can reduce the system static power consumption better. Below is an instance 
to analyse the circumstance that slack time recycling and the delay scheduling sched-
ule the dynamic task. Let’s assume a task series comprise the following two tasks: 

{ }1 5, 5, 2τ =        { }2 10,10 , 6τ =  

1

2

 

Fig. 2. Scheduling of task under the worst execution circumstance 
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1

2

 
Fig. 3. Scheduling of task based on EDF(scheduling without delay) 

1

2

(task’s execution time) (slack time interval)  

Fig. 4. Expand the task’s slack time interval by using the delay scheduling 

Fig 2 depicted the execution picture of the tasks arriving at the same time under the 
worst circumstance, judging from the feature of the tasks queue we can make out that 
the processor’s utilization ratio is: 

                                                1
/ 2/5 6/10 1

n

i ii
U C T

=
= = + =∑ .                               (3-1) 

From the processor’s utilization ratio we can see, task execution slack time interval is 
0, through static analysis can not reduce the static power consumption by using the 
delay scheduling; fig 3-3 depict the task’s execution picture by using EDF scheduling, 

at 0 time task 1,1τ  execute first because of the top priority among the ready tasks. 

1,1τ finishes execution at the moment t=2 meanwhile task 2,1τ is ready for execution, 

task 2,1τ finishes the task in advance, less than the worst circumstance by 4 time 

units, therefore can spare 4 units slack time, the processor is idle at the moment t=4, 

1,2τ  arrives at the moment t=5, its deadline is t=10, in the period [10,20] tasks have 

similar scheduling circumstance. Fig 3-4 depicted the slack time scheduling circum-
stance generated by the high priority task dynamic delay recycling. On the premises 
that all the tasks meet the deadline requirement, recycle the usable slack time to post-
pone the task execution slack time interval. Judging from the fig we can see through 
dynamic slack time recycling combined with delay scheduling the switch of context 
can be reduced, while the task is idle for a long time we can make the system enter the 
sleep state, so this way can effectively reduce the system’s total power consumption. 

3.3   Feedback Control 

To real time system, performance indicators relating to time is one of the important 
factors that must be considered for the system’s scheduling method, for instance: 
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responding time, deadline missing ratio etc. In the real time system whether each task 
can be accomplished in the expected time, depends on whether they can be timely 
allocated the necessary system resource for the operation, such as processor, network 
bandwidth etc, this is what the real time scheduling mechanism is responsible for. So, 
when the system’s internal environment (such as: task load) or external environment 
(such as: the number of web request) change, if we still want to guarantee the real 
time task’s time constraint can be met, more often than not require the system’s real 
time scheduling relating component can make appropriate adjustment to follow the 
environment, so that the system’s resource allocation can still adapt to the circum-
stance after changing. This will naturally require the system to conduct constant de-
tection to the environment change and scheduling result, and constantly adjust the 
scheduling component according to the feedback information. Because this process is 
endless, which is identical to a close-loop system, it is as well called based on feed-
back control strategy. 

 

Fig. 5. Basic feedback control structure 

Presently, the real time scheduling strategy based on feedback control has been 
paid attention to, it is self-adaptive scheduling method universally adopted mode 
currently. Feedback control origin from automatic control theory, its basic element 
include three parts: measurement, comparison and execution. The variant got by 
measurement, compared with the expected value will generate deviation, use this 
deviation execution action to correct and regulate the control system’s response. This 
control method’s crucial problem lies in; after make right measure and comparison, 
how to correct the system in better ways. 

Fig 5 is the basic structure chart of feedback control method, the controlled ob-
ject’s output (the controlled variable) is sampling by sensors, comparing with ex-
pected value as feedback value, commonly by means of minus operation, and transfer 
to the controller as deviation, the latter generate controlling value according to certain 
algorithm, then pass by to the controlled object, bring forth the controlled object’s 
regulation, henceforth makes its output change. When the feedback control method is 
applied to the real time scheduling field, the scheduling relating component then par-
allel to the controlled object in it, it determines the system’s resource allocation and 
ultimately influence the system’s real time performance indicators; such indicator 
then be sampling as the controlled object; the deviation generated by the comparison 
of the expected value and factual sampling value is transferred to the controller. The 
expected value and factual sampling value is of the same indicator. Then the latter 
conduct the calculation according to certain algorithm. Generate controlling value to 
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regulate the scheduling device’s parameter. Because the sampling and controlling 
action is ongoing according to certain cycle, real time system’s scheduling component 
then will regulate itself periodically to constantly suit the environment’s change. 

4   DVS Power Saving Scheduling Algorithm Based On Feedback 
Control 

4.1   System Model 

Let’s assume this system is a hard real time system which adopts EDF algorithm and 
can grab the task scheduling strategy, in this system task set { |1 }i i nτΓ = ≤ ≤  is 
period task set, each task τ uses four-element group ( , , , )i i i iT WCET D ACET  to 
represent, in it iT  is the task’s period, iD  is the task’s deadline, iWCET  and 

iACET  are the worst execution time (WCET) and the average execution time 
(ACET) respectively, in which, i iWCET ACET≥ , and they are both the maximum 
speed based on the processor. Let’s assume /i i iLoad BCET WCET=  represents 
the system’s load (BCETi represents the task’s best execution time), the smaller Load 
is the more time the task generates. Meanwhile, we introduce the factor 
α (0 1)α< ≤  to regulate the system processor’s running speed instantly, if 1α =  
means the processor is running at the maximum speed. Let assume the task’s 

iWCET and iACET  is known before execution, the real execution time AET can be 
determined when running. 

Besides, we assume the task set meets the following conditions: 
• any task do not have the part that can not be grabbed; 

• all the tasks are irrelevant, they are independent one another, there is on con-
straint by the order. 

• Processor’s running speed can be constantly modified by regulating the factor 
α  in the range of min max[ , ]S S , minS  represents the minimum speed that the 
processor can guarantee the system run properly, maxS  represents the maxi-
mum speed of the processor, and min max0 1S S≤ ≤ ≤ . 

• Neglect the system’s overheads, such as interrupt process, overheads of task 
grabbing and switch. 

We define the system’s utilization as.  

                                                   
1

/
n

i ii
U C T

=
=∑ .                                    (4-1) 

4.2   Power Model 

Compared with dynamic static power consumption is negligible, moreover the tech-
nology to lower down the static power consumption is rather complex, therefore, most 
power saving scheduling algorithm only consider the dynamic power consumption. 
The power saving algorithm in this paper only takes the dynamic power consumption 
into consideration, below is the detailed analysis of dynamic power consumption dP  : 
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                                                2
ef ddd fC SP V⋅ ⋅= .                                              (4-2) 

effC  represents effective switch capacitor, ddV  is power supply voltage, S is the 

clock the frequency of processor, which is equivalent to the processor’s running 
speed. Besides processor’s speed and voltage is approximate linear relationship. 

                                                    

2( )dd t

dd

V V
S k

V

−= ⋅ .                                           (4-3) 

k is constant,  is threshold voltage. From (4-2) and (4-3) we can get: 

                                                        

3

2d eff

S
P C

k
≈ ⋅ .                                           (4-4) 

For the task’s execution time is the result of CN  divided by S , CN  is the period 

number of task execution S  is the processor’s speed, the energy consumed by the 

task is : 

                                          

2

2d eff

CN S
E P CN C

S k
= ⋅ ≈ ⋅ ⋅ .                                  (4-5) 

After regulating the processor by the regulating factor α  the speed is: 

                                                          maxS Sα= .                                              (4-6) 

From (4-5) and (4-6) It is not difficult to infer: 

                                                   2E CNα∝ ⋅ .                                              (4-7) 

4.3   Algorithm Example  

Let’s assume a hard real time periodical task set Γ  shown as TABLE I, all the tasks 
arrive at the same time, and the tasks’ execution period equals to their deadline, each 

task uses four-element group ( , , , )i i i iD WCET ACET AET  to represent. Fig 1 

shows the tasks set’s scheduling sequence based on EDF-NON algorithm(with EDF 
scheduling but without dynamic voltage regulation), fig4-2 shows the scheduling 
process based on the EDF-DVS algorithm of this task set, finally focus on this task 
set, fig4-3 shows how MSF-DVS algorithm realizes the scheduling process. 

Under the EDF-DVS scheduling algorithm, task set is scheduling in accordance to 
the strategy that the minimum deadline first. When t=0ms, task 1τ release begin to 
execute, to guarantee the hard time restriction we must assume that the task execution is 
under the worst circumstance, then the task 1τ ’s frequency regulation factor 1 1α = , 
task 1τ ’s remain slack time is: 1 1 3 1 2slack WCET AET= − = − =  when t=1ms, 
task 1τ  accomplishes and task 2τ  begins to execute, use DVS technology to recycle the 
former task’s slack time, then task 2τ ’s frequency regulating factor 

2 2 2/( ) 4 /(4 2) 2 / 3WCET WCET slackα = + = + = , see fig 7(a) when t=4ms, task 2τ  
finishes, and task 3τ

 begins to execute, for the same reason can get the regulating factor 

3 5 / 6α = , as is shown of fig 7(b); when t=5.2ms, task 3τ  accomplishes, task 4τ  
begins to execute, for the same reason can get the regulating factor 4 30 / 49α = , as is 
shown of fig 7(c), the entire task set accomplishes when t=6.8ms. 
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Table 1. Example of task set 

 

 

Fig. 6. The task set’s scheduling based on EDF-NON algorithm  
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Fig. 7. Task set’s scheduling under EDF-DVS algorithm 

Under MSF-DVS scheduling algorithm, task set is scheduling in accordance with 
MSF strategy, according to iWCET  and iACET  calculate each task’s possible slack 
time, and sort the task set according to MSF, therefore, the execution order of the task 
set is 4τ , 3τ , 1τ , 2τ , regarding to the slack time’s recycling method, it is the same 
with EDF-DVS algorithm, so we can derive the task set’s scheduling under MSF-
DVS algorithm (as is shown in fig 8). 
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( )t
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Fig. 8. Task set’s scheduling under MSF-DVS algorithm 

4.4   Simulation Experiment and Analysis 

In order verify MSF-DVS algorithm’s superiority, we conducted the simulation by 
adopting Intel Pentium4 CPU+2.40GHZ processor, 512MB RAM platform and Vis-
ual C++ 6.0. 

We choosed 100 tasks generated randomly, and assumed that each task’s period and 
deadline is the same, system’s utilization rate is between 10%~90%, the worst execution 
time of the task (WCETi) conforms to the average distribution U(10,100) and the unit is 
ms, the best execution time (BCETi)is Load*WCETi the Load in it represents the sys-
tem’s working load, it is between 0.1~0.9, the average execution time is 
( ) / 2i iWCET BCET+ , the actual execution time conforms to the Gauss normal distri-
bution, ( ) / 2i iW C E T BC ETμ = +  and the variance is ( ) / 6i iWCET BCETσ = − . 
With the change of U and Load, we can calculate the algorithm EDF-NON、EDF-DVS 
and MSF-DVS’s power consumption under the same task set. 

a) system’s work load’s influence on power consumption 
In order to facilitate calculation and analyse the system’s power consumption, accord-
ing to the equation (4-4) we can set the proportional coefficient 1; power consumption 
unit milliwatt (mw), when the system’s utilization U is fixed, with the system’s work 

load (Load) constantly getting larger the three algorithms’ power consumption is 
getting larger and larger. Below is the tableII about the three algorithms’ power con-
sumption when the system’s utilization is 60%. Fig 9 is the histogram power con-
sumption contrast. 
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Table 2. The three algorithms power consumption when the system’s utilization is 60% 

 

 

Fig. 9. Power consumption contrast histogram when the system’s utilization is 60% 

From Table 2 and Fig 9 we can see: under the same task set, when the system’s 
utilization is 60%, MSF-DVS algorithm and EDF-DVS can effectively lower down 
the system’s power consumption, when the system’s load is relatively small(less than 
0.5), compared with EDF-DVS algorithm, MSF-DVS algorithm can recycle the sys-
tem’s slack time better, it has better power saving effect; when the system’s load is 
relatively big(more than 0.5), the two algorithms have similar power saving effect. 

The reason is mainly due to that : when the system’s work load is relatively small, 
there is more slack time in it, through MSF algorithm to sort the order of the task, 
then the merit of short task first and long task first can be manifested, that is to make 
the task generate more slack time, in doing so the following task can have more exe-
cution time and smaller speed regulating factor, consequently can lower down the 
system’s power consumption. When the system’s load is relatively big, the slack time 
in the system is relatively small, the task’s slack time generated by the two algorithms 
is similar, so there is little difference in the last system’s power saving effect. 

b) system utilization’s influence on the power consumption 
When the system’s load (Load) is fixed, with the system utilization U  constantly 
getting larger power consumption’s variation is not conspicuous under the three algo-
rithms. The below Table 3 is the power consumption circumstance of the three algo-
rithms when the system’s working load is 0.5, fig 10 is the power consuming contrast 
histogram. 
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Table 3. The power consumption of the three algorithms when the work load is 0.5 

 

 

Fig. 10. the power consumption contrast histogram when the system’s work load is 50% 

Through Table 3 and Fig 5 we can easily make out: under the same task set, when 
the system’s work load is 0.5, MSF-DVS and EDF-DVS both can get lower power 
consumption compared with EDF-NON algorithm, with the utilization’s constant 
getting larger, the total trend is that the power saving effect is getting worse. Mean-
while, the MSF-DVS algorithm is superior to the EDF-DVS algorithm, can get more 
power saving, and has better power saving effect. The reason is due to that the MSF-
DVS grasped the point of power saving, utilize the system’s slack time to the maxi-
mum extent. 

5   Concluding Remarks 

This paper came up with a new power saving scheduling algorithm MSF-DVS, static 
algorithm is used for off-line calculate the static slack time possibly generated by each 
task, and sort the order of the task based on the maximum slack time first strategy. 
Dynamic algorithm get the task’s actual execution time by using the feedback control, 
then based on the task’s actual running circumstance and generated dynamic slack 
time to regulate the speed of the following task. Meanwhile, we illustrated the MSF-
DVS algorithm’s superiority, and made comparison to the EDF-NON algorithm and 
the EDF-DVS algorithm, through the comparison of the simulation of the three algo-
rithms, the result manifests that: when the system’s work load is less than 0.5(the 
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system’s utilization is 60%),MSF-DVS algorithm can reduce the system’s power 
consumption better compared with EDF-DVS, when the system’s work load is 0.5(the 
system’s utilization is between 10%~90%), the MSF-DVS algorithm is always supe-
rior to the EDF-DVS algorithm, and has the better power saving result. 
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Abstract. Based on the Chen-Harker-Kanzow-Smale smoothing function, a 
smoothing Newton method is developed for solving the symmetric conic linear 
programming. Without any restrictions for its starting point, this algorithm 
solves only one linear system of equations at each iteration and proves to be 
globally convergent in absence of uniform nonsingularity. Numerical results in-
dicate that it is promising in future applications. 

Keywords: symmetric conic linear programming, smoothing method, Chen-
Harker-Kanzow-Smale smoothing function, global convergence. 

1   Introduction 

The symmetric conic linear programming (SCLP) is to minimize or maximize a linear 
function over the intersection of an affine space with a symmetric cone. Consider the 
SCLP problem and its dual problem [7] in the following standard form: 

                (P)  min{ , : , },c x Ax b x K< > = ∈                           (1)       

           (D) max{ , : , }.Tb y A y s c s K< > + = ∈                          (2)         

Here J is a real n -dimensional Euclidean space with inner product , ,< ⋅ ⋅ >  

K J⊂ is a symmetric cone, and , mc J b R∈ ∈ are the data. 

The sets of strictly feasible solutions of (1) and (2) are 
0 ( ) { : , int },F P x Ax b x K= = ∈  

0 ( ) {( , ) : , int },TF D y s A y s c s K= + = ∈  

respectively. Throughout this paper, we assume that 0 0( ) ( ) .F P F D× ≠ ∅  Thus, it 

follows from the strong dual theory [7] that both (1) and (2) have optimal solutions 
and their optimal values coincide. 

The SCLP has wide applications and covers linear programming [10], second-order 
cone programming (SOCP) [1] and semidefinite programming as special cases. 

As a new kind of algorithms for solving mathematical programming problems, 
smoothing Newton methods perform well [2,3,7,8] due to their encouraging  
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convergent properties and numerical results. However, there is little work on smooth-
ing methods for the SCLP. Moreover, some algorithm [3] depends on the uniform 
nonsingularity condition. without uniform nonsingularity, some algorithms [2,7] need 
to solve two linear systems of equations and to perform two or three line searches at 
each iteration. 

To overcome these deficiencies, we propose a globally convergent smoothing New-
ton method for solving the SCLP in this paper. 

The rest of this paper is organized as follows. Section 2 presents our novel algo-
rithm. To illustrate the effectiveness and superiority of the algorithm, the convergence 
analysis and numerical results are given in Section 3  and Section 4, respectively. 
Section 5 concludes this paper. 

2   Smoothing Method 

In this section, we give a brief introduction to Euclidean Jordan algebras [4]. Based 
on the Jordan algebras, we present a globally convergent smoothing method for the 
SCLP and show the well-definedness of our algorithm.  

( ),J o  is called a Jordan algebra if a bilinear mapping J J J× → denoted by 

“ o ”is defined for any ,x y J∈ such that  

x y y x=o o  and 2 2 ,x xx x
L L L L=  

where 2 ,x x x= o  and xL is a linear transformation of J  defined by .xL y x y= o  

A Jordan algebra is called Euclidean if an associate inner product “ ,< ⋅ ⋅ > ” is de-

fined, i.e., , ,x y z x y z< >=< >o o  holds for any , , .x y z J∈  A Jordan algebra 

has an identity, if there exists a unique element e J∈ such that x e e x x= =o o  

holds for all .x J∈ Throughout this paper, we assume that J is a Euclidean Jordan 
algebra with an identity element .e  

The set of squares of some Euclidean Jordan algebra { }2: |K x x J= ∈ is called a 

symmetric cone. Let 2 : .x x x= o  For any  ,x K∈  x  denotes the unique vector 

such that 2( ) .x x x x= =o  

It is well known that the SCLP problems (1) and (2) are equivalent to [7] the opti-
mality conditions 

                                                       

, ,

, ,

0.

T

Ax b x K

A y s c s K

x s

= ∈

+ = ∈
=

⎧
⎪
⎨
⎪
⎩ o

                                    (3) 
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The algorithm to be discussed here reformulates the optimality conditions (3) as a 
nonlinear system of equations. By applying Newton's method to the system of equa-
tions, one can find a solution of  the SCLP problems (1) and (2). For this purpose,  let 

: J J Jμφ × →  denote the Chen-Harker-Kanzow-Smale (CHKS) smoothing func-

tion [6] 

( ) 2 2, ( ) 4 ,x s x s x s eμφ μ= + − − +  

where Rμ ∈  is the smoothing parameter. It is not difficult to verify 

( )0 , 0 0, , .x s x s x K s Kφ = ⇔ = ∈ ∈o                             (4) 

Let ( , , ) mz x y s J R J= ∈ × ×  and define 

( )
( ) ,

,

T

Ax b

z A y s c

x s
μ

μφ

−⎛ ⎞
⎜ ⎟Φ = + −⎜ ⎟
⎜ ⎟
⎝ ⎠

                                             (5) 

with the parameter .Rμ ∈  By (3) and (4), * :z =  * * *( , , )x y s  is the optimal solu-

tion of (1) and (2) if and only if *z  is a root of the system of equations 0 ( ) 0zΦ = . 

Since the function 0 ( )zΦ  is nonsmooth, it is difficult for us to solve the system of 

equations 0 ( ) 0zΦ = directly. Thus, we can apply Newton's method to the smooth 

system  of equations ( ) 0zμΦ =  and make ( )zμΦ  decrease gradually by reduc-

ing μ  to zero. 

Algorithm 2.1 
Step 0. Choose , , (0,1)σ δ γ ∈  and 0 (0, ).μ ∈ ∞  Let 0 0 0( , , )x y s J∈ ×  

mR J×  be an arbitrary point and 0 0 0 0: ( , , ).z x y s=  Choose 0β > such that 

0 0.( )zμ βμΦ ≤ Set : 0.k =  

Step 1. If 0 ( ) 0,kzΦ =  stop. 

Step 2. Compute the search direction ( ,k kz xΔ = Δ   , ) m
k ky s J R JΔ Δ ∈ × ×  by 

solving the linear system of equations 

( ) ( ).
k kk kD z z zμ μΦ Δ = −Φ                                   (6) 

Step 3. Let max{ | 0,1, 2, }l
k lλ δ= = K such that 

                                          ( ) (1 ) ( ) ,
k kk k k k kz z zμ μλ σλΦ + Δ ≤ − Φ             (7) 

and set 1 : .k k k kz z zλ+ = + Δ  

Step 4. Compute max{ | 0,1,2, }l
k lτ γ= = K  such that 
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(1 ) 1( ) (1 ) ,
k k k k kzτ μ β τ μ− +Φ ≤ −                               (8) 

and set 1 : (1 ) .k k kμ τ μ+ = − Set : 1k k= + and go to Step 1. 

To design and analyze Algorithm 2.1, we need the following properties of the func-

tion ( ).zμΦ  

Lemma 2.1. Let : m mJ JR R J Jμ × × ×→ ×Φ  be defined as in (5). Then for 

any 0,μ >  the following results hold. 

(i) The function μΦ  is continuously differentiable everywhere in mJ R J× × with 

its Jacobian 

( )( , , ) ,

( , )( , )

T

Au

D z u w v A w v

D x s u v
μ

μφ

⎛ ⎞
⎜ ⎟Φ = +⎜ ⎟
⎜ ⎟
⎝ ⎠

 

where 

1( , )( [(, ) ) ( )],cu v LD x s u uv x y vμφ −= + − − −o  

2 2: ( ) 4 .c x s eμ= − +  

(ii) If A  has full row rank, ( )D zμΦ  is nonsingular for any .mz RJ J× ×∈  

Proof. By using Theorem 4.2 in [6] and following the proof of Theorem 5.1 in [5], it 
is not difficult to show the conclusions hold. 

Theorem 2.2. If A  has full row rank, Algorithm 2.1 is well-defined. 

Proof. Since 0kμ >  by the algorithm and A  has full row rank, it follows from 

Lemma 2.1 (ii) that ( )
k kD zμΦ  is nonsingular. This demonstrates the well-

definedness of Step 2. By Lemma 2.1 (i) and induction on k , it is not difficult to 
show that Step 3 is well-defined. 

3   Global Convergence 

To analyze the global convergence of Algorithm 2.1, we need the following lemma, 
which may be shown by a simple induction argument. 

Lemma 3.1. Suppose that A  has full row rank. Then  

(i) 0kAx b− → as ;k → ∞  
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(ii) 0T
k kA y s c+ − → as ;k → ∞  

(iii) 1 0 0(1 ) (1 ) 0k kμ τ τ μ−= − − ≥L for any 0;k >  

(iv) ( )
k k kzμ βμΦ ≤  for any 0.k ≥  

Theorem 3.2. Suppose that A  has full row rank and that the iteration sequence 

{ }( , )kkz μ  generated by Algorithm 2.1 has at least one accumulation point. Then 

{ }kμ converges to 0,  and hence any accumulation point of  { }kz  is a solution of 

0 ( ) 0.zΦ =  

Proof. First we show that  { }kμ converges to 0.  Since { }kμ  is monotonically de-

creasing and bounded from below by zero by Lemma 3.1 (iii), it converges to a num-

ber * 0.μ ≥  If * 0,μ = we obtain the desired result. On the contrary, we as-

sume * 0.μ >  Using the fact * 0kμ μ→ >  and Lemma 3.1 (iii), we obtain for all 

sufficiently large k  that 

.lim 0k kτ→∞ =                                                     (9) 

Let *z be an accumulation point of the sequence { }.kz  By taking a subsequence if 

necessary, we assume  

* *lim ( , ) ( , ).k k kz zμ μ→∞ =  

Since 0kλ ≥  for any 0,k ≥  we consider the following two cases separately. 

Case (i). If infim 0,l k kλ→∞ = we have lim 0k kλ→∞ =  by taking a subsequence if 

necessary. Since Φ is continuously differentiable in both z and μ  for any 0μ >  by 

Lemma 2.1, we obtain 

*

*lim ( ) ( ),
kk kz zμ μ→∞ Φ = Φ  *

*lim ( ) ( ).
kk kD z D zμ μ→∞ Φ = Φ  

On the one hand, it follows from Step 4 in Algorithm 2.1 that kτ γ  does not satisfy 

relation (8), i.e., 

(1 ) 1( ) (1 )
k k k k kzτ γ μ β τ γ μ− +Φ > − . 

Taking the limit k → ∞  in the last relation and using (9), we have 

*
* *( ) 0.z                                             (10) 
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On the other hand, the Armijo condition (7) is not satisfied for :k kλ λ δ=  from 

Step 3 in Algorithm 2.1, i.e., 

( ) ( )
( )k k

k

k k k k
k

k

z z z
z . 

Taking the limit k → ∞  in the above relation and using 0,kλ →  we obtain 

* * *
* * *( ) ( ) ( ) .Tz z zD z* 2                         (11) 

By (6), we have 

* *

* * *( ) ( ).D z z z
μ μ

Φ Δ = −Φ  

Using (11), the last relation and the fact (0,1),σ ∈  we have 

*

*( ) 0,z
μ

Φ =  

which is a contradiction to (10). 

Case (ii). If  infim 0,l k kλ→∞ >  there exists a constant 0λ >  such that kλ λ≥  

for all sufficiently large .k  It follows from Corollary 4.1 in [6] that 

                                               ( ) ( ) 2 | |z z                           (12) 

holds for any , 0μ μ′ >  and any .mz RJ J× ×∈  By (7) and Lemma 3.1 (iv), we 

have 

1( ) (1 ) ( ) (1 )
k kk kz z .k                    (13) 

It follows from (12), (13) and Step 4 in Algorithm 2.1 that 

(1 ) 1

1 (1 ) 1

(1 )

( )

( ) ( ) ( )

(1 ) 2 .

k k

k k k k

k k

k

k k

k k k

z

z z 1kz  

This implies ( 2)kτ βσλγ β≥ + holds for all sufficiently large ,k which is a con-

tradiction to (9). 

Combining Case (i) and Case (ii) yields that { }kμ  converges to 0.  

Next we show that *z is a solution of 0 ( ) 0.zΦ =  By Lemma 3.1 (iv), we have 
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( ) .
k kz k                                           (14) 

Similar to Lemma 2.1, it is not difficult to show that Φ is a continuous function in 
both z  and .μ  Then taking the limit k → ∞ in (14) yields 

*
* *

0 ( ) ( ) 0.z z *  

4   Numerical Results 

To see the behavior of Algorithm 2.1, we implemented the smoothing method for 
solving the SCLP in MATLAB 7.0.1. As the interior point algorithm for the SCLP, 
the SDPT3 solver [9] was used for comparison purpose. All the experiments were 
performed on Windows XP system running on a Intel (R) Pentium(R) 4 CPU 3.00 
GHz with 512 MB memory. 

The test problems are randomly generated second-order cone programming 

(SOCP) problems with size 2 100.n m= = Choose 0 0 1.0 ,x s e==  0 0y = ∈  
mR   as initial points. The parameters used in Algorithm 2.1 were 0.2,σ =  

0.9, 0.9δ γ= =  and 

0 0 0min{1, ( ) },z
0 0 0( ) .z

 

We used 6
0 ( ) 10z  

as our stopping criterion. The numerical results in Table 1 

indicate that Algorithm 2.1 is comparable to SDPT3 and hence is promising. 

Table 1. Comparison of Algorithm 2.1 and SDPT3 on SOCPs 

Algorithm 2.1 SDPT3 
Iter Cpu(s) Iter Cpu(s) 
6 0.09 9 0.20 
5 0.07 8 0.10 

6 0.08 8 0.10 
4 0.06 7 0.10 
5 0.07 8 0.10 
5 0.07 8 0.20 

                                       

5   Numerical Results 

Based on the CHKS smoothing function, we propose a smoothing Newton method for 
solving the SCLP. Our algorithm is shown to possess the following good properties: 
(i) if A has full row rank, the algorithm is well-defined and globally convergent; (ii) 
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without any restrictions regarding its starting points, the algorithm solves only one 
linear system of equations at each iteration; (iii) in absence of uniform nonsingularity, 
any accumulation point of the iteration sequence generated by our algorithm is a solu-
tion of the SCLP. 
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Abstract.  Particle Swarm Optimization (PSO) algorithm was developed under 
the inspiration of behavior laws of bird flocks, fish schools and human commu-
nities. In order to get rid of the disadvantages of standard Particle Swarm Opti-
mization algorithm like being trapped easily into a local optimum, this paper 
improves the standard PSO and proposes a new algorithm to solve these prob-
lems. The new algorithm keeps not only the fast convergence speed characteristic 
of PSO, but effectively improves the capability of global searching as well. 
Compared with standard PSO on the Benchmarks function, the new algorithm 
produces more efficient results. 

1   Introduction 

Particle Swarm Optimization (PSO) algorithm [1] was an intelligent technology first 
presented in 1995 by Eberhart and Kennedy, and it was developed under the inspiration 
of behavior laws of bird flocks, fish schools and human communities. If we compare PSO 
with Genetic Algorithms (GAs), we may find that they are all maneuvered on the basis of 
population operated. But PSO doesn't rely on genetic operators like selection operators, 
crossover operators and mutation operators to operate individual, it optimizes the popu-
lation through information exchange among individuals. PSO achieves its optimum 
solution by starting from a group of random solution and then searching repeatedly. Once 
PSO was presented, it invited widespread concerns among scholars in the optimization 
fields and shortly afterwards it had become a studying focus within only several years. A 
number of scientific achievements had emerged in these fields [2] [3] [4]. PSO was 
proved to be a sort of high efficient optimization algorithm by numerous research and 
experiments [5]. This paper improves the disadvantages of standard PSO's being easily 
trapped into a local optimum and presents a new algorithm which proves to be more 
simply conducted and with more efficient global searching capability. 

2   Standards PSO 

PSO was presented under the inspiration of bird flock immigration during the course of 
finding food and then be used in the optimization problems. In PSO, each optimization 
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problem solution is taken as a bird in the searching space and it is called “particle”. 
Every particle has a fitness value which is determined by target functions and it has also 
a velocity which determines its destination and distance. All particles search in the 
solution space for their best positions and the positions of the best particles in the 
swarm. PSO is initially a group of random particles (random solutions), and then the 
optimum solutions are found by repeated searching. In the course of every iteration, a 
particle will follow two bests to renew itself: the best position found for a particle called 
pbest; the best position found for the whole swarm called gbest. All particles will de-
termine following steps through the best experiences of individuals themselves and 
their companions. 

For particle id, its velocity and its position renewal formula are as follows: 

)()()()( 21' idgdbididbidid XPrandXPrandVV −+−+= ηηω  (1)

'' ididid VXX +=  (2)

In here:  ω  is called inertia weight, it is a proportion factor that is concerned with 
former velocity, 10 << ω ,  1η and 2η are constants and are called accelerating fac-
tors, normally 1η = 2η =2; ()rand are random numbers, idΧ represents the position of 
particle id ; idV represents the velocity of particle id ; idΡ , gdΡ represent separatively 
the best position particle id has found and the position of the best particles in the whole 
swarm. 

In formula(1), the first part represents the former velocity of the particle, it enables 
the particle to possess expanding tendency in the searching space and thus makes the 
algorithm be more capable in global searching; the second part is called cognition part, 
it represents the process of absorbing individual experience knowledge on the part 
of  the particle; the third part is called social part, it represents the process of learning 
from the experiences of other particles on the part of certain particle, and it also shows 
the information sharing and social cooperation among particles. 

The flow of PSO can briefly describe as following: First, to initialize a group of 
particles, e.g. to give randomly each particle an initial position Xi and an initial velocity 
Vi, and then to calculate its fitness value f. In every iteration, evaluated a particle's 
fitness value by analyzing the velocity and positions of renewed particles in formula (1) 
and (2). When a particle finds a better position than previously, it will mark this coor-
dinate into vector P1, the vector difference between P1 and the present position of the 
particle will randomly be added to next velocity vector, so that the following renewed 
particles will search around this point, it's also called in formula (1) cognition com-
ponent. The weight difference of the present position of the particle swarm and the best 
position of the swarm Pgd will also be added to velocity vector for adjusting the next 
population velocity. This is also called in formula (1) social component. These two 
adjustments will enable particles to search around two bests. 

The most obvious advantage of PSO is that the convergence speed of the swarm is 
very high, scholars like Clerc [6] has presented proof on its convergence. Here a fatal 
weakness may result from this characteristic. With constant increase of iterations, the 
velocity of particles will gradually diminish and reach zero in the end. At this time, the 
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whole swarm will be converged at one point in the solution space, if gbest particles 
haven't found gbest, the whole swarm will be trapped into a local optimum; and the 
capacity of swarm jump out of a local optimum is rather weak. The probability of the 
occurrence is especially high so far for multi-peaks functions, we have test the algo-
rithm for the multi-peaks functions to verify these. In order to get through this disad-
vantage, in this paper we presents a new algorithm based on PSO. 

3   A New Algorithm Based on PSO 

In the standard PSO algorithm, the convergence speed of particles is fast, but the ad-
justments of cognition component and social component make particles search around 
Pgd and Pid. According to velocity and position renewal formula, once the best indi-
vidual in the swarm is trapped into a local optimum, the information sharing mecha-
nism in PSO will attract other particles to approach this local optimum gradually, and in 
the end the whole swarm will be converged at this position. But according to velocity 
and position renewal formula (1), once the whole swarm is trapped into a local opti-
mum, its cognition component and social component will become zero in the end; still, 
because 10 << ω  and with the number of iteration increase, the velocity of particles 
will become zero in the end, thus the whole swarm is hard to jump out of the local 
optimum and has no way to achieve the global optimum. In order to avoid being 
trapped into a local optimum, the new PSO adopts a new information sharing mecha-
nism. We all know that when a particle is searching in the solution space, it doesn't 
know the exact position of the optimum solution. But we can not only record the best 
positions an individual particle and the whole swarm have experienced, we can also 
record the worst positions an individual particle and the whole swarm have experi-
enced, thus we may make individual particles move in the direction of evading the 
worst positions an individual particle and the whole flock have experienced, this will 
surely enlarge the global searching space of particles and enable them to avoid being 
trapped into a local optimum too early, in the same time, it will improve the possibility 
of finding gbest in the searching space. In the new strategy, the particle velocity and 
position renewal formula are as follows: 

)()()()( 21
'

gdwididwididid PXrandPXrandVV −+−+= ηηω  (3)

'' ididid VXX +=  (4)

In here: idwΡ , gdwΡ  represent the worst position particle id has found and the worst 
positions of the whole swarm has found. 

In standard PSO algorithm, the next flying direction of each particle is nearly 
definite, it can fly to the best individual and the best individuals for the whole 
swarm. From the above conclusion we may easily to know it will be the danger for 
being trapped into a local optimum. In order to decrease the possibility of being 
trapped into the local optimum, the new PSO introduces genetic selection strategy: 
To set particle number in the swarm as m, father population and son population add 
up to 2m. To select randomly q pairs from m; as to each individual particle i, if the 
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fitness value of i is smaller than its opponents, i will win out and then add one to its 
mark, and finally select those particles which have the maximum mark value into 
the next generation. The experiments conducted show that this strategy greatly 
reduces the possibility of being trapped into a local optimum when solving certain 
functions. The flow of the new PSO is as follows: 

Step 1: to initialize randomly the velocity and position 
of particles; 

Step 2: to evaluate the fitness value of each particle; 

 Step 3: as to each particle, if its fitness value is smaller 
than the best fitness value idbΡ , renew the best position 

idbΡ  of particle id ; or else if its fitness value is bigger 
than the worst fitness value idwΡ , renew idwΡ ; 

 Step 4: as to each particle, if its fitness value is smaller 
than the best whole swarm fitness value gdbΡ , renew the best 
fitness value gdbΡ  of particle id ; or else if bigger than 
the worst whole swarm fitness value gdwΡ , renew gdwΡ ; 

Step 5: as to each particle,  

1) To produce new particle t  by applying formula (1) (2), 

2) To produce new particle 't  by applying formula (3) (4), 

3) To make a comparison between t and t' and then select 
the better one into the next generation; 

Step 6: to produce next generation particles according to 
the above genetic selection strategy; 

Step 7: if all the above steps satisfy suspension needs, 
suspend it; or turn to Step 3. 

4   Experiment and Results 

In order to verify the validity of the new algorithm, we using eight benchmarks function 

to verify the effectiveness of improvement. Specific details of the test function see table 

1. In the table 1, n behalf of the dimension number of the function, S behalf of the range 

of variables, minf  behalf of the minimization of the function.  

In order to compare the standard PSO and the new algorithm performance of these 
two algorithms, the two algorithms of the same experimental parameters set. Each 
function in table 1 is run 50 times with the two algorithms, their experimental results 
such as table 2.  
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Table 1. Test Function 
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By analyzing the experimental results we know, in solving function 1f , 5f  

and 8f , use PSO algorithm is easily into local optimum, but uses the new algo-

rithm, functions convergence soon, and finds a better solution, the average fitness 

and the best fitness was both superior to PSO algorithm. For the function 2f , the 

new algorithm and PSO all can find the global optimum, these two algorithms for 

this test function is very effective. For function 6f , two algorithms can find the best 

solutions are the same (see table 2), but the new algorithm’s convergence speed 

faster than the PSO, and the new algorithm to get the best value of the average is 

better than PSO algorithm.  

In sum, we can see that in solving function 1f , 5f , 6f  and 8f , the new algorithm more 
efficient than PSO algorithm, in solving other functions, the performance almost same 
of the two algorithms. In short, this new algorithm has the following values: better 
global search capability and faster convergence, so the information sharing mechanism 
is effective. 
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Table 2. New algorithm and PSO experiments 

Function Algorithm Best Value Worst Value Average 
Value 

Standard 
deviation 

PSO 1495.71 7032.89 4224.775 201.038 )(1 xf  
New 4.13731 

E-26 
1.0882E-24 4.46015E-26 2.28015E-26 

PSO 0 0 0 0 )(2 xf  
New 0 0 0 0 
PSO 0.00177 

094 
0.00833963 0.004630085 0.000210055 )(3 xf  

New 0.00193 
565 

0.0103595 0.004941903 0.000259903 

PSO 0 0.00971591 0.005246591 0.000684817 )(4 xf  
New 1.41681 

E-07 
0.00971591 0.003697618 0.000509981 

PSO 72.5069 123.954 101.410452 1.52289 )(5 xf  
New 2.18559 

E-12 
8.63194E-25 0.010377 0.00177512 

PSO -3.19744E-
14 

4.4229 1.306447538 0.148418 )(6 xf  

New -3.19744E-
14 

1.50229 0.27769 0.0749509 

PSO 1.84889E-2
8 

8.63194E-25 4.59643E-26 1.83991E-26 )(7 xf  

New 2.55147E-2
8 

1.20401E-23 3.46992E-25 2.41678E-25 

PSO -5038.62 -3233.13 -4005.02 54.0123 )(8 xf  
New -9535.19 -8203.56 -8741.27 45.1661 

5   Conclusion 

This paper introduce a new algorithm based on the standard PSO algorithm, for the 
standard PSO algorithm the new algorithm has done two improvements: 1. By intro-
ducing a new information sharing mechanism, make particles moved on the contrary 
direction of the worst individual positions and the worst whole swarm positions, thus 
enlarge global searching space and reduce the possibility of particles to be trapped into a 
local optimum; 2. By introducing genetic selection strategy, decreased the possibility of 
being trapped into a local optimum. Compared with the standard PSO algorithm, the new 
algorithm enlarges the searching space and the complexity is not high.  By analyzing the 
testing results of eight Benchmarks optimization, we reach the conclusion: in the opti-
mization precision and the optimization speed, the new algorithm is efficiency than the 
standard PSO algorithm and the new algorithm is more efficient than PSO in coping with 
function optimization problems.  
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Abstract. Clustering is a core problem in data mining and machine learning
though it is widely applied in many fields. Recently, it is very popular to use
the evolutionary algorithm to solve the problem. This paper proposes an auto-
matic clustering differential evolution (DE) technique for the problem. This ap-
proach can be characterized by (i) proposing a modified point symmetry-based
cluster validity index (CVI) as a measure of the validity of the corresponding
partitioning, (ii) using the Kd-tree based nearest neighbor search to reduce the
complexity of finding the closest symmetric point, and (iii) employing a new
representation to represent an individual. Experiments conducted on 6 artificial
data sets of diverse complexities indicate that this approach is suitable for both
the symmetrical intra-clusters and the symmetrical inter-clusters. In addition, it
is able to find the optimal number of clusters of the data. Furthermore, based on
the comparison with the original point symmetry-based CVI, this proposed point
symmetry-based CVI shows better performance in terms of the F-measure and
the number of clusters found.

1 Introduction

Clustering is the unsupervised classification of objects (patterns) into different groups,
or more precisely, the partitioning of a data set into subsets (clusters), so that the data
in the same clusters is similar and the data in different clusters is dissimilar according
to some defined distance measure. Data clustering is a common technique for statistical
data analysis, which is used in many fields, including machine learning, data mining,
pattern recognition, image analysis, and bioinformatics [1], [2].

Clustering techniques may broadly be divided into two categories: hierarchical and
partitional clustering [3], [4]. Hierarchical clustering algorithms generate a cluster tree
by using heuristic splitting or merging techniques. Algorithms that use splitting to gen-
erate the cluster tree are called divisive. On the other hand, the more popular algorithms
that use merging to generate the cluster tree are called agglomerative [2]. There are
two main advantages of the hierarchical clustering algorithms: i) the number of clusters
need not to be specified a priori, and ii) they are independent of the initial conditions [2].
However, the main drawbacks of these algorithms are: i) they are static; that is, data
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points assigned to a cluster can not move to another cluster; ii) they may fail to sepa-
rate overlapping clusters due to a lack of information about the global shape or size of
the clusters; and iii) they are computationally expensive. On the other hand, partitional
clustering algorithms try to decompose the data set directly into a set of disjoint clusters.
They try to optimize certain criteria. The advantages of the hierarchical algorithms are
the disadvantages of the partitional algorithms, and vice versa. Two extensive surveys
of the clustering algorithms can be found in [1] and [2].

Since a priori knowledge is generally not available, it is difficult to estimate the
exact number of clusters from the given data set. Recently, many automatic clustering
algorithms based on evolutionary algorithms (EAs) have been introduced [5], [6], [7],
[8], etc. Based on some clustering validity index (CVI) [9], these techniques are more
efficient than the traditional method.

Differential evolution (DE) [10] algorithm is a novel evolutionary algorithm for
faster optimization, which mutation operator is based on the distribution of solutions
in the population. Among DE’s advantages are its simple structure, ease of use, speed
and robustness. Based on the successful applications of DE [11], [12] in many fields,
some researchers adopted it to solve the clustering problems [13], [14], [7]. Experi-
mental results have shown that the DE-based clustering algorithms can provide higher
performance than GA-based clustering algorithms. However, the work of using DE for
clustering problems is still preliminary. In addition, most of the previous work need to
give the number of clusters in advance.

In this paper, in order to automatically determine the optimal number of clusters
in the data set, we propose an automatic clustering DE technique based on the point
symmetry-based CVI. Our approach is referred as ACDEPS. It is characterized by (i)
proposing a modified point symmetry-based cluster validity index (CVI) as a measure
of the validity of the corresponding partitioning, (ii) using the Kd-tree based nearest
neighbor search to reduce the complexity of finding the closest symmetric point, and
(iii) employing a new representation to represent an individual.

The remainder of this paper is organized as follows. In Section 2, we briefly intro-
duce the clustering problem definition and the DE algorithm. Our proposed approach is
presented in detail in Section 3. In Section 4, we verify our approach through 6 artificial
data sets of diverse complexities. The last section, Section 5, is devoted to conclusions
and future work.

2 Preliminary

2.1 Problem Definition

Generally, a clustering problem can be formally defined as follows [2]: Given a data set
X = {x1, x2, · · · , xn}, where n is the number of patterns in X , xi is a pattern in a
d-dimensional feature space, then the clustering of X is the partitioning of X into k
clusters {C1, C2, · · · , Ck} satisfying the following conditions:

– Each pattern should be assigned to a cluster, i.e. ∪k
i=1Ci = X .

– Each cluster has at least one pattern assigned to it, i.e. Ci �= φ, for i = 1, 2, · · · , k.
– Each pattern is assigned to one and only one cluster (in case of hard clustering

only), i.e. Ci ∩ Cj = φ, for i = 1, 2, · · · , k, j = 1, 2, · · · , k, and i �= j.
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2.2 Differential Evolution

The DE algorithm [10] is a simple EA that creates new candidate solutions by combin-
ing the parent individual and several other individuals of the same population. A can-
didate replaces the parent only if it has better fitness. This is a rather greedy selection
scheme that often outperforms traditional EAs. In addition, DE is a simple yet powerful
population-based, direct search algorithm with the generation-and-test feature for glob-
ally optimizing functions using real-valued parameters. Among DE’s advantages are
its simple structure, ease of use, speed and robustness. Due to these advantages, it has
many real-world applications, such as data mining [15], [7], pattern recognition, digital
filter design, neural network training, etc. [11], [12].

The DE algorithm in pseudo-code is shown in Algorithm 1. d is the number of de-
cision variables, NP is the size of the parent population P , F is the mutation scaling
factor, CR is the probability of crossover operator, U i is the offspring, rndint(1, d) is
a uniformly distributed random integer number between 1 and d, and rndj [0, 1) is a
uniformly distributed random real number in [0, 1). Many schemes of creation of a can-
didate are possible. We use the DE/rand/1/bin scheme (see lines 6 - 13 of Algorithm 1)
described in Algorithm 1 (more details on DE/rand/1/bin and other DE schemes can be
found in [16] and [11]).

Algorithm 1. DE algorithm with DE/rand/1/bin
1: Generate the initial population
2: Evaluate the fitness for each individual
3: while The halting criterion is not satisfied do
4: for i = 1 to NP do
5: Select uniform randomly r1 �= r2 �= r3 �= i
6: jrand = rndint(1, d)
7: for j = 1 to d do
8: if rndj [0, 1) > CR or j == jrand then
9: U i

j = Xr1
j + F × (Xr2

j − Xr3
j )

10: else
11: U i

j = Xi
j

12: end if
13: end for
14: Evaluate the offspring U i

15: if U i is better than P i then
16: P i = U i

17: end if
18: end for
19: end while

From Algorithm 1, we can see that there are only three control parameters in this
algorithm. These are NP , F and CR. As for the terminal conditions, one can either
fix the maximum number of fitness function evaluations (NFFEs) Max NFFEs or the
precision of a desired solution VTR (value to reach).
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2.3 Point Symmetry-Based Distance Measures

In natural senses, symmetry is one of the basic feature of shapes and objects, and hence,
it is reasonable to assume some kinds of symmetry exist in the structures of clusters.
Based on this idea, some symmetry-based distance measures are proposed in literature
recently [17], [18], [19]. Since in this work we only employ the point symmetry-based
distance measure proposed in [19], we will briefly discuss this measure in the following.

Recently, Bandyopadhyay and Saha proposed a genetic clustering technique based
on a new point symmetry-based distance measure [19]. In addition, they adopted the
Kd-tree based nearest neighbor search method to reduce the complexity of finding the
most symmetrical point. The proposed point symmetry-based distance measure is de-
fined by

dps(xi, ct) =
d1 + d2

2
× de(xi, ct) (1)

where de(xi, ct) is the Euclidean distance between the pattern xi and the cluster cen-
troid ct, d1 and d2 are the first and the second unique nearest neighbors of the symmet-
rical point (i.e. 2 × ct − xi) of xi with respect to a particular center ct, respectively. To
reduce the complexity of finding d1 and d2, an ANN search using the Kd-tree method
is used. After applying the genetic clustering technique based on point symmetry dis-
tance measure (GAPS) to different types of data sets, they concluded that the GAPS
method is able to detect any type of clusters as long as they possess the characteristic
of symmetry.

In [19], the authors pointed out that the complexity of assigning the points to the
different clusters is O(kn2) when adopting the point symmetry-based distance measure.
In order to reduce the complexity, the Kd-tree based nearest neighbor search technique,
which reduces the complexity from O(kn2) to O(kn log (n)), is adopted. ANN is a
library written in C++ [20], which supports data structures and algorithms for both
exact and approximate nearest neighbor searching in arbitrarily high dimensions.

2.4 Point Symmetry-Based CVI

For automatic clustering techniques, there are two fundamental questions that need to
be addressed: i) how many clusters are actually present in the data, and ii) how real or
good is the clustering itself [9]. To measure the goodness of the clustering result, the
cluster validity index (CVI) is used to evaluate the results of a clustering algorithm on
a quantitative basis. In [8], they proposed a point symmetry-based CVI and defined as:

Sym(k) =
(1

k
× 1

ξk
× Dk

)
(2)

Where,

ξk =
k∑

i=1

Ei (3)

such that
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Ei =
ni∑

j=1

d∗ps(x
i
j , ci) (4)

and
Dk = maxk

i,j=1 ‖ ci − cj ‖ (5)

k is the number of clusters. Dk is the maximum Euclidean distance between two cluster
centers among all pairs of centers. d∗ps(xi

j , ci) is computed by Equation 1 with some
constraint. Here, the first knear nearest neighbors of 2 × ci − xj will be searched
among only those points with are in cluster i. The objective is to maximize this index
in order to obtain the actual number of clusters. More details about this index can be
found in [8].

3 Our Approach: ACDEPS

As above-mentioned, DE is a simple and versatile global optimizer. The DE-based
clustering algorithms can provide higher performance than GA-based clustering algo-
rithms [13]. Motivated by this idea, in this work, we propose an automatic clustering
DE approach for the clustering problems. Our approach is referred as ACDEPS, i.e.,
Automatic Clustering DE based on Point Symmetry-based measure. It is explained in
detail in the following subsections.

3.1 Individual Representation

In our approach, the individual representation proposed in [7] is used. For n data points,
each d dimensional, and for a maximum number of clusters kmax =

√
n [6], an indi-

vidual is a vector of real numbers of dimension kmax + kmax × d. It is defined as:

Xi =
(
Ti,1, Ti,2, · · · , Ti,kmax , ci,1, ci,2, · · · , ci,kmax

)T
(6)

Where the first kmax entries are positive floating-point numbers in [0, 1], each of which
controls whether the corresponding cluster is to be used or not. Only if Ti,j > 0.5,
then the j-th cluster center in the i-th individual is active. The rest entries are the d-
dimensional cluster centers.

3.2 Modified Point Symmetry-Based CVI

From Equation 2 we can see that Sym-index is a composition of three factors, 1/k,
1/ξk, and Dk. The first factor increases as k decreases. The second and the third factors
decrease as k decreases. Since the Sym-index needs to be maximized for optimal clus-
tering, only the first factor prefers to decrease k. While the other two factors prefer to
increase k. Thus, in the beginning of the evolutionary process, the individuals prefer to
find more clusters. In order to make the algorithm find the optimal cluster centers faster
and then obtain the optimal partitioning, in this work, we propose a modified point
symmetry-base CVI, where the k is penalized dynamically. It is described as follows.
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Sym′(k) =
( 1

k′ ×
1
ξk

× Dk

)
(7)

Here, 1/ξk and Dk are defined by Equations 3 and 5, respectively. k′ is defined as:

k′ = k2t

(8)

and
t = 1.0 − α × gen

Gmax
(9)

where gen is the current generation number. Gmax is the maximum generations. α ≥ 1
is a constant; it controls the dynamic penalty of k. When α = 1, it means that k is
penalized in the entire evolution, except for the last generation. When α = 2, it indicates
that k is penalized if gen < 0.5 × Gmax; while when gen ≥ 0.5 × Gmax, k is not
penalized, i.e. k′ = k. Based on the penalized dynamic Sym′-index, the algorithm is
able to avoid finding too more clusters in the beginning of the evolutionary process.

3.3 Avoiding Erroneous Individuals

In our approach, calculation of the Sym′-index needs to find the first and the second
symmetrical points. In this work, the Kd-tree based nearest neighbor search method
is employed to find the two points, and hence, there are at least two data points for
each cluster. For an individual if any cluster has fewer than two dada points in it, the
individual is reinitialized to k randomly selected points from the data set. After the
special individual is reinitialized, all data points are reassigned to this individual.

Furthermore, when a new offspring is created according to DE/rand/1/bin strategy as
shown in Algorithm 1, if some Ti,j in the offspring is greater than 1 or less than 0, it
is forcefully fixed to 1 or 0, respectively. If the number of Ti,j ≥ 0.5 is less than 2, we
randomly select two Ti,j and reinitialize them to a random value in [0.5, 1.0]. Thus, the
minimum number of clusters is 2.

4 Experimental Results and Analysis

To evaluate the performance of our approach, we test the ACDEPS approach for both
Sym′-index and Sym-index, then the two methods are referred to as ACDEPS1 and
ACDEPS2, respectively. Moreover, we compare the two ACDEPS methods with GCUK
proposed in [5]1. To make a fair comparison, in GCUK, the Sym′-index and Sym-index
are also used; they are referred to as GCUK1 and GCUK2, respectively.

4.1 Experimental Setup

In our proposed approach, there are four parameters to be specified: i) the population
size NP , ii) the crossover probability CR, iii) the maximum number of generations

1 Since we can not obtain the VGAPS method [8] code, we don’t make a comparison with
VGAPS.
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Gmax, and iv) the dynamic control factor α. In the original DE, the scaling factor F re-
quires to be specified in advance. However, in this work, the dither technique is used to
avoid tuning this parameter, where F is uniformly distributed random number generated
from [0.0, 1.0]. The reason is that the dither technique can improve the performance of
DE [11], [12]. Moreover, it can avoid tuning this parameter for the user. For all experi-
ments, we use the following parameters unless a change is mentioned. For GCUK, the
parameter settings are used as mentioned in [5].

– Population size: NP = 100;
– Crossover probability: CR = 0.3;
– DE scheme: DE/rand/1/bin;
– Dynamic control factor: α = 2.0;
– Maximum generations: Gmax = 30.

In our experiments, each data set is optimized over 10 independent runs. We also use
the same set of initial random populations to evaluate different algorithms. All the algo-
rithms are implemented in standard C++ and the experiments are done on a P-IV (Core
2) 2.1 GHz laptop with 1.0 GB RAM under WIN-XP platform.

4.2 Data Sets

In order to validate the performance of ACDEPS, we have carried out different experi-
ments using a test suite, which consists of 6 artificial data sets of diverse complexities
chosen from literature. They are artificial data sets and are briefly described as follows.

– data1: This data set has been used in [8]. It consists of two crossed ellipsoid shells,
where each ellipsoid shell contains 200 data points.

– data2: This data set, used in [17], [19], [8], is a combination of ring-shaped, com-
pact and linear clusters. It contains 350 data points.

– data3: This data set, used in [19], contains 400 data points and three clusters, which
consists of a ring-shaped cluster, a rectangular cluster and a linear cluster.

– data4: This data set, used in [19], [8], is in 3-d space, and has 4 hyper-spherical
disjoint clusters. The total number of points is 400.

– data5: This data set has 6 different clusters in 2-d space. It contains 300 data points
used in [19] and [8].

– data6: This data set, used in [8], contains 850 data points distributed on five
clusters.

4.3 Performance Criteria

To compare the performance of the four algorithms, three performance criteria are se-
lected to evaluate the performance of the algorithms. These criteria are described as
follows.

– F-measure: F-measure [21] is associated to the information retrieval field, recall
and precision are measures that give us some idea of how well a clustering algo-
rithm is identifying the classes present in the data set. In the context of classifica-
tion, recall is define as r(i, j) = nij/ni where nij is the number if items of class
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Table 1. Comparison of the F-measure value for the four algorithms after 3, 000 NFFEs. Where
“Mean” indicates the mean f-measure values found in the last generation; “Std Dev” stands for
the standard deviation. The best results are highlighted in Bold face.

Dataset
ACDEPS1 GCUK1 ACDEPS2 GCUK2

Mean Std Dev SR Mean Std Dev SR Mean Std Dev SR Mean Std Dev SR

data1 0.982 0.015 1.0 0.084 0.266 0.1 0.492 0.519 0.5 0.000 0.000 0.0
data2 0.942 0.021 1.0 0.645 0.453 0.7 0.762 0.402 0.8 0.278 0.448 0.3
data3 0.999 0.001 1.0 1.000 0.000 1.0 0.300 0.482 0.3 0.100 0.316 0.1
data4 1.000 0.000 1.0 0.300 0.483 0.3 1.000 0.000 1.0 0.899 0.316 0.9
data5 1.000 0.000 1.0 0.800 0.242 0.0 1.000 0.000 1.0 0.900 0.316 0.9
data6 0.365 0.472 0.4 0.699 0.482 0.7 0.197 0.415 0.2 0.690 0.477 0.6

Table 2. Comparison of the number of clusters found by the four algorithms after 3, 000 NFFEs.
Where “Mean” indicates the mean number of clusters found in the last generation; “Std Dev”
stands for the standard deviation. The best results are highlighted in Bold face.

Dataset
ACDEPS1 GCUK1 ACDEPS2 GCUK2

Mean Std Dev SR Mean Std Dev SR Mean Std Dev SR Mean Std Dev SR

data1 2.000 0.000 1.0 4.200 2.201 0.1 3.100 1.663 0.5 7.200 1.229 0.0
data2 3.000 0.000 1.0 2.700 0.483 0.7 3.200 0.422 0.8 5.600 1.897 0.3
data3 3.000 0.000 1.0 3.000 0.000 1.0 4.400 0.966 0.3 4.800 0.632 0.1
data4 4.000 0.000 1.0 2.600 0.966 0.3 4.000 0.000 1.0 4.100 0.316 0.9
data5 6.000 0.000 1.0 5.800 0.323 0.0 6.000 0.000 1.0 6.100 0.316 0.9
data6 5.800 0.789 0.4 5.200 0.422 0.7 7.000 1.333 0.2 4.100 1.449 0.6

i in cluster j and ni is the number of elements of class i. Precision is defined as
p(i, j) = nij/nj where nj is the number of elements in cluster j. For a class i and
cluster j the F-measure is define by

F (i, j) =
2p(i, j)r(i, j)

p(i, j) + r(i, j)
(10)

The overall F-measure for the classification generated by the clustering algorithm
is give by

F =
k∑

i=1

(ni

n
max

j
F (i, j)

)
(11)

where n is the size of the data set. F is limited to the interval [0, 1] with a value of
1 with a perfect clustering.

– Number of clusters: The number of clusters found of each algorithm in the final
generations. The average value and the standard deviation are calculated over 10
runs.

– Successful rate (SR): If the algorithm can find the actual number of clusters of a
given data set in one run, it means that the algorithm obtains a successful run. The
SR value is the ratio of the successful runs over the total runs.
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Fig. 1. Clustered results of ACDEPS1 for all data sets. (a) data1. (b) data2. (c) data3. (d) data4.
(e) data5. (f) data6. The � indicates the cluster center.
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4.4 Experimental Results

In this section, we compare the performance of the four algorithms. The parameters
used for ACDEPS1, ACDEPS2, GCUK1, and GCUK2 are described above. All data
sets are conducted for 10 independent runs. The experimental results for the four algo-
rithms are shown in Table 1 and Table 2, respectively. And some representative cluster-
ing results are illustrated in Fig. 1.

From Table 1, it can be seen that ACDEPS1 can find the actual number of clusters
for five out of six data sets over all 10 runs. And the average F-measure values for these
five data sets (data1 - data5) are very close to 1.0. It indicates that ACDEPS1 can obtain
the near-optimal partitioning of these data sets. When compared with ACDEPS2, we
can see that ACDEPS1 is superior to ACDEPS2 in terms of both the F-measure and
the success rate. This phenomenon means that our proposed Sym′-index is better than
the original Sym-index when used in the ACDEPS method. Compared the results of
ACDEPS with those of GCUK (ACDEPS1 vs GCUK1, and ACDEPS2 vs GCUK2),
the results show that ACDEPS is better than GCUK on the majority of the data sets.
Except for data6, GCUK performs better than ACDEPS.

From Table 2 we can see that for five data sets (data1 - data5) ACDEPS1 can auto-
matically determine the optimal number of clusters over all 10 runs. It can also obtain
the best results compared with ACDEPS2, GCUK1, and GCUK2.

In addition, from Fig. 1 it is apparent to see that for data1 to data5, ACDEPS1 can
obtain both the optimal number of clusters and their corresponding optimal partitioning.
However, for data6, ACDEPS1 is failed to cluster this data set.

In summary, for the majority of the data sets used in this work, our proposed ACDEPS1
approach is able to automatically determine the optimal number clusters, also it can ob-
tain the optimal partitioning as long as the data sets possess the characteristic of sym-
metry. And the proposed Sym′-index can make the ACDEPS method more robust than
the original Sym-index.

5 Conclusions and Future Work

The DE algorithm is a simple yet powerful evolutionary algorithm for global optimiza-
tion. In this paper, we adopt the DE algorithm for the automatic clustering problem.
To find the optimal number of clusters, we propose a modified Sym′-index, which can
avoid finding too more number of clusters in the beginning of the evolutionary process.
A new individual representation is employed to make DE suitable for the automatic
clustering. In addition, the Kd-tree based nearest neighbor search is used to reduce the
complexity of finding the closest symmetric point.

In order to test the performance of our approach, 6 artificial data sets are chosen from
literature. Experimental results indicate that our proposed ACDEPS1 approach is able
to automatically determine the optimal number clusters, also it can obtain the optimal
partitioning as long as the data sets possess the characteristic of symmetry. Furthermore,
based on the comparison with the original Sym-index, our proposed Sym′-index shows
better performance in terms of the F-measure and the number of clusters found.

In our proposed Sym′-index, an additional parameter α is used to control the dy-
namic penalty of k. It may be problem-dependent. Our future work will conduct further
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experiments, both for the artificial data sets and the real world data sets, to test the
influence of this parameter.
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Abstract. By introducing an adaptive error function, a balanced en-
semble learning had been developed from negative correlation learning.
In this paper, balanced ensemble learning had been used to train a set
of small neural networks with one hidden node only. The experimental
results suggest that balanced ensemble learning is able to create a strong
ensemble by combining a set of weak learners. Different to bagging and
boosting where learners are trained on randomly re-sampled data from
the original set of patterns, learners could be trained on all available
data in balanced ensemble learning. It is interesting to be discovered
that learners by balanced ensemble learning could be just be slightly
better than random guessing even if they had been trained on the whole
data set. Another difference among these ensemble learning methods is
that learners are trained simultaneously in balanced ensemble learning
when learners are trained independently in bagging, and sequentially in
boosting.

1 Introduction

By introducing an adaptive error function, a balanced ensemble learning had
been developed from negative correlation learning [1]. The idea of balanced en-
semble learning is to introduce adaptive learning error functions for different
individual neural networks in an ensemble, in which different individuals could
have different formats of error functions in the learning process, and these error
functions could be changed as well. It is different from previous work in ensemble
learning where error functions are often set to the same or the fixed ones in the
whole learning process. Generally speaking, on learning data where the ensem-
ble has learned well, the error functions in balanced ensemble learning would
be changed to allow the ensemble to have a little larger values in error so that
the ensemble could shift its attention of learning away from these well-learned
data. On other learning data where the ensemble has not yet learned, enlarged
error signals are given to each individual so that the ensemble could focus on
these not-yet-learned data. Through shifting away from well-learned data and
focusing on not-yet-learned data, a good balanced learning could be achieved in
the ensemble.

Different to bagging [2] and boosting [3] where learners are trained on ran-
domly re-sampled data from the original set of patterns, learners could be trained
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on all available patters in balanced ensemble learning. It is interesting to be dis-
covered that learners could be still weak even if they had been trained on the
whole data set. Another difference among these ensemble learning methods is
that learners are trained simultaneously when learners are trained independently
in bagging, and sequentially in boosting. Besides bagging and boosting, many
other ensemble learning approaches have been developed from a variety of back-
grounds [4,5,6,7,8].

For a two-class classification problem, the target values for two classes are
often defined as 1 and 0. However, it is unnecessary to fix the target values to 1
or 0. One target value could be any value larger than 0.5 while the other target
value could be an value smaller than 0.5. The adaptive error function is defined
by shifting the target values away from 1 or 0, and moving the target values
to 0.5. This paper investigated how learners change their behaviors at ensemble
level and individual level with the changes of shifting parameters. Such shifting
parameters also play a similar role of scaling target values. Generally speaking,
when the target values move closer to 0.5, learners by balanced ensemble learning
become weaker

The rest of this paper is organized as follows: Section 2 describes ideas of
balanced ensemble learning. Section 3 display the learning behaviors of balanced
ensemble learning on both ensemble level and individual level. Finally, Section 4
concludes with a summary of the paper.

2 Balanced Ensemble Learning

A balanced ensemble learning was developed by changing error functions in neg-
ative correlation learning (NCL). In NCL, the output y of a neural network
ensemble is formed by a simple averaging of outputs Fi of a set of neural net-
works. Given the training data set D = {(x(1), y(1)), · · · , (x(N), y(N))}, all the
individual networks in the ensemble are trained on the same training data set D

F (n) =
1
M

ΣM
i=1Fi(n) (1)

where Fi(n) is the output of individual network i on the nth training pattern
x(n), F (n) is the output of the neural network ensemble on the nth training
pattern, and M is the number of individual networks in the neural network
ensemble.

The idea of NCL [8] is to introduce a correlation penalty term into the error
function of each individual network so that all the individual networks can be
trained simultaneously and interactively. The error function Ei for individual i
on the training data set D in negative correlation learning is defined by

Ei =
1
N

ΣN
n=1Ei(n) =

1
N

ΣN
n=1

[
1
2
(Fi(n) − y(n))2 − λ

1
2
(Fi(n) − F (n))2

]
(2)

where N is the number of training patterns, Ei(n) is the value of the error
function of network i at presentation of the nth training pattern, and y(n) is
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the desired output of the nth training pattern. The first term in the right side
of Eq.(2) is the mean-squared error of individual network i. The second term
is a correlation penalty function. The purpose of minimizing is to negatively
correlate each individual’s error with errors for the rest of the ensemble. The
parameter λ is used to adjust the strength of the penalty.

The partial derivative of Ei with respect to the output of individual i on the
nth training pattern is

∂Ei(n)
∂Fi(n)

= Fi(n) − y(n) − λ(Fi(n) − F (n))

= (1 − λ)(Fi(n) − y(n)) + λ(F (n) − y(n)) (3)

In the case of 0 < λ < 1, both F (n) and Fi(n) are trained to go closer to the
target output y(n) by NCL. λ = 0 and λ = 1 are the two special cases. At
λ = 0, there is no correlation penalty function, and each individual network is
just trained independently based on

∂Ei(n)
∂Fi(n)

= Fi(n) − y(n) (4)

At λ = 1, the derivative of error function is given by

∂Ei(n)
∂Fi(n)

= F (n) − y(n) (5)

where the error signal is decided by F (n)−y(n), i.e. the difference between F (n)
and y(n). For the classification problems, it is unnecessary to have the smallest
difference between F (n) and y(n). For an example of a two-class problem, the
target value y on a data point can be set up to 1.0 or 0.0 depend on which class
the data point belongs to. As long as F is larger than 0.5 at y = 1.0 or smaller
than 0.5 at y = 1.0, the data point will be correctly classified.

In balanced ensemble learning, the error function for each individual on each
data point is defined based on whether the ensemble has learned the data point
or not. If the ensemble had learned to classify the data point correctly, a shifting
parameter β with values of 0 ≤ β ≤ 0.5 could be introduced into the derivative
of error function in Eq.(refrelation) for each individual

∂Ei(n)
∂Fi(n)

= F (n) − |y(n) − β| (6)

Otherwise, an enforcing parameter α with values α ≥ 1 would be added to the
the derivative of error function for each individual

∂Ei(n)
∂Fi(n)

= α(F (n) − y(n)) (7)

By shifting and enforcing the derivative of error function, the ensemble would
not need to learn every data too well to prevent from learning hard data points
too slowly.
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3 Experimental Results

3.1 Experimental Setup

Two real-world problems, i.e. the Australian credit card assessment problem and
the heart disease problem, were tested. The two data sets were obtained from
the UCI machine learning benchmark repository. It is available by anonymous
ftp at ics.uci.edu (128.195.1.1) in directory /pub/machine-learning-databases.

The Australian credit card assessment data set is to assess applications for
credit cards based on a number of attributes. There are 690 cases in total. The
output has two classes. The 14 attributes include 6 numeric values and 8 discrete
ones, the latter having from 2 to 14 possible values.

The purpose of the heart disease data set is to predict the presence or absence
of heart disease given the results of various medical tests carried out on a patient.
This database contains 13 attributes, which have been extracted from a larger set
of 75. The database originally contained 303 examples but 6 of these contained
missing class values and so were discarded leaving 297. 27 of these were retained
in case of dispute, leaving a final total of 270. There are two classes: presence
and absence (of heart disease).

10-fold cross-validation were used in both the Australian credit card data
set and the heart disease data set. 5 runs of 10-fold cross-validation had been
conducted to calculate the average results. In another word, 50 runs for each of
data sets had been executed in estimating average results.

The ensemble architecture used in the experiments has 50 networks. Each in-
dividual network is a feedforward network with one hidden layer and one hidden
node only. The number of training epochs was set to 2000.

3.2 Results of Balanced Ensemble Learning

Balanced ensemble learning had been examined under different values of shifting
parameter β from 0 to 0.4, in which NCL is the special case of balanced ensemble
learning with β = 0. In the results of balanced ensemble learning discussed in
this section, enforing parameter α was set to 1.

Table 1 presented the average results of error rates of the learned ensembles
consisting of 50 small neural networks by balanced ensemble learning after 2000
training epochs over 5 runs of 10-fold cross-validation on the Australian credit
card data set and the heart disease data set. The average results of error rates

Table 1. Average of error rates of the learned ensembles by balanced ensemble learning
from 50 runs on the Australian credit card data set and the heart disease data set

0 0.1 0.2 0.3 0.4
Train Test Train Test Train Test Train Test Train Test

Card 0.081 0.135 0.067 0.139 0.053 0.138 0.027 0.141 0.015 0.140
Heart 0.062 0.105 0.044 0.079 0.024 0.068 0.011 0.055 0.004 0.041
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Fig. 1. Learning behaviors of balanced ensemble learning with β from 0 to 0.4 at both
ensemble and individual levels on the training set of the Australian credit card data set
(left) and the heart disease data set (right). (a) Average error rate of learned ensemble;
(b) Average error rate of individual networks; (c) Average overlapping rates of output
between every two individual networks in the ensemble.
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Fig. 2. Learning behaviors of balanced ensemble learning with β from 0 to 0.4 at both
ensemble and individual levels on the testing set of the Australian credit card data set
(left) and the heart disease data set (right). (a) Average error rate of learned ensemble;
(b) Average error rate of individual networks; (c) Average overlapping rates of output
between every two individual networks in the ensemble.
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of the learned ensembles with different shifting parameters through the learning
process are also shown in in Figures 1 and 2.

With larger shifting parameters β, balanced ensemble learning could learn
much better on training set. For example, with increasing β from 0 to 0.4, the
error rate was reduced from 8.1% to 1.5% on the training set for the Australian
credit card data set, and from 6.2% to 0.4% on the training set for the heart
disease data set. Not only had balanced ensemble learning dramatically reduced
the error rates on the training set, but also maintained comparable or better
generalization on the testing sets of two data sets. That is, balanced ensemble
learning is capable of improving performance of the learned ensemble on both
the training set and the testing set.

By observing the learning process in Figures 1 and 2, balanced ensemble
learning with larger shifting parameters was faster on the training set for both
data sets. On the testing set, balanced ensemble learning performed a little worse
with increased shifting parameters on the Australian credit card data while it
kepts its better performance on the heart disease data.

3.3 Weak Learners by Balanced Ensemble Learning

After knowing the performance of the learned ensemble, it would be interesting
to examine each individual neural network in the ensemble. Two values were
measured among the individual networks, including the average error rates of
individual networks and the average overlapping rates of output between every
two individual networks. The first value represents the average performance of
individuals, while the second value shows how similar those individuals are. The
overlapping rate with value 1 means that every two learners have the same
classification on the measured data points, while the overlapping rate with value
0 implies that every two learners give the different classification on the measured
data points.

The changes of the average error rates of individual networks and the average
overlapping rates on both the training set and the testing set through the learning
process are shown in Figures 1 and 2. When the shifting parameter increased
from 0 to 0.4, the error rates of individuals jumped to nearly 50% while the
overlapping rates dropped to 50%. It suggests that the individuals could be just
slightly better than the random guessing in balanced ensemble learning. When
the individual learners became so weak, they were also almost independent.

4 Conclusions

Although negative correlation learning was developed to create negatively cor-
related learners for regression tasks, such negatively correlated learners had not
been able to generated by negative correlation learning on classification prob-
lems. Actually, for classification problems, the individual networks in the learned
ensemble by negative correlation learning are likely positive. By shifting target
values, balanced ensemble learning is able to create a set of neural networks that
are nearly independent.
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By shifting target values only, balanced ensemble learning could generate weak
learners without re-sampling. Because of re-sampling at the same probability
from the training data in bagging, learners generated by bagging could likely
be so positive that their combined ensemble might not perform well on training
data. Therefore, bagging might lead to underfitting. Boosting could guarantee
to reach nearly perfect performance on training data. However, usually only a
few learners had been created in boosting for the practical problems. These few
learners by boosting are often much better than random guessing, and therefore
not so weak. In contrast, weak learners by balanced ensemble learning could be
just slightly better than random guess while their combined ensemble could be
rather strong.
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Abstract. Variogram is a basic tool of geostatistics, used to describe the ran-
domicity and structural property of regionalized variable. While estimating 
variogram parameters is the basic issue of spatial statistics analysis. Estimate of 
the parameters is always made by using the theoretical variogram model to fit 
experimental variogram model. However, it is difficult to obtain the optimiza-
tion results because the theoretical variogram is not successively derivable if 
traditional numerical algorithm is used. Differential evolution algorithm is a 
new evolution algorithm which adopts real number encoding format and has a 
fast convergence. In this paper, it is the first time to use differential evolution 
algorithm to estimate variogram parameters. Orthogonal experiments are con-
ducted to ensure the diversity of initial species. The results illustrate that the 
approach of DE can work out the problem with fast convergence, strong opti-
mization and excellent stability.  

Keywords: geostatistics; variogram; parameters estimation; orthogonal differ-
ential evolution algorithm. 

1   Introduction 

Geostatistics is a branch of geology that deals with the analysis of mining processes 
through mathematical models. It is currently applied in disciplines such as petroleum 
geology, hydrogeology, meteorology and other fields of agriculture (esp. in precision 
farming). Geostatistics study on the spatial distribution which is random and pos-
sesses the structural phenomenon by regionalized variable theory and variogram. 
Variogram is a basic tool of geostatistics, which is used to describe the randomicity 
and structural property of regionalized variable. It is the basic question of spatial 
statistical analysis to determine the parameters of variogram, which is a prerequisite 
for the realization of Kriging interpolation. 

In practice, it is difficult to carry out structural analysis by using the experimental 
variogram directly because the value of variogram changes dramaticly when the dis-
tance or direction of space changes. However, it is very difficult to fit parameter because 
the theoretical variogram is non-continuous derivative. According to the experimental 
variogram curve characteristics, traditional research methods usually give full consid-
eration to the basis of geological factors and select an appropriate theoretical variogram 
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to determine the parameters by hand-fitting. But this method is the lack of a unified 
objective criteria. Wang Renduo proposed weighted polynomial regression method to fit 
the parameters of theoretical variogram model. But it required determine weights by 
manual methods and fit nested model successively[1]. Jiao Xiguo and Liu Chao made 
use of the non-negative solutions theory of linear equations to fit parameters of theoreti-
cal variogram model[2]. It is difficult to obtain ideal optimization results by using of 
traditional numerical algorithm for complex function optimization problems. In recent 
years, Huang Shifeng and Jin Juliang adopted the accelerated genetic algorithm to im-
plement parameter estimation of variogram, which have achieved good results. But the 
genetic algorithm easy to premature convergence and slow convergence in the complex 
optimize issues and the efficiency is weakened especially when the optimize parameters 
are interrelated significantly[3]. 

Differential evolution algorithm (referred to as DE) is a rapid evolutionary algo-
rithm based on the difference between groups, which was proposed by Rainer Storn 
and Kenneth Price in 1995[4]. The algorithm uses real-coded and guides the search of 
new individual by using of the differential information of individual. DE algorithm 
can avoid local optimization by the unique mutation operation. Compared with the 
basic genetic algorithm, DE algorithm has the characteristics of simple structure, easy 
implementation, robustness and so on. In this paper we use orthogonal experiment to 
ensure the diversity of initial species[7]. It is the first time to use differential evolution 
algorithm estimate variogram parameters. The experimental results illustrates that the 
approach of DE can carry out the problem with fast convergence strong optimization 
and excellent stability. 

2   Theoretical Variogram and Experimental Variogram  

2.1   Variogram 

Definition 1.  Variogram is semivariance of the difference between Z(x) and Z(x+h) 
which represent the value of regionalization variable Z(x) at x and x+h(h means spatial 
distance) respectively, which recorded as follow. 

),( hxγ =
2

1
E 2)]()([ hxZxZ +− 21

{ [ ( )] [ ( )]}
2

E Z x E Z x h− − +   (1) 

Definition 2.  Smooth second-order assumption is that the mathematical expectation 
in the study area Z (x) is a constant or covariance function and is smooth. 

[ ( )] [ ( )]E Z x h E Z x+ = , ∀ h                   (2) 

Under second-order stationary assumption, formula (3) is rewritten as follow if the 
variance function has nothing to do with the location x. 
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Fig. 1. Variogram curve 

Where h represents step length, N(h) represents the number of sample pairs with dis-
tance being h. Range, sill and nugget of the semivariance function will be determined 
by fitting experimental variogram functions with theoretical ones. 

Generally we use the variogram curves, the tendency of the value of variation func-
tion )(xγ  and the distance variation h, express variogram curve in Fig.1.  

It is difficult to carry out structural analysis by using the experimental variogram 
directly because the value of variogram changes dramaticly when the distance or 
direction of space changes. So we find the fitting model of experimental variogram 
and get the main spatial structure of regionalization variable by fitting the parameters 
of theoretical variogram.   

2.2   Theoretical Variogram 

Common theoretical variogram model has sill model, such as spherical model, expo-
nential model and gaussian model; linear model, such as the pure nugget effect 
model; no sill model, such as power function model, non-linear units value-based 
model, the parabolic model; hole effect model and so on. Spherical model is one of 
the most widely used model of geostatistics and is often selected to fit experimental 
variogram model for the samples which have an obvious spatial autocorrelation. 
Spherical model, also known as Matheron model, generally expressed as follow:              ( ) =hr      

 

(4) 

Where 
0C  represents gold nugget constant and expresses the change of stochastic 

part, the smaller the value, the stronger the spatial correlation; C represents arch rise 

and expresses the change of the structural parameters; 0C C+  represents sill and ex-
presses the greatest magnitude of changes; a represents range and expresses the range 
of spatial correlation.  
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Fig. 2. Spherical model 

The value of the model parameters C0, C, a can be get through theoretical 
variogram model fit the experimental variogram. In the practical application, the 
variogram is often fitted by a number of nested theoretical models with different 
scales and spatial orientation. 

3   Orthogonal Experimental Design  

3.1   Orthogonal Design of Initialization Species  

The uniformity of the distribution of the initial groups ensure the initial groups diver-
sity and patterns rich, which makes the algorithm converge in the global scope in 
more rapid rate. In accordance with the orthogonal form, orthogonal experimental 
design selects some representative points for trials. In this paper, orthogonal experi-
mental method is used to generate initial population. 

3.2   Orthogonal Design of Control Table 

The orthogonal design allow each individual species of vector has 50% probability 
cross-operation, the traditional differential algorithm adopts randomized crossover 
operation, which makes the new algorithm more reasonable and easy to control than 
the traditional differential algorithm. The algorithm design for orthogonal is L8(2

3) 
which is shown in table 1.  

3.3   The Crossover Operation by Orthogonal Control   

Lij express the column j of the No.i experiments, when Lij = 1 the crossover operation for 
No. j parameters is implemented and when Lij = 2 the crossover operation for No. j pa-
rameters is not implemented. For example the No.3 Vector L3(1,2,2) is selected as as a 
guide vector variation ,which represents only the first parameter will implement cross  
 



 Estimating Geostatistics Variogram Parameters Based on Hybrid Orthogonal DE 175 

Table 1. L8(2
3) orthogonal table  

  Row 
Test Number 

1 2 3 

1 1 1 1 
2 1 1 1 
3 1 2 2 
4 1 2 2 
5 2 1 2 
6 2 1 2 
7 2 2 1 
8 2 2 1 

 
 

over operation. This will not only ensure each parameter has the same cross-operation 
probability (50%) but also ensure the process variation of species are diversity. 

4   Orthogonal Differential Evolution Algorithm Design   

Differential evolution algorithm is a new evolution algorithm which is based on the 
difference between groups and adopted real number encoding format. Each vector of 
the groups represents a set of solutions of the problem. The most prominent feature is 
the mutation strategy by use of the recombinant of the difference between the vector 
to get new individual. Different DE algorithms adopt different mutation strategy.  

4.1   The Formation of the Initial Species  

The solution of the optimization problem will be composed of D-dimensional solution 
vectors and each vector of the solution is the basic individual of the evolution. Ac-
cording to the literature [8] select orthogonal table LM(QF)=[bij]M×F  and produce M 
individuals by the experiments. 
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(5)

4.2   Mutation Operation 

In the mutation operation of the DE algorithm the new individual is formed by scaling 
the difference between any two individual vector of target species and superimposed 
to the third vector of species. Suppose Xi,G( i=1,2…,N) 

1 2, 1 , , 3,*( )i G i G i G i GV X F X X+ = + −  (6)
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This is the basic pattern of variation, Xi1,G，Xi2,G，Xi3,G groups are randomly selected 
from three separate individuals, F for the scaling factor, the general value range [0, 1]. 

This is the basic pattern of variation, Xi1,G，Xi2,G，Xi3,G three separate individuals are 
randomly selected from groups, where F is the scaling factor, [0, 1] is the general 
value range. In this paper DE/best/1/exp strategy is used as the mutation strategy. 

4.3   Crossover Operation  

Crossover operation has two types of model such as index cross and binomial cross, 
that the aim is increasing the diversity of the groups and jumping out of the local 
optimum. In this paper the binomial crossover is used and the new individual is re-
corded as follow:   

, 1 1 , 1 2 , 1 , 1( , , , )i G i G i G Di GU u u u+ + + += ⋅⋅ ⋅  (7)
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Where j represents 1,2,…,D. 

4.4   Select Operator  

In order to ensure the better individuals access to the next generation elite reservation 
strategy is be taken.  
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x if f u f x+
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5   Simulation 

Based on orthogonal differential evolution algorithm and the theoretical variogram, 
we adopt spherical model to fit the experimental variogram on the vertical direction of 
a molybdenum ore grade.   

5.1   Algorithm Parameter Settings  

In the present study, the following parameters were used: 
(1)  Set Generation with 500 because population size N directly affects convergence 
rate of the algorithm and the general settings is 5-10 times of the vector dimension ;  
(2)  Set F with 0.3 because the greater the variability factor F, the stronger the algo-
rithm's global search ability ; 
(3)  Set Crossover probability with 0.5 and orthogonal table set to L8(2

5); 
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5.2   The Experimental Results and Analysis 

According to the literature [3] we use two nested spherical model to fit the experi-
mental variogram on the vertical direction of a molybdenum ore grade.  

Table 2.  The results comparison table of fitting variogram  

Distance h   The values of  
variogram r(h) 

The fitting value 
of literature [2] 

The fitting value 
 of GA 

The fitting value  
of DE 

0.8 2.4 2.6 2.78 2.71 
1.5 5.0 4.38 4.72 4.72 
2.3 6.4 5.68 6.07 6.19 
3.1 7.1 6.86 7.12 7.19 
3.8 7.8 7.80 7.96 8.00 
4.6 8.6 8.76 8.81 8.81 
5.3 9.6 9.47 9.42 9.41 
6.1 10.1 10.11 9.96 9.94 
6.8 10.2 10.5 10.27 10.26 
7.6 10.7 10.73 10.41 10.43 
8.3 10.2 10.74 10.41 10.43 
9.1 10.4 10.74 10.41 10.43 

 

Fig. 3. The results comparison of fitting variogram 
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(10)

Where 
0C  represents sill, C1 and C2 represents the firth and the second arch rise re-

spectively; a1, a2  represents range respectively; Firstly, design the orthogonal table; 
Then, computer model parameters by differential evolution algorithm. Fitting results 
are shown as follows in table 2.  

Table 2 lists the variogram results of three fitting algorithm. Table 3 lists all pa-
rameters of the theoretical variogram model( formular 10) and the estimated value of 
parameters corresponding to the smallest residual sum of squares in accordance with 
the literature [2]. Compared with the results of the smallest residual sum of squares, 
the fitting results of DE algorithm is better than the literature [2] and the GA algo-
rithm results. The results show DE algorithm not only can derive the optimal feasible 
solution, but also has good stability and convergence, which can converge to the same 
solution every time.  

Table 3.  The results of variogram parameter estimation comparison table of fitting variogram  

Parameter Co C1 C2 a1 a2 
The smallest 
residual sum 
of squares 

The fitting value 
of literature [2] 

0.000 1.9490 8.7955 1.7031 7.9058 1.55 

The fitting  
value of GA 

0.0769 2.6206 7.7132 1.9849 7.6639 0.59 

The fitting 
 value of DE 

0.000000 3.000000 7.437569 2.182456 7.900000 0.509597 

6   Conclusion 

In this paper, it is the first time to use differential evolution algorithm estimate 
variogram parameters. Simulation results show that the DE algorithm is superior to 
genetic algorithms and other weighted polynomial regression method, which illus-
trates the approach of DE can carry out the problem with fast convergence, strong 
optimization and excellent stability. However, similar to other evolutionary algo-
rithms, differential evolution algorithm in solving the global optimal solution will also 
appear slower convergence problem at the late evolution. In the future work we intend 
to use the differences of the best and the worst individual such as adaptive control 
methods to impove the algorithm.   
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Abstract. Some types of space trajectory design problems present highly
multimodal, globally non-convex objective functions with a large num-
ber of local minima, often nested. This paper proposes some memetic
strategies to improve the performance of the basic heuristic of differential
evolution when applied to the solution of global trajectory optimisation.
In particular, it is often more useful to find families of good solutions
rather than a single, globally optimal one. A rigorous testing procedure
is introduced to measure the performance of a global optimisation algo-
rithm. The memetic strategies are tested on a standard set of difficult
trajectory optimisation problems.

Keywords: global trajectory optimisation, differential evolution, memetic
algorithms.

1 Introduction

In the last decade many authors have used global optimization techniques to find
optimal solutions to space trajectory design problems. Many different methods
have been proposed and tested on a variety of cases. From pure Genetic Algo-
rithms [1,2,3] to Evolutionary Algorithms (such as Differential Evolution) [4] to
hybrid methods [5], to memetic algorithms [6], the general intent is to improve
over the pure grid or enumerative search. The need for global optimisation tools
is motivated by the high multimodality of most of space trajectory optimisation
problems. The traditional approach was to rely on the experience of the mission
analyst but the use of global optimisation methods was proven to provide sig-
nificant improvements in the quality of the solutions with a reduced workload
[12]. However, efficiently finding good solutions to a generic space trajectory op-
timisation method is still an open problem. Moreover the reliability (the ability
of a method to consistently return good local optima or the global optimum) of
some global methods can be considered questionable. In this paper, we present
some strategies to improve Differential Evolution, which, among all evolutionary
algorithms, has displayed reasonably good performance in many test cases [4].

A rigorous testing procedure is proposed to evaluate the performance of global
optimisation methods. In particular, we are not interested in ability of a method

Z. Cai et al. (Eds.): ISICA 2009, LNCS 5821, pp. 180–190, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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to identify the global optimum (or alternatively the best known solution) but
in the ability of a method to repeatedly find solutions belonging to a level set
defined by the values of the objective function below a given threshold. In fact,
this latter characteristic is more useful in practical applications.

2 Problem Description

We consider a benchmark made of three different test-cases, with increasing
complexity: a direct bi-impulsive transfer from the Earth to an asteroid, a multi-
gravity assist transfer from the Earth to a comet, a multi-gravity assist transfer
to Mercury. In all of these cases the objective is to minimize the total variation
of the velocity of the spacecraft due to all propelled maneuvers, or total Δv.
However, in this paper, we propose a level-set approach to the problem in which
the aim is to find all solutions with a value of the objective function within a
given range.

2.1 Problem Formulation

Rather looking for the global optimum we are here interested in all the solutions
with a value of the objective function within a given range. This is practically
more useful than finding the absolute global minimum because, during the de-
sign of a space mission, the main interest is to find multiple alternative mission
options with similar cost function. Therefore, the general problem is to find a set
X , contained in a given domain D, of solutions x such that the property Π(x)
is true for all x ∈ X ⊆ D,

X = {x ∈ D | Π(x)} , (1)

where the domain D is a hyper-rectangle defined by the upper and lower bounds
on the components of the vector x, D =

{
xi | xi ∈ [bl

i bu
i ] ⊆ �, i = 1, ..., nd

}
,

with nd the dimension of the problem. In our case:

Π(x) = fL ≤ f(x) ≤ fU . (2)

2.2 Test Cases

A complete description of the trajectory model for all the test cases in this paper
can be found in [12]. Furthermore, in order to make the comparison with other
methods easy and to avoid ambiguities due to the specific implementation of the
trajectory model, we use the code that can be downloaded from the ESA/ACT
web site1.

1 http://www.esa.int/gsp/ACT/inf/op/globopt/edvdvdedjds.htm
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Earth-Apophis Transfer. A simple, but already significant, test case is to
find the best launch date t0 and time of flight T1 to transfer a spacecraft from
the Earth to the asteroid Apophis. The objective function for this problem is
the sum of the departure velocity change Δv0 and the arrival velocity change
Δvf , f(x) = Δv0 + Δvf , with the solution vector x = [t0, T1]T . The search
space D is a box defining the limits of the two components of the solution
vector. In particular, the launch date from the Earth was taken in the interval
[3653 10958]MJD2000 (i.e. number of elapsed days since January 1st 2000),
while the time of flight was taken in the interval [50 900] days. The known best
solution in D has objective value fbest=4.3745658 km/s.

Earth to Comet Transfer. The second test case is a multi gravity assist
trajectory from the Earth to the comet 67P/Churyumov-Gerasimenko following
the gravity assist sequence that was planned for the spacecraft Rosetta: Earth-
Earth-Mars-Earth-Earth-Comet. The solution vector has 22 components. The
best known solution (also on the ESA website) has objective value fbest = 1.343
km/s.

Earth to Saturn Transfer. The third test case is a multi gravity assist trajec-
tory from the Earth to Saturn following the sequence Earth-Venus-Venus-Earth-
Jupiter-Saturn (EVVEJS) corresponding to the space mission Cassini-Huygens.
The solution vector has 22 components and the best known solution has objective
value fbest=8.384 km/s.

3 Solution Strategy

If we consider that a candidate solution vector in D is associated to an agent a,
then the heuristics governing the motion of the agents in D can be written as:

xi,k+1 = xi,k + S(xi,k + ui,k)ui,k . (3)

The control ui,k defines the next point that will be sampled for each one of the
existing points in the solution space. In addition to Eq. (3), a general evolution-
ary algorithm has heuristics responsible for selecting the new candidate points
generated with ui,k. The selection operator can be expressed through the func-
tion S(xi,k + ui,k+1) which can be either 1 if the candidate point is accepted or
0 if it is not accepted. For example, Differential Evolution [7], in its basic form,
has the ui,k defined by:

ui,k+1 = e[(xi3,k − xi,k) + F (xi2,k − xi1,k)] , (4)

where i1 and i2 are integer numbers randomly chosen in the interval [1 npop] ⊂ N

of indexes of the population, and is e = r < CR. The vector r is made of
random numbers taken from a random uniform distribution r(j) ∈ U [0 1] with
j = 1, ..., nd and CR is a constant. The index i3 can be chosen at random or can
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be the index of the best solution vector xbest. We assume here that the indices i1,
i2 and i3 can take any value, thus including the cases: i1 = i2 = i3, i1 = i2 �= i3,
i1 �= i2 = i3 and i1 = i3 �= i2. Here we also propose a particular choice of
the indexes corresponding to a strategy called better-worse in the following: the
population is ranked and xi3,k and xi,k are selected so that f(xi3,k) > f(xi,k).

It can be proven [11] that, when a population Pk, of agents a whose dynamics
is given by (3), at each iteration k lies in the neighborhood of a local minimum
satisfying some regularity assumption (e.g., the Hessian at the local minimum
is positive definite, implying strict convexity in the neighborhood), the map (3)
will converge to a fixed point. For general functions, we can not always guarantee
that the population will converge to a fixed point, but we can show [11] that
the maximum difference between the objective function values in the population
converges to 0, i.e. the points in the population tend to belong to the same level
set. In both cases the population contracts within a limited region of D. The
contraction of map (3) suggests that after a certain iteration k the population
can have exhausted its exploration capability. Therefore, when the maximum
distance ρA = max(‖xi − xj‖) among the elements in the population collapses
below a value tolconvρA,max, where ρA,max is the maximum ρA recorded during
the convergence of the map (3), the process can be terminated and restarted.
In order to guarantee convergence to a local minimum every time the process is
terminated, a local search is started from the best solution xbest in P and the
corresponding local minimum xlis saved in an archive Ag (in this implementation
we used the Matlab� function fmincon as local optimiser) together with the
population.

3.1 Local Search Strategy

If the search space is characterized by a single or multi-funnel structure [9], it
is worthwhile to proceed the exploration of D in a neighborhood of an existing
minimum. We can then associate to an agent a the position of a local minimum,
a bubble Dl ⊆ D with radius ρl, and local search process guided by dynamics
(4). In other words we can restart a subpopulation Psub in the bubble Dl. If the
search process in the bubble terminates successfully we can move the agent to
the new local minimum. This process is conceptually equivalent to the search
strategy of MBH (Monotonic Basin Hopping) [13]. Every time a new search in
a bubble is terminated and a local search with fmincon is performed, the local
minimum and the population are stored in Ag.

3.2 Clustering, Sampling and Restart Strategy

If multiple funnels or multiple isolated minima exist, the local search strategy
might not be effective to identify all the funnels, even if multiple local searches are
run in parallel. Therefore, after a number of local searches iun, the solutions in
the archive are grouped into nc clusters [8] with baricenter xc,j for j = 1, ..., nc,
and a new population is generated. Each agent xi of the new population is
generated so that:

‖xi − xc,j‖ > δc . (5)
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Algorithm 1. Inflationary Differential Evolution Algorithm (IDEA)
1: Set values for npop, CR, F and tolconv, set nfeval = 0 and k = 1
2: Initialize xi,k and vi,k for all i ∈ [1, ..., npop]
3: Create the vector of random values r ∈ U [0 1] and the mask e = r < CR

4: for all i ∈ [1, ..., npop] do
5: Apply dynamics (3), nfeval = nfeval + 1
6: end for
7: k = k + 1
8: Compute ρA = max(‖xi,k − xj,k‖) for ∀xi,k,xj,k ∈ Psub ⊆ Pk

9: if ρA < tolconvρA,max then
10: Run a local optimizer al from xbest and let xl be the local minimum found by

al

11: if f(xl) < f(xbest) then
12: fbest ← f(xl)
13: end if
14: if f(xbest) < fmin then
15: fmin ← f(xbest)
16: iun = 0
17: else
18: iun = iun + 1
19: end if
20: if iun ≤ iunmax then
21: Define a bubble Dl such that xi,k ∈ Dl for ∀xi,k ∈ Psub and Psub ⊆ Pk

22: Ag = Ag + {xbest} where xbest = arg mini f(xi,k)
23: Initialize xi,k and vi,k for all ∈ [1, ..., npop], in the bubble Dl ⊆ D
24: else
25: Define clusters in Ag and their baricenters xc,j , with j = 1, ..., nc.
26: Re-generate P in D such that ∀i, j, ‖xi,k − xc,j‖ > δc

√
nd

27: end if
28: end if
29: Termination Unless nfeval ≥ nfevalmax, goto Step 3

The re-generation of the population is performed by over-sampling the solution
space with Latin Hypercube: if the population has size npop, 2npop samples are
generated. The subset of npop samples fulfilling condition (5) become the new
population. The overall process leads to algorithm 1.

4 Testing Procedure

In this section we describe a rigorous testing procedure that can be used to assess
the performance of a global optimization algorithm. A detailed description of the
testing procedure can be found in [11] and it is here summarized in Algorithm
2 for a generic solution algorithm A and a generic problem p. The index of
performance js is the number of successes of the algorithm A. In the following
we use the fbest values reported above in place of fglobal and we consider δf (x̄)
because we are interested in condition (2). A key point is setting properly the



Memetic Strategies for Global Trajectory Optimisation 185

Algorithm 2. Testing Procedure
1: Set to N the max number of function evaluations for A
2: Apply A to p for n times and set js = 0
3: for all i ∈ [1, ..., n] do
4: φ(N, i) = min f(A(N), p, i)
5: x̄ = arg φ(N, i)
6: Compute δf (x̄) =| fglobal − f(x̄) |;
7: if (δf (x̄) < tolf ) then js = js + 1
8: end if
9: end for

value of n to have a reliable estimate of the success probability of an algorithm,
or success rate ps = js/n. The success rate, ps, will be used for the comparative
assessment of the algorithm performance instead of the commonly used best
value, mean and variance because: the success rate gives an immediate and
unique indication of the algorithm effectiveness, and, second, it can be always
represented with a binomial probability density function (pdf), independently
of the number of function evaluations, the problem and the type of optimization
algorithm. Furthermore it should be noted that reporting the best value the
mean and the variance as indexes of performance is generally misleading. In
fact, there is a nonzero probability of finding the global minimum (best value)
for any given stochastic algorithm regardless of its quality and the distribution
of the solutions found by an algorithm is not gaussian. On the other hand, since
the success is binomial (assumes values that are either 0 or 1) we can set a priori
the value of n to get the required confidence on the value of ps. A commonly
adopted starting point for sizing the sample of a binomial distribution is to
assume a normal approximation for the sample proportion ps of successes (i.e.
ps ∼ N{θp, θp(1−θp)/n}, where θp is the unknown true proportion of successes)
and the requirement that Pr[|ps − θp| ≤ derr|θp] is at least equal to 1 − αp [10].
This leads to the expression n ≥ θp(1−θp)χ2

(1),αp
/d2

err that can be approximated
conservatively with

n ≥ 0.25χ2
(1),αp

/d2
err , (6)

valid for θp = 0.5. For most of the tests we required an error ≤ 0.05 (derr =
0.05) with a 95% of confidence (αp = 0.05), which, according to Eq.(6), yields
n = 176. This is extended to 200 in order to have a higher confidence in the
result. For the Earth-Apophis case instead we required an error of 0.02 which
corresponds to n = 1000.

4.1 Test Results

Three algorithms were tested: Differential Evolution, Monotonic Basin Hopping
and Algorithm 1, called IDEA. For the Earth-Apophis case we tested DE with a
wide variety of settings: population size from 5 to 20 individuals, F ∈ [0.7 1.1],
CR ∈ [0.6 1] and all available strategies. MBH run a local search from a random
point within a subdomain Dl enclosing a neighborhood of a local minimum. The
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local minimum is updated every time the local search leads to an improvement.
The size of Dl is a critical parameter and we used two values 0.1 and 0.3. For all
the other cases we considered two different settings for the DE, resulting from
combining two sets of populations, [5 d, 10 d], where d is the dimensionality of
the problem, with single values of step-size and crossover probability F = 0.75
and CR = 0.8 respectively, on the basis of repeated tests on this benchmark
of problems. The index i3 corresponds to the best individual in all test cases
except for the Earth-Apophis case where we used a random individual. In the
following the two settings will be denominated with DE5,DE10. For MBH, we
considered a neighborhood of radius 0.1. We also tested a variant that restarts
globally the algorithm by sampling a random point in D after 30 unsuccessful
trials (MBH-GR). The search space for each one of the trajectory models was
normalized so that D is a unit hypercube with each component of the solution
vector belonging to the interval [0 1]. Furthermore, all solution algorithms were
run for a progressively increasing number of function evaluations N . We can
therefore introduce the efficiency of convergence as ηc = ps/N . For the Earth-
Apophis case, IDEA was run with a population of 5 agents, strategy better-
worse, with no local strategy, F = 0.9, CR = 0.9, δc = 0.1, tolconv = 0.1.
For the Earth-comet case, IDEA was run with a population of 50 agents, i3
of the best individual, with no local strategy, F = 0.8, CR = 0.8, δc = 0.3,
tolconv = 0.2. For the other cases IDEA was run with a population of 25 agents,
i3 of the best individual, with local strategy, F = 0.9, CR = 0.9,ρl = 0.4,
δc = 0.4, tolconv = 0.2. Note that a CR and an F in the range [0.75 0.9] led
to no significant change in the results. The tolerance tolf was set 0.01 for the
Earth-Apophis case, 0.057 for the Earth-comet case and, 0.12 for the Earth-
Saturn case. These values are arbitrary and a different choice would lead to a
different performance for the same algorithm but would not change the relative
performance among different algorithms.

Fig. 1 represents the success rate for the Earth-Apophis case together with
the efficiency ηc for IDEA. Only the best performing settings of DE are reported,
i.e. F = 0.9,CR = 0.9, index i3 chosen randomly, DE7, or corresponding to the
best individual, DE6, and the best performing settings of MBH, i.e. with Dl of
size 0.3. The figure shows that DE performs badly for a low number of function
evaluations, mainly because of a lack of local convergence. As the number of
function evaluations increases above 1000, on the other hand, DE6 and DE7 with
10 individuals display no improvement. The main reason is that the population
contracts rapidly and loses any exploration capability. DE7 with a population of
20 individuals, instead, has a nice progression reaching about 87% of success at
2000 function evaluations. The low performance for a lower n is again due to a
lack of local convergence. The performance of MBH is almost linearly increasing
with the number of function evaluations, this is a trend that was registered also
in the other tests. IDEA performs better than all the other algorithms for a low
n and is marginally better than DE7 for n = 2000. Note that as ps approaches 1,
all the algorithms are expected to be comparable. For the same reason the value
of ηc is expected to decrease as the success rate approaches 1. On the other hand
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Fig. 1. Success rate for the Earth-Apophis case
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Fig. 2. Success rate for the Earth-comet case

the peak efficiency of IDEA is at 500 function evaluations and rapidly decreases
as the success rate reaches 0.92 very fast.

Fig. 2 shows the performance of the tested algorithms on the Earth-comet
case. IDEA outperforms the other algorithms already for the lowest number of
function evaluations. DE110 exhausts its exploration capability quite soon and
displays no improvement for n > 300000 while DE220 has zero performance
up to n = 300000 but then seems to improve over DE110. However, for n >
600000 DE220 did not show further improvements. MBH shows again a linear
improvement with the restart version of the algorithm performing slightly better.
The better performance of IDEA is due to the restart mechanism that avoid the
stagnation, displayed by DE, and to dynamics (3) that avoids the costly use
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Fig. 4. Number of successes for the solutions of the Earth-Saturn trajectory problem

of the gradient as in MBH, until a promising region is identified. The Earth-
comet problem, in fact, seems to be characterised by a multi-funnel structure
with the best known solution at the bottom of a narrow funnel next to a larger
one. Dynamics (3) explores the funnels faster than MBH but requires frequent
restarts to avoid stagnation. Even in this case we registered a decrease of the
efficiency, though less rapid than in the Earth-Apophis case.
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Fig. 3 shows the distribution of the best local minima fbest found by IDEA in
the Earth-Saturn case in every run. It can be noted that the distribution is not
Gaussian. On the same graph we reported the Gaussian pdf corresponding to the
value of the mean and variance of the fbest. The Gaussian pdf hardly predict the
behaviour of the algorithm, a better pdf would be the Parzen one although it does
not provide a single performance index. Fig. 4 shows the success rate for a variable
number of runs and different numbers of function evaluations. As predicted by the
theorydeveloped for the testing procedure, at 200 runswe have a stable and reliable
value for the success rate. Note that for n < 50 the value of the success rate could
be extremely unreliable. The performance of IDEA in this case is not particularly
gooddespite the higher tolf and the local search strategy.Note that the local search
strategy was effective in this case because the other algorithms tend to get stuck at
a local minima with objective value above 8.7, apparently belonging to the same
funnel of the best known solution. The local strategy in IDEA brings all the values
to 8.52 or below. This can be seen in Fig. 4 from the success rate for a δf < 1.2tolf
(curve labeled 1.2df in the figure).

5 Conclusions

In this paper we presented few simple strategies to modify the basic DE heuris-
tic and improve its performance when applied to the solution of some global
trajectory optimisation problems. Some of the proposed strategies appear to be
very effective, like the restart strategies together with the use of the archive,
the clustering and the sampling strategy. The better-worse dynamics performed
better than the standard DE on the Earth-Apophis case but still needs to be
tested on the other cases. The local strategies appear to be necessary when
the local convergence within a funnel is problematic while the proposed restart
strategy is essential when multiple funnels are present. The paper introduced
also a testing procedure and two performance indexes: the success ratio and the
efficiency. It was demonstrated that the distribution of the best solutions found
by an algorithm is not gaussian, therefore the use of mean and variance is not a
good indicator of the performance because cannot be used to predict the future
behaviour of the algorithm. Furthermore, the use of the success rate, which gives
a rigorous way of selecting the number of runs, is consistent with the level-set
formulation of the problem that we proposed in this paper.
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Abstract. With a comparison to the random selection approach used
in the weight-based multiobjective immune algorithm (WBMOIA), this
paper proposes a new selection approach based on the truncation algo-
rithm with similar individuals (TASI). Then the effect of the proposed
selection approach is examined on the performance of WBMOIA. On one
hand, the performance is compared between WBMOIA with the random
selection approach and WBMOIA with the proposed selection approach.
On the other hand, simulation results on a number of problems are pre-
sented to investigate if there exists any value of the reduction rate where
WBMOIA performs well. Experiment results show that the performance
of WBMOIA can be improved by the proposed selection approach and
a better reduction rate can be obtained for each test problem.

Keywords: Multiobjective optimization, Immune algorithm, Similar
individuals, Evolutionary algorithm.

1 Introduction

During the last decade, based on principles of the immune system, a new com-
putational intelligence approach, called immune algorithm (IA), has been de-
veloped. When compared to artificial neural networks, evolutionary algorithms
(EAs), fuzzy systems, although immune algorithm is still in its infancy, it has
been successfully applied to many fields such as clustering, classification, pattern
recognition, computer defense, optimization, and others[1,2]. In 1999, Yoo and
Hajela firstly proposed an approach which uses IA for solving MOOPs [3]. In
their approach, Yoo and Hajela made use of a utility function and weighting
mechanism to convert a multi-criteria problem into a single-objective problem.
IA was used for modifying the fitness values of a genetic algorithm (GA). Al-
though Yoo and Hajela’s algorithm cannot be considered a true multiobjective
immune algorithm (MOIA), it is a pioneer in using IA ideas for MOOPs. Next,
Coello Coello and Cruz Cortés in 2002 developed a MOIA directly based on the
emulation of the immune system [4]. The algorithm, called the multiobjective
immune system algorithm (MISA), can be considered the really first attempt to
solve MOOPs directly with IA. The performance of MISA has been improved in
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further work of the same authors in 2005 [5]. In 2006, based on opt-aiNET, the
artificial immune system algorithm for multi-modal optimization proposed by
Castro and Timmis [6]. Freschi and Repetto presented a vector immune system
(VIS) [7]. In the Freschi and Repetto study, VIS follows the elementary structure
of the opt-aiNET optimization algorithm, and the differences between opt-aiNET
and VIS are very few. Besides them, many approaches using the metaphor of
the immune system for MOOPs have been presented in recent years [8,9,10].

In the literature [11,12], like VIS, a novel multiobjective immune algorithm
based on opt-aiNET was presented. The proposed algorithm follows the elemen-
tary structure of opt-aiNET. Compared to the other MOIA based on opt-aiNET,
the proposed algorithm, called the weight-based multiojective immune algorithm
(WBMOIA), has the following distinct features: (1) A randomly weighted sum
of multiple objectives is used as a fitness function. (2) The individuals of the
population are chosen from the memory, which is a set of elite solutions, and
a local search procedure is utilized to facilitate the exploitation of the search
space. (3) A new diversity approach, named truncation algorithm with simi-
lar individuals (TASI), is presented. For WBMOIA, two diversity approaches,
TASI and the clonal suppression algorithm which is similar to that used in opt-
aiNET, are utilized together to eliminate similar cells in memory, and TASI is
used as the main diversity approach in order to obtain a better distribution of
Pareto-optimal solutions.

Recently, it is observed that the performance of WBMOIA is related to the ap-
proach of the selection of the new population. For WBMOIA, a random selection
approach is presented to guide the selection of the new population. The approach
is as follows: assume that a set Rt is composed of dominated ones among off-
spring and memory cells in the t-th generation, Npop cells are randomly selected
from the memory Qt+1 to create the population Pt+1 when |Qt+1| >= Npop. If
|Qt+1| < Npop, the cells of Qt+1 are copied to Pt+1 and then randomly select
(Npop − |Qt+1|) cells from Rt and add them to Pt+1. However, it can be seen
that the random selection approach cannot ensure diversity along the current
non-dominated front. In many problems, when this happens, the search slows
down. Therefore, in this study we present a new selection approach based on
TASI in order to preserve diversity of the created population Pt+1. Then we
examine the effect of the proposed selection approach.

The remainder of this paper is organized as follows. In the second section, the
weight-based multiobjective immune algorithm (WBMOIA) is described. In the
third section, we present the new selection approach based on TASI. Numerical
experiments for examining the effect of the proposed selection approach are
presented in the fourth section. The fifth section contains our conclusions.

2 WBMOIA

Here we list the weight-based multiobjective immune algorithm (WBMOIA)
suggested in the literature [11,12]. The framework of WBMOIA is shown in Fig.1.
Assuming that the population is a set of cells, and each of them represents a
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Fig. 1. The framework of WBMOIA

solution to the optimization problem, we list the main procedures of WBMOIA
as follows.

(1) A random initial population P0 of size Npop is created. Set the memory
Q0 = ∅ and its maximum size = Nmem. Set a counter t = 1, and set a flag
Nflag = 0 (one of the conditions to decide that the algorithm will go to (9)
or (10)).
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(2) For each cell in the population, do
(a) Randomly specify the weight values w1, w2, . . . , wm, where w1 + w2 +
· · · + wm = 1, and wi ∈ [0, 1], i = 1, 2, . . . , m.
(b) Reproduce the cell Nclones times and mutate each clone by a random
perturbation [12].

(3) Apply the local search algorithm [12] to each clone. For each clone, the
search direction of the local search is specified by the weight values in the
fitness function and the clone is replaced with the fittest cell obtained by
the local search if this fittest cell is not worse than the clone.

(4) Compute the non-dominated individuals among offspring and memory cells,
and copy them to the memory Qt+1.

(5) If the size of Qt+1 exceeds Nthreshold (a threshold of the memory size), then
set Nflag = 1 and continue. Otherwise, go to (7).

(6) Apply the clonal suppression algorithm [12] in Qt+1 to eliminate those
memory clones whose affinity with each other is less than a pre-specified
threshold.

(7) If |Qt+1| > Nmem, then perform TASI (see Section 3).
(8) If t can be exactly divided by Nin (number of inner loops) and Nflag = 1,

then set Nflag = 0 and go to (10). Otherwise, continue.
(9) If |Qt+1| � Npop, then randomly select Npop cells from Qt+1 to create

the population Pt+1. Otherwise, copy the cells of Qt+1 to Pt+1 and then
randomly select Npop − |Qt+1| cells from the dominated individuals among
offspring and memory cells and add them to Pt+1. Go to (11).

(10) If the size of Qt+1 exceeds (1 − prand)Npop, then randomly select (1 −
prand)Npop cells from Qt+1 to create the population Pt+1, and then ran-
domly generate prandNpop new cells and add them to the population Pt+1.
Otherwise, the cells in Qt+1 are copied to Pt+1 and new randomly generated
cells to fill the remaining population.

(11) If t > T (the maximum number of generations) or another termination
condition is satisfied, then terminate the algorithm and output the non-
dominated cells in the memory. Otherwise, t = t + 1 and return to (2).

3 Selection Operator Based on TASI

A selection operator is important to a MOEA because it is responsible for guiding
the selection process at the various stages of the algorithm toward a uniformly
spread-out Pareto-optimal front. For WBMOIA mentioned above, a random se-
lection approach (RSA) is presented to guide the selection of the new popu-
lation. It can be observed that RSA cannot ensure diversity along the current
non-dominated front. In many problems, when this happens, the search slows
down. Therefore, here we present a new selection operator based on TASI in
order to preserve diversity of the created population Pt+1.

Before suggesting the new selection approach, we list the definition of similar
individuals and the procedures of TASI [12] in order to let the reader easily
understand our proposed selection approach.
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Definition 1. (Similar individuals): For a given multiobjective optimization
problem and the solution set P , the solutions P1 (P1 ∈ P ) and P2 (P2 ∈ P )
are referred to as similar individuals, if their Euclidean distance in the objective
space is the shortest in set P .

Given the above definition of similar individuals, the truncation algorithm, TASI,
is listed as follows.

(1) Calculate the Euclidean distance (in objective space) between any two solu-
tions i and j in the memory Qt+1.

(2) Select two similar individuals i and j from Qt+1 and remove one of them
from Qt+1. The solution i is chosen for removal if the following condition is
true.

∃ 0 < k < |Qt+1|, such that dk
i < dk

j , and ∀ 0 < l < k, dl
i = dl

j ,

where dk
i denotes the distance of i to its k-th nearest neighbor in Qt+1.

Otherwise, the solution j is chosen for removal.
(3) If |Qt+1| > Nmem, then return to (2). Otherwise, terminate the procedure.

Based on TASI mentioned above, the detailed procedures of our proposed selec-
tion approach are listed as follows.

(1) If |Qt+1| � Npop, copy cells of Qt+1 to a set φt+1, and use TASI to reduce
the size of φt+1 to Npop, and then let the new population Pt+1 = φt+1.
Terminate the procedure.

(2) If |Qt+1| < Npop, then copy cells of Qt+1 to Pt+1. Next, the set Rt is sorted
for non-domination. Let us say that the number of non-dominated fronts
in Rt is K. The maximum number of cells allowed in the i-th front (i =
1, 2, . . . , K) in the new population Pt+1 of size Npop is calculated according
to the following equation.

Ni = (Npop − |Qt+1|) 1 − r

1 − rK
ri−1, (1)

where 0 < r < 1.
(3) Assume that N t

i is the number of cells of the i-th front in Rt. If N t
1 > N1

(that is, there are more cells than allowed), we copy cells of the first front in
Rt to a set φt+1 , and use TASI to truncate φt+1 until its size is equal to N1,
and then add cells in φt+1 to Pt+1. On the other hand, if N t

1 � N1 (that is,
there are less or equal number of cells in Rt than allowed), we choose all N t

1
cells and count the number of remaining slots δ1 = N1 −N t

1. The maximum
allowed number of cells in the second front is now increased to N2 + δ1.
Thereafter, the actual number of solutions N t

2 present in the second front
is counted and is compared with N2 as above. This procedure is continued
until Npop − |Qt+1| cells are selected.



196 J. Gao, Z. Fang, and L. Fang

In this procedure, when the number of non-dominated cells in Qt+1 is less or
equal than Npop, we attempt to maintain a predefined distribution of number of
cells in each front except for the current best non-dominated front. Specifically,
we use a geometric distribution for this purpose:

Ni = rNi−1, (2)

where Ni is the maximum number of allowed cells in the i-th front and r is the
reduction rate.

4 Experiments

In this section, we will investigate the effect of our proposed selection approach
(NSA). All experiments are conducted on an IBM computer, which is equipped
with a Pentium IV 2.8G processor and 1GB of internal memory. The operating
system is Windows XP and the programming language is C++. The compiler is
Borland C++ 6.0.

4.1 Comparison Experiment

We compare WBMOIA with WBMOIA-II for examining which is better between
RSA and NSA. The algorithm, called WBMOIA-II, is the same as WBMOIA
except that RSA is replaced by NSA. For effectively investigating the effect of
NSA, we do not use the local search algorithm for WBMOIA and WBMOIA-II.

In this comparison experiment, the specification of parameters for two al-
gorithms is listed as follows. For WBMOIA, the results indicated below are
obtained using the following parameters: population size Npop = 100, size of ex-
ternal memory Nmem = 200, number of clones for each cell Nclones = 5, number
of inner iterations Nin = 5, threshold of external memory size Nthreshold = 400,
percentage of random cells at each outer iteration prand = 20%, and β = 0.85.
For WBMOIA-II, the same parameters as WBMOIA are used except that the
reduction rate r = 0.65.
Test Problem 1: ZDT6

The first test problem was proposed by Zitzler et al. [13].

min

⎧⎪⎨
⎪⎩

f1(x) = 1 − exp(−4x1) sin6(6πx1),
f2(x) = g(x)[1 − (f1(x)/g(x))2],
g(x) = 1 + 9[(

∑10
i=2 xi)/9]0.25,

(3)

where xi ∈ [0, 1], i = 1, 2, . . . , 10. The Pareto-optimal region corresponds to
x∗

1 ∈ [0, 1] and x∗
i = 0 for i = 2, 3, . . . , 10. For ZDT6, the adverse density of

solutions across the Pareto-optimal front, coupled with the nonconvex nature of
the front, may cause difficulties for many multiobjective optimization algorithms
to converge to the true Pareto-optimal front.

In this case, the number of fitness function evaluations for all two algo-
rithms has been set to 36,000. We show the comparison of results between the



Effects of Similarity-Based Selection on WBMOIA 197

0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 1.1

0.0

0.2

0.4

0.6

0.8

1.0

f 2

f
1

 WBMOIA
 PF true

Fig. 2. Pareto-optimal front obtained using WBMOIA for ZDT6
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Fig. 3. Pareto-optimal front obtained using WBMOIA-II for ZDT6

true Pareto front of ZDT6 and the Pareto front obtained by WBMOIA and
WBMOIA-II in Fig.2 and Fig.3, respectively.

From Fig.2 and Fig.3, it can be observed that WBMOIA and WBMOIA-
II both are able to approximate the true Pareto front but WBMOIA-II shows
better spread of solutions than WBMOIA.
Test Problem 2: DEB

The second test problem was presented by Deb in 1999 [13].

min

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

f1(x) = x1,

f2(x) = g(x)
x1

,

g(x) = 2 − exp
[
− (x2−0.2

0.004

)2]
−0.8 exp

[
− (x2−0.6

0.4

)2]
,

(4)

where xi ∈ [0.1, 1], i = 1, 2. In the range allowed for x2, the function g(x) has
x2 = 0.2 as a global minimum and x2 = 0.6 as a local one. It can be proved
that this behavior of g(x) results in a multi-modal and multiobjective problem.
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Fig. 4. Pareto-optimal front obtained using WBMOIA for DEB

0.0 0.2 0.4 0.6 0.8 1.0
0

1

2

3

4

5

6

7

8

f 2

f
1

 WBMOIA-II
 PF true

Fig. 5. Pareto-optimal front obtained using WBMOIA-II for DEB

Moreover most of the search space leads to the local Pareto front whereas only
a few solutions lead toward the global one.

For DEB, two algorithms will stop when the number of fitness function eval-
uations exceeds 12,000. The comparison of results between the true Pareto front
of DEB and the Pareto front produced by two algorithms is respectively shown
in Fig.4 and Fig.5.

From Fig.4 and Fig.5, it can be found that WBMOIA-II shows better perfor-
mance and has better spread of solutions than WBMOIA.

4.2 Experimental Analysis

The selection operator in Section 3 will help maintain diversity in the solutions
across many non-dominated fronts. In solving MOOPs, this additional feature
may be helpful in progressing towards the true Pareto-optimal front. However,
it is intuitive that the parameter r is important. If r is small, it is obviously
observed that the extent of exploration is large from Eq.1, and vice versa. In
general, the optimal value of r will depend on the problem and it will be difficult
to determine it theoretically. Next, we present simulation results on a number of
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Fig. 6. Convergence observed for WBMOIA and WBMOIA-II

problems to investigate if there exists any value of r where WBMOIA-II performs
well.
A Test Problem

The test problem is defined as follows:

min

⎧⎪⎨
⎪⎩

f1(x) = x1,

f2(x) = g(x)(1 −√
x1/g(x)).

g(x) = 1 + (
∑10

i=2 |xi|)0.25

(5)

where x1 ∈ [0, 1], xi ∈ [−5, 5], i = 2, 3, . . . , 10. For WBMOIA and WBMOIA-II,
the same parameters as in the above experiment are used except that they are
run until 20,000 fitness function evaluations are completed. In all simulations,
20 independent runs from different initial populations are taken.

One advantage of the above test problem is that the function g(x) indicates
the convergence of the obtained front near the true Pareto-optimal front. For an
ideal convergence, the value of g(x) should be one. A simulation with a smaller
g(x) is better. Here, we set the parameter r to 0.05, 0.1, 0.15, 0.2, 0.25, 0.3, 0.35,
0.4, 0.45, 0.5, 0.55, 0.6, 0.65, 0.7, 0.75, 0.8, 0.85, 0.9, and 0.95, in that order. For
each r, we randomly run WBMOIA 20 times, and calculate the average value
(denoted by gr

i , i = 1, 2, . . . , 20) of the value of g(x) in the memory for each run,
and then obtain the average value gr = 1

20

∑20
i=1 gr

i . The change curve of gr with
respect to r is plotted in Fig.6.

From Fig.6, it is clear that all runs for WBMOIA-II have converged better
than runs with WBMOIA. The average g(x) value is closer to one than that in
WBMOIA. Among the different r values, r=0.6 performed the best.

5 Conclusion

In this study, we suggest a new selection approach based on WBMOIA, and
examine its effect. Numerical experiments show that WBMOIA with the new
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selection approach performs WBMOIA with the random selection approach,
and a good reduction rate can be obtained for each test problem.
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Abstract. This paper presents a novel hybrid evolutionary algorithm for func-
tion optimization. In this algorithm, the space transformation search (STS) is 
embedded into a novel genetic algorithm (GA) which employs a novel crossov-
er operator based on a nonconvex linear combination of multiple parents and 
elite-preservation strategy (EGT). STS transforms the search space to increase 
more opportunities for finding the global optimum and accelerate convergence 
speed. Experimental studies on 15 benchmark functions show that the STS-
EGT not only has good ability to help EGT jump out of local optimum but also 
obtains faster convergence than the STS-GT which has no elitepreservation 
strategy. 

Keywords: space transformation search, multi-parent crossover, elite-
preservation strategy, evolutionary algorithm. 

1   Introduction 

Evolutionary algorithm is a parallel problem solver which uses ideas and gets inspira-
tions from natural evolutionary processes. It consists of genetic algorithm, evolutio-
nary strategy, evolutionary programming, and genetic programming [1]. Due to its 
intrinsic parallelism and some intelligent properties such as self-organizing, adaption 
and self-learning, evolutionary computation has been applied effectively to solve 
complicated problems, while these problems are almost impossible to be solved by 
traditional optimization algorithms. 

Research in the field of evolutionary algorithm, genetic algorithm operator is one 
of the key issues to improve the algorithm performance. Evolutionary strategy and 
evolutionary programming researchers stressed the importance of mutation operators, 
and their research also confirmed that the mutation operators were very effective [2]. 
D.Fogle stated: crossover operators，in the general sense, are not better than the 
mutation operators [3]. On the other hand, genetic algorithm researchers are con-
vinced that the crossover operators are more efficient operators, and they have done a 
lot of work to analyze the performance of the crossover operator’s impact [4-5]. 
Schaffer and Eshelman compare the mutation operator with crossover operator, and 
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come to the conclusion: the only variation is not always sufficient [6]. Over the years, 
it is not clear that whether it is necessary to make a distinction between the mutation 
and crossover, but designing a more general operator will be a promising approach. 

Every optimization algorithm has its own advantages and disadvantages, while the 
hybrid optimization algorithms that are produced by combining these algorithms with 
each other can own some advantages of these algorithms simultaneously [7]. In this 
paper, we propose a hybrid approach through combining a novel evolutionary algo-
rithm which has multi-parent crossover operators with space transformation search 
technique. The paper is organized as follows. The related works is introduced in sec-
tion 2. STS used in the multi-parent evolutionary algorithm is explained in section 3. 
Experimental results and analysis are presented in section 4. Finally, summaries and 
future work are concluded in section 5. 

2   Related Works 

The general aim of optimization algorithms is to find a solution that represents a local 
maximum or minimum in a suitably defined solution domain, which means to find the 
best solution to a considered problem among all the possible ones. In this paper, an 
hybrid evolutionary algorithm based on space transformation search technique and 
multi-parent crossover technique is proposed. This part briefly describes the two 
techniques. 

2.1   Space Transformation Search(STS) 

In our previous work, we presented a new evolutionary technique to transform solu-
tions in current search space to a new search space, we called it space transformation 
search (STS) [8]. By simultaneously evaluating the solutions in current search space 
and transformed space, it can improve the chance to find solutions more closely to the 
global optimum than current solutions.  

The STS technique is described briefly as follows. 
Let , , … , ,  be a solution in an n-dimensional space, then , , … , ,   is the corresponding solution of X in the transformed search space. 

The new dynamic STS model is defined by equation (1). 

where Xij is the jth vector of the ith solution in the population, Xi
*
j is the transformed 

solution of Xij, k can be set as a random number within [0,1]. aj(t) and bj(t) are the 
minimum and maximum values of the jth dimension in current search space respec-
tively, and t=1,2,…, indicates the generations, i=1,2,…, indicates the size of the popu-
lation,  j=1,2,…, indicates the dimensions. 

Assume f(X) is a fitness function which is used to evaluate the solution’s fitness. If 
f(X*) is better than f(X), then update X with X*; Otherwise keep the current solution X. 
Hence, the current solution and its transformed solution are evaluated simultaneously, 
and the better one will be choiced. 

 (1) * [ ( ) ( )]ij j j ijX k a t b t X= + −
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When the STS is conducted, new solutions in transformed population (TP) are cal-
culated according to the STS model (see equation (1)). The specific steps are as fol-
lows.  

(1) Calculate the fitness of solutions in current population P. 
(2) Calculate the new solutions in transformed population TP by equation (1). 
(3) Select the PopSize fittest individuals from P�TP as the new current population. 

2.2   Multi-parent Crossover  

Multi-parent crossover operators, where more than two parents are involved in gene-
rating offspring, are a more flexible version, generalizing the traditional two-parent 
crossover of nature. They have attracted increasing attention in the field of  evolutio-
nary  computation  (EC) as well  as evolutionary  strategies (ES) , and Guo presents a 
simple, highly efficient operation of the evolutionary algorithm (we called GT algo-
rithm)[9]. Based on this algorithm, a elite-preservation strategy has been proposed in 
this paper and we called it EGT algorithm.  

The EGT is described briefly as follows. 
(1) Select M individuals x1,x2,…,xz,xz+1,…,xM from the population, x1,x2,…,xz are z 

best individuals and xz+1,…,xM are the random individuals; 
(2) M  random  real  numbers ai, i = 1,2,…,M, are generated, subject to 

 (2) 

(3)  The offspring vector  x  is generated as follows: 

In EGT, by adopting the elite-preservation strategy, good information in the solution 
space will be utilized fully and make the algorithm converges quickly. For the selec-
tion of elites, that z is larger doesn’t mean the better. When z is large, undoubtedly, 
the solving information can be used fully, but the larger z is, the smaller diversity of 
the subspace V is, in which the solution lingers over the certain local region in the 
search space, especially, for the multimodal. The selection of z relates to the size of 
M. The larger M is, the larger z can be. 

3   STS Used in the Novel Algorithm(STS-EGT) 

The evolutionary operation, an important role in EAs, determines the search ability 
and efficiency of the algorithms. However, when the searching easily stagnates, the 
population will easily fall into local optima. Under these circumstances, the current 
search space hardly contains the global optimum. So it is difficult for the current pop-
ulation to achieve better solutions. In this process, STS is embedded in EGT and 
 improves the performance of the algorithm. STS transforms current search space into 

1
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a new search space, which provides more opportunities for the algorithm to find the 
global optimum and accelerates convergence speed.  

The main steps of STS-EGT are given as follows. 
 

Algorithm. STS-EGT 
Begin 

Initialize the population P(t), P(t)={x1(t), x2(t),…,xn(t)}, xi(t) S; 
Evaluate the population P(t); 
Calculate evaluation times; 
Sort (P(t)); 
while (x1(t).fitness > accuracy && NE ≤ MAXNE) 

if(rand(0,1)<ps) 
Execute STS operation and form TP(t) by equation (1) 
Evaluate the population TP(t); 

       Calculate evaluation times; 
       Add TP(t) to P(t); 
       Sort (P(t), 2*PopSize);         
    else  
        Execute EGT/GT operation; 

Evaluate the population P(t); 
        Calculate evaluation times; 
        Sort (P(t), PopSize); 
    end if 
end while 
Output xbest and f(xbest); 

End 
 
In STS-EGT, the allowed maximum numbers of evaluation (MAXNE) is set to 

200,000. If the best fitness reaches to the fixed accuracy described in table 1, the 
current population is considered to obtain the global optimum, and then the algorithm 
is terminated. The value of k is related to the characteristics of given problems. Dif-
ferent values of k will result in different search spaces which may cover the global 
optimum(s). It is also very important to set the value of ps which determines the im-
plementation probability of the STS. In this paper, k and ps in STS-EGT are empirical 
studies. We will focus on the investigations of k, ps in future work. 

4   Experiments and Analysis 

4.1   Parameter Settings and Measures 

There are 15 well-known benchmark functions including 6 unimodal functions, 5 
multimodal functions and 4 multimodal functions with low dimensionalities and only 
a few local minima [10]. The description of the benchmark functions are listed in the 
Appendix. All the experiments are conducted 30 times with different random seeds, 
and the average results throughout the optimization runs are recorded. All the func-
tions used in this paper are to be minimized.  

∈
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The settings for the STS-EGT algorithms are: 

- stopping criterion: 200,000 function evaluations 

- population size:50 

- dimension size: f1-f11 is 30, f12 is 4, f13-f15 is 2 

- the probability ps : 0.20 

- the elite size of z in the EGT: 3 

- the value of M in the EGT: 8 

- the value of k in the STS: rand (0,1) 

Table 1. Fixed accuracy level for each function and dimensions 

Function Accuracy 

Function Accuracy Function Accuracy 

f1 1.00E-15 f2 1.00E-15 f3 1.00E-15 

f4 1.00E-15 f5 1.00E-15 f6 1.00E-15 

f7 1.00E-15 f8 1.00E-15 f9 1.00E-15 

f10 1.00E-15 f11 1.00E-15 f12 0.0003075 

f13 -1.0316284 f14 0.398 f15 3 

4.2   Results 

The results of comparison among GT, STS-GT, STS-EGT are given by table 2, table3 
and table4, where  “ANE” is the average number of evaluations, “Mean” indicates the 
mean best function values found in the last generation and “Std Dev” stands for the 
standard deviation. “Best” and “Worst” are the best and worst fitness value through-
out 30 runs respectively. “SR” indicates the number of runs reached the fixed accura-
cy in the percentage of total number of runs (successful running rate). The larger SR 
means that the algorithm is more reliable. 

The results from f1-f6 are about unimodal functions. For STS-EGT�all functions 
have found the optimal solution with 100 percent success rate except f5 which has 
got the optimal solution with 93 percent success rate.  For STS-GT, all functions 
have achieved the optimal solution except f5. Compared STS-EGT with the conver-
gence rate of STS-GT, STS-EGT is significantly faster than that of STS-GT. GT is 
always trapped in local optimum while STS-GT and STS-EGT almost find the op-
timal solution every time, which indicates that STS helps both STS-GT and STS-
EGT to jump out of the local optimum, and eventually find the optimal solution. 

Multimodal functions, having many local minima, are often regarded as being dif-
ficult to optimize. f7-f11 are multimodal functions with many local minima. For STS-
EGT, all functions have found the optimal solution with 100 percent success rate 
except f10 which has got the optimal solution with 97 percent success rate. However, 
for STS-GT, f7, f8 and f9 have got the optimal solution while both f10 and f11 haven’t, 
and GT is trapped in local optimum every time. By comparing the results of this part 
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with table 4, the fact that STS-EGT has more advantages in response to multimodal 
functions with many local minima is indicated. 

To evaluate more fully, additional multimodal benchmark functions were also in-
cluded in our experiments, i.e., f12-f15 where the number of local minima for each 
function and the dimension of the function are small. For STS-EGT, f12 has got the 
optimal solution with 60 percent success rate, f13 hasn’t found the optimal solution, 
and both f14 and f15 have achieved the optimal solution with 100 percent success rate. 
For STS-GT, f12 and f13 haven’t found the optimal solution, f14 has discovered the 
optimal solution with 53 percent success rate, and f15 has achieved the optimal solu-
tion with 100 percent success rate. For STS-GT, all functions have achieved the  
optimal solution with 100 percent success rate except f12 which has got the optimal 
solution with 50 percent success rate. For f12-f15, the convergence rate of GT is signif-
icantly faster than that of STS-EGT and STS-GT. In general, the overall performance 
of GT is superior to that of STS-EGT and STS-GT, which confirm No-Free-Lunch 
theorem [11]. 

Table 2.  Unimodal functions, Comparsion among GT, STS-GT, STS-EGT on f1–f6 

Function Model ANE Mean Best Best Worst Std Dev SR 

f1 

GT 200000 1.59E+03 3.67E+02 4.71E+03 1.18E+06 0% 

STS-GT 52126 5.47E-16 1.10E-16 9.73E-16 5.45E-32 100% 

STS-EGT 31514 5.49E-16 9.34E-17 9.54E-16 8.17E-32 100% 

f2 

GT 200000 1.17E+01 5.60E+00 2.20E+01 2.56E+01 0% 

STS-GT 86192 7.21E-16 2.61E-16 9.87E-16 3.31E-32 100% 

STS-EGT 55364 6.90E-16 2.85E-16 9.89E-16 3.48E-03 100% 

f3 

GT 200000 2.34E+03 4.56E+02 1.14E+04 5.26E+06 0% 

STS-GT 44411 4.81E-16 2.44E-17 9.79E-16 8.47E-32 100% 

STS-EGT 27902 5.52E-16 7.48E-17 9.99E-16 7.79E-32 100% 

f4 

GT 200000 9.76E+00 3.16E+00 1.95E+01 1.65E+01 0% 

STS-GT 87923 6.92E-16 1.04E-16 9.86E-16 6.05E-32 100% 

STS-EGT 56873 6.87E-16 2.02E-16 9.95E-16 3.89E-32 100% 

f5 

GT 200000 1.43E+02 4.90E+01 3.60E+02 5.75E+03 0% 

STS-GT 200000 4.65E-06 7.73E-08 2.92E-03 2.84E-07 0% 

STS-EGT 173010 6.37E-16 6.46E-17 5.23E-15 7.79E-31 93% 

f6 

GT 200000 1.19E+03 2.64E+02 3.30E+03 5.52E+05 0% 

STS-GT 9995 0.00E+00 0.00E+00 0.00E+00 0.00E+00 100% 

STS-EGT 7016 0.00E+00 0.00E+00 0.00E+00 0.00E+00 100% 
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Table 3.  Multimodal functions with many minimal, Comparsion among GT, STS-GT, STS-
EGT on f7–f11 

Function Model ANE Mean Best Best Worst Std Dev SR 

f7 

GT 200000 1.04E+02 8.40E+01 1.37E+02 2.01E+02 0% 

STS-GT 37789 0.00E+00 0.00E+00 0.00E+00 0.00E+00 100% 

STS-EGT 25553 0.00E+00 0.00E+00 0.00E+00 0.00E+00 100% 

f8 

GT 200000 5.89E+00 5.82E-14 2.00E+01 5.61E+01 0% 

STS-GT 78833 -9.96E-15 -2.71E-14 -2.22E-15 5.00E-29 100% 

STS-EGT 51088 -1.23E-14 -3.77E-14 -2.22E-15 8.90E-29 100% 

f9 

GT 200000 1.77E+01 3.53E+00 6.39E+01 1.56E+02 0% 

STS-GT 39244 3.89E-16 0.00E+00 9.99E-16 1.12E-31 100% 

STS-EGT 27481 3.77E-16 0.00E+00 9.99E-16 1.07E-31 100% 

f10 

GT 200000 2.88E+01 1.29E+00 1.30E+04 5.58E+06 0% 

STS-GT 200000 6.12E-07 2.07E-10 1.41E-04 6.57E-10 0% 

STS-EGT 162937 7.25E-16 3.60E-16 1.27E-15 4.83E-32 97% 

f11 

GT 200000 7.25E+03 1.10E+01 4.43E+05 6.76E+09 0% 

STS-GT 200062 1.54E-07 7.58E-10 3.16E-06 3.81E-13 0% 

STS-EGT 166176 6.11E-16 1.30E-16 8.86E-16 3.06E-32 100% 

Table 4. Multimodal functions with low dimensionalities and only a few local minimal, 
Comparsion among GT, STS-GT, STS-EGT on f12–f15 

Function Model ANE Mean Best Best Worst Std Dev SR 

f12 

GT 101844  3.28E-03 3.07E-04 2.04E-02 5.45E-05 50% 

STS-GT 200000  9.32E-04 3.08E-04 2.16E-03 1.73611e 0% 

STS-EGT 136898  6.42E-04 3.07E-04 2.04E-02 1.32E-05 60% 

f13 

GT 4182  -9.97E-01 -1.03E+00 -1.03E+00 1.18E-03 100% 

STS-GT 200000  -9.93E-01 -1.03E+00 -9.51E-01 1.26E-03 0% 

STS-EGT 200000  -9.92E-01 -1.03E+00 -1.00E+00 1.18E-03 0% 

f14 

GT 2891  3.85E-01 3.98E-01 3.98E-01 1.76E-04 100% 

STS-GT 154795  3.85E-01 3.98E-01 4.00E-01 1.78E-04 53% 

STS-EGT 49742  3.85E-01 3.98E-01 4.02E-01 1.80E-04 97% 

f15 

GT 2063  3.00E+00 3.00E+00 3.00E+00 1.00E-02 100% 

STS-GT 97162  3.00E+00 3.00E+00 3.00E+00 1.00E-02 100% 

STS-EGT 50334  3.00E+00 3.00E+00 3.00E+00 1.00E-02 100% 
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4.3   Analysis of Experiment Results 

From experiment results on the fifteen benchmark functions, we can get the following 
conclusions: 

 

1) GT/EGT is a highly efficient algorithm, especially for the functions with low-
dimensionalities and a few local minima, it perform superiorly. But for the func-
tions with high-dimensionalities and many minima, it act interiorly. 

2) Through transforming the search space, STS-EGT�which contains space trans-
formation technique, can get the algorithm out from local optimum, and  
ultimately achieve the optimal solution. Particularly, for the functions with high-
dimensionalities and many minima, the effects would be more obvious. 

3) For the functions with low-dimensionalities and a few local minima, both STS-
EGT and EGT can find the optimal solution nearly. But the convergence rate of 
EGT is faster than that of STS-EGT apparently, the reason for the result is that 
STS transforms the search space and cause the search scope of STS-EGT in-
creased. However, for the functions with high-dimensionalities and many mini-
ma, EGT-STS is distinctly better than EGT no matter in terms of the quality of 
solution or the convergence rate. 

5   Conclusions 

In this paper, a novel hybrid EAs named STS-EGT is proposed based on merging 
multi-parent crossover and space transformation technique. The main idea is to embed 
space transformation search (STS) into a novel genetic algorithm GA) which employs 
a novel crossover operator based on the non-convex linear combination of multiple 
parents and elite strategy (EGT). With a certain probability, STS transforms the 
search space to provide more opportunities for finding the global optimum and acce-
lerate convergence speed. Experimental results show that the GT or EGT deals with 
the functions which have only a few local minima well but show low efficiency in 
optimization of functions which are high-dimensionalities, multimodal and have 
many local minima. When the GT or EGT employs the space transformation tech-
nique, the performance can be prompted significantly.  

In future research works, we shall focus on how to apply this novel hybrid algo-
rithm to solve more practical problems. 
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Appendix  

The 15 benchmark functions we employed are given below. All the functions used in 
this paper are to be minimized. 

f1: Sphere Model 
 

f2: Schwefel’s Problem 2.22 
 

f3: Schwefel’s Problem 1.2 
 

f4: Schwefel’s Problem 2.21 

 

f5: Generalized Rosenbrock’s Function f6: Step Function 
 

f7: Generalized Rastrigin’s Function 
 

f8: Ackley’s Function 
 

f9: Generalized Griewank Function 
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f11: Generalized Penalized Functions II 
 

f12: Kowalik’s Function 
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Abstract. Kalman filter perform optimally when the noise statistics for the 
measurement and process are completely known in integrated navigation sys-
tem. However, the noise statistics could change with the actual working envi-
ronment and so the initial priori value would represent the actual state of 
noise incorrectly. To solve this problem, this paper presents an adaptive  
Kalman Filter based on evolutionary algorithm. The hybrid method improves 
the real-time noise statistics by the procedure of global search. Field test data 
are processed to evaluate the performance of the proposed method. The re-
sults of experiment show the proposed method is capable of improving the 
output precision and adaptive capacity of filtering, and thus is valuable in  
application. 

Keywords: Kalman filter, Evolutionary Algorithm, Integrated Navigation. 

1   Introduction 

Evolutionary algorithm is a heuristic search algorithm based on the populations, 
which search optimal result in the solution space by individuals in groups and has 
been widely used in function optimization, combinatorial optimization and the solving 
of other optimization problems at recent years. 

The traditional Kalman filter works well when the mathematical models were accu-
rate and the statistical properties of system noise were well be known. However, the 
models are often uncertainty and the statistical properties of interference signals are 
not fully known. In recent years, the idea of robust controlling, such as fuzzy logic 
method [1,2] and genetic algorithm [3], was introduced into the filtering, which 
achieved fairly good effect. However, there are some drawbacks that fuzzy adaptive 
reasoning requires a lot of empirical data, which may be inaccurate because of the 
changes in the environment and the parameters, such as the cycle of optimization, the 
number of models and so on, need repeated test and research in order to get good 
results for genetic algorithm.  

In this paper we build an adaptive Kalman filter model based on the evolutionary 
algorithm, and apply it to the integrated navigation system, so make it a new method 
for solving the problem that the statistical properties of the system noise change with 
the time and environment. 
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2   INS/GPS Integrated Techniques 

GPS and INS are usually integrated with a KF to overcome drawbacks associated 
with each system, and provide a robust navigation solution. Since GPS has a consis-
tent, long-term accuracy, it is used to correct INS measurements and thus to prevent 
the long-term growth of their errors. On the other hand, the accurate short-term meas-
urement provided by INS is used to solve problems related to GPS such as cycle slips 
and clock biases. KF is the optimal filter for modeled processes, and the core of most 
GPS/SINS integrated systems implemented to date [5]. It can optimally estimate the 
position, velocity and attitude of a moving vehicle using precise GPS measurements 
to update the filter states. KF is computationally efficient, which is especially useful 
for real-time applications. With correct dynamic models and stochastic models of 
GPS and INS errors, KF can produce very accurate geo-referencing solutions pro-
vided that there is a continuous access to GPS signals.  

Traditionally, this integration is accomplished by means of Kalman filter as shown 
in Fig.1, in which the INS outputs are compared with the outputs of the global posi-
tioning system (GPS). The errors in between are subjected to Kalman filtering, which 
enhances the performance of the navigation system by removing the effect of residual 
random errors during the surveying process [6]. 

 
  Feedback                                                       Corrected INS output 

                                                                    INS Error 

- GPS Error 

                                                                  Estimation of the INS errors 

INS

GPS

Filtering

 
Fig. 1. INS/GPS integration navigation system using Kalman Filter 

There are several considerable drawbacks of KF. The necessity of accurate stochas-
tic modeling may not be possible in the case of low cost and tactical grade sensors. It 
is demanding to accurately determine the parameters of the system and measurement 
covariance matrices for each new sensor. 

3   Differential Evolution 

Differential evolution [10] (DE) in fact is a steady-state evolutionary algorithm which 
adopt a multi-parent restructuring operator to generate the new individuals. The selec-
tion operator of DE is simple and easy to implement. The procedure of DE is summa-
rized as follows: 

Step1: Randomly initialize the population for DE, where each individual contain d 
variables. 
Step2: Evaluate the objective values of all individuals, and determine Xbest which has 
the best objective value. 
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Step3: Perform mutation operation for each individual in order to obtain each indi-
vidual’s mutant counterpart. 
Step4: Perform crossover operation between each individual and its corresponding 
mutant counterpart in order to obtain each individual’s trial individual. 
Step5: evaluate the objective values of the trial individuals. 
Step6: Perform selection operation between each individual and its corresponding 
trial counterpart so as to generate the new individual for the next generation. 
Step7: Determine the best individual of the current new population with the best ob-
jective value. If the objective value is better than the objective value of Xbest, then 
update Xbest and its objective value with the value and objective value of the current 
best individual. 
Step8: If a stopping criterion is met, then output Xbest and its objective value; other-
wise go back to Step 3. 

4   Evolutionary Kalman Filter (EvoKF) 

Using the evolutionary algorithm shown above, we can design an adapted Kalman 
filter based on the evolutionary algorithm, which can optimize the observed noise 
matrix and the process noise matrix each time to make the filter’s estimated error 
covariance matrix smallest. The block diagram of proposed KF and DE hybrid 
method is presented in Fig.2. 

• Individual representation 

In this paper DE adopts the real-coded genomes with corresponding genetic operators 
performed. The values of process noise matrix and measurement noise matrix were 
coded to generate an individual.  

• Fitness function 

The fitness of an individual of the population is the criterion for DE to optimize all 
the parameters encoded into an individual. Because the criteria for the performance of 
integrated navigation system is RMSE or the max error, so we defined the fitness 
function as follows: 

( ) ( ) ( ) ( )22 2 2ˆˆ ˆ ˆ. GPS GPS
GPS GPS E E N NX f L L λ λ υ υ υ υ= − + − + − + −  

where L represent longitude, λ represent latitude, υE represent east velocity, υN represent 
north velocity. 

• The stopping criteria 

In this paper the stopping criterion is set according to one criterion. While the speci-
fied maximum number of generations is reached, the evolution process is terminated.  
The process of EvoKF is similar to the normal evolutionary algorithm as follows: 

Step1: First, using Differential Evolution or other evolutionary algorithm search the 
best individual in the solution space before filtering. The best individual after reach-
ing the max generation could be the covariance matrix of the process noise and the 
measurement noise used by the classical Kalman filter. 
Step2: Using the classical Kalman filter with good covariance matrix obtained above 
to get the estimated value about position and velocity. 
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Fig. 2. EvoKF flow chart 

5   Experiments 

To test the performance of EvoKF, we not only use DE but also use Guo’s Algo-
rithm[11] as the evolutionary algorithm used in the EvoKF. The max generation num-
bers of two evolution algorithm are both 100, the size of population is 10. In the Guo’s 
Algorithm, the parent number is 3. In DE, we set the mutation probability 0.9 and the 
strategy is DE/rand/1/exp. The experiment data was collected in Beijing, China by an 
INS/GPS Integrated Navigation system. The minimum number of available satellites 
was 7, and the frequency of INS was 0.01(s), the frequency of GPS was 1(s).  

From the fitness function, we know the element with bigger estimated error would 
make bigger effective on the fitness value than the element with smaller estimated 
error, so we designed three kinds of weights for position estimated error to balance 
the effective made by position estimated error and velocity estimated error. They are 
represented by weight-a, weight-b, weight-c showed below. weight-a is obtained by 
the exponential difference of estimated error between position and velocity; weight-b 
is obtained by the exponential difference of relative estimated error between position 
and velocity; weight-c is an experience value based on the above two. 
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Table 1. Three kinds of weight 

Weight Longitude Latitude 
weight-a e^8 e^8 
weight-b   e^10 e^8 
weight-c e^9 e^9 

The compared results are presented below. 

Table 2. RMSE of each method in position and velocity with weight-a 

Method Longitude Latitude East velocity North velocity 
Kalman 4.8942e-005 2.8176e-005 0.30061 0.296 

EvoKF(GT) 4.2484e-005 2.4514e-005 0.28442 0.28277 

EvoKF(DE) 4.1399e-005 2.4065e-005 0.28139 0.28027 

Table 3. RMSE of each method in position and velocity with weight-b 

Method Longitude Latitude East velocity North velocity 
Kalman 4.8942e-005 2.8176e-005 0.30061 0.296 

EvoKF(GT) 2.2853e-005 2.5713e-005 0.28499 0.28767 

EvoKF(DE) 2.1936e-005 2.4073e-005 0.28409 0.28486 

Table 4. RMSE of each method in position and velocity with weight-c 

Method Longitude Latitude East velocity North velocity 
Kalman 4.8942e-5 2.8176e-5 0.30061 0.296 

EvoKF(GT) 2.7315e-5 1.5355e-5 0.27971 0.27974 
EvoKF(DE) 2.4119e-5 1.4277e-5 0.27662 0.27475 

Table 5. Max-error of each method in position and velocity with weight-a 

Method Longitude Latitude East velocity North velocity 
Kalman 0.00013441 0.00011977 2.0268 3.022 

EvoKF(GT) 0.00013668 0.00011864 1.9117 2.894 
EvoKF(DE) 0.00013901 0.00011604 1.8879 2.8832 

Table 6. Max-error of each method in position and velocity with weight-b 

Method Longitude Latitude East velocity North velocity 
Kalman 0.00013441 0.00011977 2.0268 3.022 

EvoKF(GT) 8.834e-005 0.00011641 1.9112 2.8727 

EvoKF(DE) 9.845e-005 0.00010969 1.9392 2.8152 

Table 7. Max-error of each method in position and velocity with weight-c 

Method Longitude Latitude East velocity North velocity 
Kalman 0.00013441 0.00011977 2.0268 3.022 

EvoKF(GT) 0.00010768 0.00010058 1.8586 2.8569 
EvoKF(DE) 0.00010045 0.0001044 1.8217 2.7555 
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6   Conclusion 

In this paper, we proposed a new adaptive Kalman filter algorithm and solved the prob-
lem that filtering will be divergence with the changing of noises statistical properties. 
The experiment result proved the hybrid method works optimally compared with the 
classical Kalman Filter. The EvoKF estimate the state of noises, and overcome diffi-
culty that the sensitive to the initial values of statistical properties of the noises. 
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Abstract. Many real-life problems can be formulated as numerical optimization 
of certain objective functions. However, for an objective function possesses 
numerous local optima, many evolutionary algorithms (EAs) would be trapped 
in local solutions. To improve the search efficiency, this paper presents a clone 
and Cauchy-mutation evolutionary algorithm (CCEA), which employs dynamic 
clone and Cauchy mutation methods, for numerical optimization. For a suit of 
23 benchmark test functions, CCEA is able to locate the near-optimal solutions 
for almost 23 test functions with relatively small variance. Especially, for f14-f23, 
CCEA can get better solutions than other algorithms.  

Keywords: numerical optimization, evolutionary algorithm, clone, Cauchy. 

1   Introduction 

As optimization problems exist widely in all domains of scientific research and engi-
neering application, research on optimization methods is of great theoretical signifi-
cance and practical value. Most function optimization problems, such as the optimiza-
tion of fuzzy system structure and parameters or the optimization of control system, 
are all multi-peaks function optimization problems，this kind of problems is to search 
the best point, which is the minimum point commonly from all the search space. For 
those problems to get the maximum point, they can make minus and are changed to 
search the minimum point. The minimum function optimization problem can be de-
scribed as follows: 

( )min f x , x D∈  (1) 

where f is an N-dimension function, D is a limited space and ND R⊆ . 
A number of evolutionary algorithms have been used to solve these function opti-

mization problems [1-9]. This success is due to EAs essentially are search algorithms 
based on the concepts of natural selection and survival of the fittest. They guide the 
evolution of a set of randomly selected individuals through a number of generations in 
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approaching the global optimum solution. Besides that, the fact that these algorithms 
do not require previous considerations regarding the problem to be optimized and 
offers a high degree of parallelism is also true. 

Fast evolutionary strategy (FES), applying Cauchy mutation in the evolution 
strategies to generate each new generation, can find near-optima very fast [4]. 
Especially, evolutionary programming (EP) has been applied with success to 
many function optimization problems in recent years [3,5,6], such as classical 
evolutionary programming (CEP) [5] and fast evolutionary programming (FEP) 
[6]. For CEP, there are some versions with different mutation operators, namely, 
(a) Gaussian mutation operator (CEP/GMO), designed for fast convergence on 
convex function optimization; (b) Cauchy mutation operator (CEP/CMO), aimed 
for effective escape from the local optima; (c) mean mutation operator 
(CEP/MMO), which is a linear combination of Gaussian mutation and Cauchy 
mutation. FEP essentially employs a CMO but incorporates the GMO in an effec-
tive way, and it performs much better than CEP for multimodal functions with 
many local minima while being comparable to CEP in performance for unimodal 
and multimodal functions with only a few local minima. Evolutionary optimiza-
tion (EO) [7] uses a mutation operator and a selection scheme to evolve a popula-
tion. Stochastic genetic algorithm (StGA), employing a novel stochastic coding 
strategy so that the search space is dynamically divided into regions using a sto-
chastic method and explored region-by-region, and in each region, a number of 
children are produced through random sampling, and the best child is chosen to 
represent the region, can get very good results for many function optimization 
problems [8]. Quantum-inspired evolutionary algorithm, inspired by the multiple 
universes principle of quantum computing, can also solve some function optimi-
zation problems effectively [9]. Some other algorithms such as particle swarm 
optimization (PSO) [7,10-12] and differential evolution (DE) [13-15] are  
proposed to solve function optimization problems. PSO is a new evolutionary 
computing scheme, which explores the insect swarm behavior, and seems to be 
effective for optimizing a wide range of functions. DE is a practical approach to 
global function optimization that is easy to understand, simple to implement, 
reliable, and fast. Basically, DE adds the weighted difference between two popu-
lation vectors to a third vector and is completely self-organizing. 

In this paper, a clone and Cauchy-mutation evolutionary algorithm (CCEA) for 
function optimization is proposed, using dynamic clone, the number of which is 
direct proportion to “affinity” between individuals, and Cauchy mutation methods. 

2   Clone and Cauchy-mutation Evolutionary Algorithm (CCEA) 

Suppose that ( ) ( ) ( ) ( ){ }1 21 , 1 ,..., 1nk A k A k A k= + + +A  is the population at the k 

generation and n is the size of population. 
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The individual ( )kA  is coded by real number: 

( ) ( )1 2, ,...,i i i imA k x x x= , 1, 2,...,i n=  (2) 

where m is the dimension of function and [ , ]ij j jx a b∈ ; aj, bj is the boundary of xj. 

CCEA clones an individual according to “affinity” between individuals, operates 
Cauchy mutation on the population and then generation the offspring population. The 
course of CCEA is as follow: 

( ) ( ) ( ) ( ) ( )1gc s
TT Tk k k k k′⎯⎯→ ⎯⎯→ ⎯⎯→ +UA Y A Y A  (3) 

where Tc is the dynamic clone operation, Tg is the genetic operation and Ts is the selec-
tion operation to generate offspring population, ( )kY is the clone of ( )kA  got by Tc, 

( )k′Y is the clone population after Tg. The three operations are described as Fig. 1. 
 

 

Fig. 1. The three operations of CCEA: Tc , Tg and Ts 

2.1   Clone Operation Tc 

For an individual, the number of clone got by Tc is determined by the density of its 
nearby individuals, which is called “affinity”. If the density is large, the clone number 
is small; if the density is small, the number is large. And the number changes with the 
distribution of population. With this clone operation, domains with smaller density 
can get larger possibility of genetic operations. So CCEA can search the whole space 
most possibly and get the global optimal solution. 

Suppose that ( )kY  is the clone population after Tc. ( )kY  is: 

( ) ( )( ) ( ) ( ) ( ) T
1 2c nk T k Y k Y k Y k= = ⎡ ⎤⎣ ⎦LY A  (4) 

where ( ) ( )( ) ( ) ( ) ( ) ( )
1

   
i

i c i i i i i i q
Y k T A k A k A k A k A k

×
= = × = ⎡ ⎤⎣ ⎦LI , 1, 2,...,i n= , Ii is 

the qi-dimension row vector in which each element is 1 and the value of qi is: 

( )i iq low up low= + − × Θ⎡ ⎤⎢ ⎥  (5) 
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where low and up is respectively the minimum and maximum value of clone size, iΘ  

is the affinity between Ai and other individuals and [ ]0,1iΘ ∈ : 

min

max min

i
i

d d

d d

−
Θ =

−
 (6) 

where di is the Euclidian distance between Ai and other individuals Aj: 
 

mini i jd A A= − , 1, 2,...,j n= , i j≠  

   min min{ }id d= , 1, 2,...,i n=   

max max{ }id d= , 1, 2,...,i n=  

(7) 

From Equation (5) and (6), it can be seen that qi changes with iΘ  which indicates 

how dense the population’s distribution is near the individual Ai. The more dense 
distribution, the less iΘ  is, vice versa. 

2.2   Cauchy Mutation Operation Tg 

This algorithm uses Cauchy mutation, and the one-dimension Cauchy density func-
tion is defined by: 

( ) 2 2

1 t
f x

t xπ
=

+
， ( )x−∞ < < +∞  (8) 

where t>0 is a scale parameter [16], in this paper t=1. The corresponding distribution 
function is: 

( ) 1 1
arctan

2

x
F x

tπ
⎛ ⎞= + ⎜ ⎟
⎝ ⎠

 (9) 

There are some papers use the Gaussian mutation as their mutation operator, in paper 
[6], experiments proved that Cauchy density function is similar to Gaussian density 
function and less than it in vertical direction. The Cauchy distribution changes as 
slowly as it approaches the horizontal axis, as a result, the variance of the Cauchy 
distribution is infinite. Fig. 2 shows the difference between Cauchy and Gaussian 
density functions by plotting them in the same scale. 

According to the similarity between Cauchy and Gaussian distribution, especially 
Cauchy distribution has two sides probability characteristics, the Cauchy distribution 
can generate a random number far away from origin easily, whose distribution range 
is wider than that generated from Gaussian mutation, it means Cauchy mutation can 
jump out of the local optimum quickly. 

( ) ( )i iA k Y k∀ ∈ , ( ) ( )1 2, ,...,i i i imA k x x x= , after the Cauchy mutation operation Tg, 

the clone individuals of Ai(k) is  ( ) ( )( ) ( ) ( ) ( )
1

   
i

g i i i i q
k T A k A k A k A k

×
′ ′ ′ ′= = ⎡ ⎤⎣ ⎦LY , 

where ( ) ( )1 2, ,...,i i i imA k x x x′ ′ ′ ′= . The following is the description of Tg. 
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Fig. 2. Comparison between Cauchy and Gaussian density functions 

for (1 ≤ j ≤ m) 
{ 

if (random(0,1)<Pm) 
{ 

 if (random(0,1)<0.5) 
         ij ij ijx x δ′ = + ,1 j m≤ ≤ ; 

else 
           ij ij ijx x δ′ = − ,1 j m≤ ≤ ; 

if ( ij jx a′ < )  ij jx a′ = ; 

else if ( ij jx b′ > )  ij jx b′ = ; 

} 
} 

where ( )1 ( )in n t

mP m− + += ,
1 1

,mP
m m

⎡ ⎤
∈ ⎢ ⎥
⎣ ⎦

, t is the ranking of Ai(k+1) in the sort sequence 

according to fitness; ijδ is a Cauchy variable and 0,ij jr bδ ⎡ ⎤∈ ∗⎣ ⎦ . 

Relative to the individual of better fitness, the ones of worse fitness can get greater 
probability. This can guarantee the whole population is good. 

2.3   Selection Operation Ts 

After Cauchy mutation operation, the offspring population is: 1, 2,...,i n∀ =  

       ( ) ( ) ( ) ( )
( )

    if  is better than 
1

    else
i i i

i
i

B k B k A k
A k

A k

⎧⎪+ = ⎨
⎪⎩

 (10)

where ( ) ( ){ } ( ){ }| 1, 2, ...,i i i iB k best Y k best A k i q′ ′= = = . 
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2.4   The Framework of CCEA 

1. Suppose that k is the number of evolution, k=0; 
2. Initialize the population A(k) randomly, the size of population is n; 
3. Clone operation Tc for each individual in A(k), generate Y(k); 
4. Cauchy mutation operation Tg for each individual in Y(k), generate Y′(k); 
5. Selection Operation Ts, generate the offspring population A(k+1); 
6. k:=k+1; 
7. If not termination condition, go to step 4; 
8. Stop. 

3   Experiments 

Numerical experiments are conducted to test the effectiveness and efficiency of 
CCEA. Twenty-three test functions in [6] of three categories are used in experiments, 
covering a broader range than in some other relevant studies for the purpose to dem-
onstrate the robustness and reliability of the present algorithm.  

Table 1 lists the 23 test functions and their key properties. These functions 
can be divided into three categories of different complexities. f1-f7 are unimodal 
functions, which are relatively easy to optimize, but the difficulty increases as 
the problem dimension goes high. f8-f13, representing the most difficult class of 
problems for many optimization algorithms, are multimodal functions with 
many local optima, and the number of local minima increases exponentially 
with the problem dimension [17,18]. f14-f23 are likewise multimodal functions, 
but they only contain a few local optima [18]. The major difference between f8-
f13 and f14-f23 is that functions f14-f23 appear to be simpler than f8-f13 due to their 
low dimensionalities and a smaller number of local minima. As examples of the 
three categories, Fig. 3 shows the surface landscapes of f3, f8 and f23 when the 
dimension is set to 2. It is interesting to note that some functions possess rather 
unique features. For instance, f6 is a discontinuous step function having a single 
optimum; f7 is a noisy function involving a uniformly distributed random vari-
able within [0, 1). 

Generally speaking, for unimodal functions the convergence rates are of main in-
terest as optimizing such functions to a satisfactory accuracy is not a major issue. For 
multimodal functions, however, the quality of the final results is more crucial since it 
reflects the algorithm’s ability in escaping from local deceptive optima and locating 
the desired near-global solution. 

In this paper, CCEA is compared with FEP and StGA, where results of FEP and 
StGA are from [6] and [8]. The parameters of algorithm are set as Table 2. For each 
test function, 50 runs with different seeds from the random number generator are 
performed to observe the consistency of the outcome. The results of this comparison 
are shown in Table 3 and Table 4 with respect to the mean best values found and the 
standard deviations for each function.  
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Table 1. The 23 benchmark functions used in experiment, where N is the dimension of 
function,  fmin is the minimum value of function, and D is the search space ( ∈x D ), the sign 
“≈” in column fmin means the value is approximate 

Functions N S fmin 

f1 30 [-100, 100]N 0 

f2 30 [-10, 10]N 0 

f3 30 [-100, 100]N 0 

f4 30 [-100, 100]N 0 

f5 30 [-30, 30]N 0 

f6 30 [-100, 100]N 0 

f7 30 [-1.28, 1.28]N 0 

f8 30 [-500, 500]N -12569.5 

f9 30 [-5.12, 5.12]N 0 

f10 30 [-32, 32]N 0 

f11 30 [-600, 600]N 0 

f12 30 [-50, 50]N 0 

f13 30 [-50, 50]N 0 

f14 2 [-65.536, 65.536]N ≈1 

f15 4 [-5, 5]N ≈0.0003075 

f16 2 [-5, 5]N -1.0316285 

f17 2 [-5, 10] × [0, 15] 0.398 

f18 2 [-2, 2]N 3 

f19 3 [0, 1]N -3.86 

f20 6 [0, 1]N -3.32 

f21 4 [0, 10]N ≈-10.1422 

f22 4 [0, 10]N ≈-10.3909 

f23 4 [0, 10]N ≈-10.5300 

 
 
From Table 3, it can be seen that CCEA can get the near-global solution except f8 

and f9. In the experiment, we found because there are so many local optima, the steps 
between optima are large, and the probability of generating large Cauchy variables is 
very small, CCEA can not jump out of local optima and get the global solution. From 
Table 3 and Table 4, for from f1 to f13, we can see CCEA have the same performance 
to FEP and StGA, except f8 and f9. For from f14 to f23, CCEA performs better than FEP 
and StGA. 
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Fig. 3. Graphs of f3, f8 and f23 with a dimension of 2 

Table 2. Algorithm’s parameters setting 

n low up r1 t 

50 10 20 0.1 1 

 

Table 3. Comparison between CCEA and FEP. All results have been averaged over 50 runs, 
where “Mean Best”indicates the mean best function values found in the last generation, and 
“Std Dev” stand for the standard deviation. 

Number of 
generation 

Mean Best Std Dev 
TF 

CCEA FEP CCEA FEP CCEA FEP 

f1 10000 1500 5.27×10-5 5.7×10-4 8.99×10-6 1.3×10-4 

f2 50000 2000 2.89×10-3 8.1×10-3 2.49×10-4 7.7×10-4 

f3 50000 5000 4.40×10-2 1.6×10-2 9.46×10-3 1.4×10-2 
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Table 3. (Continued) 

Number of 
generation 

Mean Best Std Dev 
TF 

CCEA FEP CCEA FEP CCEA FEP 

f4 50000 5000 6.29×10-3 0.3 3.86×10-4 0.5 

f5 50000 20000 0.2 5.06 0.24 5.87 

f6 500 1500 0 0 0 0 

f7 10000 3000 1.29×10-3 7.6×10-3 1.63×10-3 2.6×10-3 

f8 10000 9000 -8315.98 -12554.5 383.29 52.6 

f9 10000 5000 161.681 4.6×10-2 19.92 1.2×10-2 

f10 50000 1500 8.82×10-4 1.8×10-2 1.19×10-4 2.1×10-3 

f11 10000 2000 3.89×10-6 1.6×10-2 1.58×10-6 2.2×10-2 

f12 10000 1500 4.38×10-7 9.2×10-6 1.36×10-7 3.6×10-6 

f13 10000 1500 5.69×10-6 1.6×10-4 1.04×10-6 7.3×10-5 

f14 500 100 0.998004 1.22 0 0.56 

f15 50000 4000 3.11×10-4 5.0×10-4 3.14×10-6 3.2×10-4 

f16 100 100 -1.03163 -1.03 1.49×10-6 4.9×10-7 

f17 100 100 0.397889 0.398 1.45×10-6 1.5×10-7 

f18 500 100 3 3.02 2.01×10-6 0.11 

f19 100 200 -3.86278 -3.86 1.22×10-6 1.4×10-5 

f20 100 100 -3.32188 -3.27 4.63×10-5 5.9×10-2 

f21 1000 100 -10.1532 -5.52 2.19×10-5 1.59 

f22 1000 100 -10.4029 -5.52 1.79×10-5 2.12 

f23 1000 100 -10.5364 -6.57 4.10×10-5 3.14 

4   Conclusions 

This paper introduced a clone and Cauchy-mutation evolutionary algorithm 
(CCEA), which employs dynamic clone and Cauchy mutation methods, for 
numerical optimization. With clone operation, domains with smaller density 
can get larger possibility of genetic operations. So CCEA can search the whole 
space most possibly, jump out of the local optima, and get the global optimal 
solution. For a suit of 23 benchmark test functions, CCEA is able to locate the 
near-optimal solutions for almost 23 test functions with relatively small vari-
ance, indicating that the algorithm is both effective and statistically stable.  

The future work is to improve the mutation random variables, and to jump out 
of local optima and locate the global optima with larger possibility. 
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Table 4. Comparison between CCEA and StGA. All results have been averaged over 50 runs, 
where “Mean Best”indicates the mean best function values found in the last generation, and 
“Std Dev” stand for the standard deviation. 

Number of 
generation 

Mean Best Std Dev 
TF 

CCEA StGA CCEA StGA CCEA StGA 

f1 10000 30000 5.27×10-5 2.45×10-15 8.99×10-6 5.25×10-16 

f2 50000 17600 2.89×10-3 2.03×10-7 2.49×10-4 2.95×10-8 

f3 50000 23000 4.40×10-2 9.98×10-29 9.46×10-3 6.9×10-29 

f4 50000 32000 6.29×10-3 2.01×10-8 3.86×10-4 3.42×10-9 

f5 50000 45000 0.2 0.04435 0.24 0 

f6 500 1500 0 0 0 0 

f7 10000 25500 1.29×10-3 8.4×10-4 1.63×10-3 1.0×10-3 

f8 10000 1500 -8315.98 -12569.5 383.29 0 

f9 10000 28500 161.681 4.42×10-13 19.92 1.14×10-13 

f10 50000 10000 8.82×10-4 3.52×10-8 1.19×10-4 3.51×10-8 

f11 10000 52500 3.89×10-6 2.44×10-17 1.58×10-6 4.54×10-17 

f12 10000 8000 4.38×10-7 8.03×10-7 1.36×10-7 1.96×10-14 

f13 10000 16000 5.69×10-6 1.13×10-5 1.04×10-6 4.62×10-13 

f14 500 800 0.998004 1 0 0 

f15 50000 30000 3.11×10-4 3.1798×10-4 3.14×10-6 4.7262×10-6 

f16 100 4000 -1.03163 -1.03034 1.49×10-6 1.0×10-3 

f17 100 5000 0.397889 0.3986 1.45×10-6 6.0×10-4 

f18 500 ⁄ 3 ⁄ 2.01×10-6 ⁄ 
f19 100 ⁄ -3.86278 ⁄ 1.22×10-6 ⁄ 
f20 100 ⁄ -3.32188 ⁄ 4.63×10-5 ⁄ 
f21 1000 10000 -10.1532 -9.828 2.19×10-5 0.287 

f22 1000 4800 -10.4029 -10.40 1.79×10-5 0 

f23 1000 8500 -10.5364 -10.450 4.10×10-5 0.037 
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Abstract.  This paper is a technical supplement of our original research in the 
combination of genetic programming (GP), Hoare logic, model checking, and 
finite state automaton for Hoare triple constructions. Although there is no prob-
lem in achieving this goal by first constructing the generalized models for some 
given Hoare triples, the desired Hoare triples from the application of general GP 
approaches to them still produce ineffective results and hence needs further im-
provement. In this paper, we solve it through the use of some semantically valid 
genetic operations. Precisely, we check logic relationships among Hoare triples 
and generalized models for their consistence. 

Keywords: Genetic programming, Hoare logic, model checking, finite state 
automaton. 

1   Introduction 

Genetic programming (GP) ([1], [2]) is one of the most important means to automati-
cally generate programs solving given problems. It can be dated back to John R. 
Koza’s pioneering work in 1992, when he borrowed essential idea from genetic algo-
rithm (GA) ([2], [3]) to construct computer programs by random techniques. Al-
though GP is developed currently into a big family ([4], [5], [6], [7]) of GEP (Gene 
Expression Programming), STGP (Strongly Typed Genetic Programming), ADF-GP 
(Automatic Defined Function Genetic Programming), LGP(Linear Genetic Program-
ming) etc, it almost deals with fitness evaluation based only on testing ([8], [9]). 

Formal GPs are promising program generation methods worthy of in-depth re-
search. The major advantage they provide lies in their reliability. For example, if one 
can automatically create Hoare triples ([10], [11], [12], [13]) in some way, he can also 
say with certainty that the programs of the concern are correct with respect to their 
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requirements. As a result, this makes Formal GPs visibly different from their tradi-
tional competitors. 

In view of this, paper [9] has initiated a formal study in the combination of genetic 
programming, Hoare logic, model checking, and finite state automaton, etc. Although 
it is successful in doing that like constructing Hoare triples under certain generalized 
models, the heuristic algorithm used there is inefficient, therefore deserving of further 
improvement. In the present paper, we will solve it through the use of some semanti-
cally valid genetic operations. Precisely, we check logic relationships among Hoare 
triples and generalized models for their consistence.  

2   Elements of the Theory 

Software reliability ([14]) is an important issue of common concern among research-
ers all over the world. One of the most common solutions to it is Hoare logic ([10], 
[11], [12], [13]). This paper focuses on Hoare triple constructions. Before discussing 
it, we first introduce some concepts as well as our formal result.([9]). 

2.1   Concepts and Result 

Definition 1 (Hoare triple).   Let P, Q be two first-order logic formulas, and f a pro-
gram segment. A formula, denoted {P} f {Q}, is a Hoare triple, if it can be interpreted 
as that if P holds before execution of f, and that the running of f can  terminate under 
P, then Q will hold. 

Definition 2 (Generalized Hoare triple).  Let P, Q be sets of first-order logic formu-
las, and f a program segment. A formula, denoted P {f}G Q, is a generalized Hoare 
triple or formula, if for each q in Q, there is some p in P such that {p} f {q} forms a 
Hoare triple. In this case, {p} f {q} is also called an instance of P {f}G Q. 

Definition 3 (Generalized representation).   Given a set H of Hoare triples and a set 
R of generalized Hoare triples, R is a generalized representation of H, if for each h in 
H, there is some r in R such that h is an instance of r and none r in R shares the same 
program segment with the other elements in R. 

Definition 4 (Generalized model).   Given a set H of Hoare formulas and one of its 
generalized representations R, A directed graph G=<V, E> is a generalized model 
with respect to R, if : 

 

1) Each v in V is either the generalized pre-condition or the generalized post-
condition of some generalized Hoare triple in R. 

2) Each e in E is either labeled with an epsilon ( ε ) symbol, standing for an empty 
statement, or a string, standing for a program segment of some Hoare formula in 
H. 

3) v1, v2 in V is linked from v1 to v2 by a ε arrow, iff there are some formulas p1, p2 
in v1, v2 such that 21| pp →−  holds.  

4) v1, v2 in V is linked from v1 to v2 by an arrow of label name f, a program seg-
ment of some generalized Hoare triple in R, iff v1 {f }G v2 in R.  
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Definition 5 (Passage).   Given a directed graph G =<V, E>, a path V1 f1 V2 f2 … fn-1 Vn 
in G is called a passage, if it defines a maximum expansion function )( iVm for some 
nonempty subset )(  1VP ⊆ as follows. Where Vi stands for vertex of G. The string α
（= f1 f2 … fn-1）concatenated from edge labels along the passage is called a general-
ized body; )( iVm the maximum expansion of f1 f2 … fi-1 on P. 
1) ∅≠= PVm )( 1 ; 

2) 
⎩
⎨
⎧
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Theorem 1.  Given a set H of Hoare triples as well as its generalized representation 
R, and Let GM(H) be the corresponding generalized model. If α is a passage in 
GM(H) with respect to a nonempty subset P of some vertex V of GM(H), then {/\ 
P}α {/\Q} for each nonempty set Q ofα ’s maximum expansion over P is a Hoare 
formula. Where /\X for a set X of logic formulas stands for a conjunction of all  
elements of X. 

The proof can easily be completed by using the composition rule of Hoare logic 
([11], [12]). 

So, if an efficient algorithm is available for figuring out the appropriate passage 
meeting some requirements, we can create desired programs automatically. 

2.2   Hoare Triple Generation 

As we know, whether for two given vertices and an integer k there will exist a simple 
path of edge number over k in a directed graph is a NP-Complete problem ([15]). So, 
in light of the above result, we can construct Hoare triples meeting some requirements 
in evolutionary approaches. Paper ([9]) conducts a research in this topic, presenting a 
novel method called Hoare logic based genetic programming (HGP). Since HGP is a 
kind of genetic programming, we will focus on its differences from classical ones, 
describing it based on a given set H of Hoare triples as well as its generalized repre-
sentation R, and its generalized model GM(H). 

Representation   A program is represented as a string of program segments , thus 
different from tree depended GPs in representation.  

Fitness function  The fitness function used by HGP is :  

⎣ ⎦⎩
⎨
⎧

÷−
∩

=
point breaking100*)()(

)),((
),,(

SlSb

otherwiseGposGpreSmn
GposSGpref            (1) 

 
Where symbol conventions are: 
S: a string of program segments; 
Gpre:   an assumed precondition; 
Gpos:  the target post-condition.  
n(Set): the number of the elements of the set Set ; 
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m(S, Gpre): the maximum expansion of program S over Gpre. It is calculated against 
definition 5 as follows. 

          

⎪
⎩

⎪
⎨

⎧
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2112
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l(S):  the length of the sequence of program components S. For example,let S=f1 f2 f3 ,   

l(S) will be 3;  
b(S):  the number of the breaking points in a sequence S. For example, if there is no 

edge in a generalized model GM(H) linking two program components, there 
must exist a breaking point preventing S from being a path. 

 

So to evaluate whether a randomly generated program is the best solution to a given 
problem, we can calculate the similarity between it and the desired requirement based 
on the intersection principle, i.e. the fitness function. Fig. 1 gives a schematic over-
view of genetic programming ([16]). In principle, our method is the same. 

Generate a random population of n
Computer Programs (CP) 

Fitness evaluation of each CP in the 
population

Replace CP population by selecting a genetic operation 
probabilistically until n new CP are generated 

Reproduction Crossover Mutation

Select 1 CP for Select 2 CP for Select 1 CP for
reproduction      crossover based mutation (based
based on fitness on fitness            on fitness)

Insert generated CP into new population 

 

Fig. 1.  Schematic overview of the present GP 
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3   Semantic Improvement on Genetic Operations 

Obviously, execution of the above algorithm can generate approximate program to 
solving a giving problem, but many strings of program segments which conflict with 
the generalized model may also be created, therefore hindering its efficiency greatly. 
To overcome this shortcoming, we can improve the algorithm of fig. 1 by focusing on 
all semantically valid programs. This shares some ideas with reference [17]. In paper 
[17], Daniel Manrique, et. al. are painstaking with all possibly valid crossover posi-
tions, proposing a sophisticatedly new crossover operator for grammar based genetic 
programming systems based on such 3 factors as main derivation, crossover node and 
derivation length. Our method is as follows. 

Definition 6 (Successor function).   Given a set H of Hoare triples as well as its 
generalized representation }1|}{{ niQfPR iGii ≤≤= , and let GM(H) be the corre-

sponding generalized model, }1|{ nifS i ≤≤= . A function Succ: S -> 2S is a succes-

sor function, if for each f in S, Succ(f) = {g in S | there is an empty edge in GM(H) 
linking the generalized post-condition of f to the generalized pre-condition of  g }. 
Particularly, Succ (ε ) = S. 

Definition 7 (Predecessor function).   Given a set H of Hoare triples as well as its 
generalized representation }1|}{{ niQfPR iGii ≤≤= , and let GM(H) be the corre-

sponding generalized model, }1|{ nifS i ≤≤= . A function Pred: S -> 2S is a prede-

cessor function, if for each f in S, Pred(f) = {g in S | there is a ε  arrow in GM(H)  
linking the generalized post-condition of g to the generalized pre-condition of  f }. 
Particularly, Pred( ε ) = S. 

Definition 8 (Embedment).  Given H, R, GM(H) and S as above, we 
call )(Pr )( gedfSucc ∩ the embedment of f and g in S, denoted Embedment(f, g).  

Definition 9 (Crossover-set).   Given H, R, GM(H) and S as above, we call a subset 

of S a crossover-set of two strings *, S∈βα , denoted ),( βαC , if ),( βαC are pro-

gram segments of S occurring simultaneously in both strings. 
Now, we can algorithmically realize semantic-based genetic operations in terms of 

definitions 6 to 9. For example, the mutation and crossover operators are as follows. 
For initialization step, each semantically valid individual can incrementally be gener-
ated through the use of successor function.  

Mutation:   1)  Let mfffP L21= be an individual to be mutated;  

   2)  Choose a position in the sequence p , say i, for mutation; 
   3)  Substitute if of p for some randomly chosen program, say f, in  Em-

bedment( 1−if , 1+if ). 

Note that 1−if for i =1 stands for ε , and so does 1+if  for i = m. 

Crossover:  1)  Let mfffP L211 = , nhhhP L212 = with ∅≠),( 21 PPC be two indi-

viduals for the crossover; 
     2) Locate positions, say i and j, in 21  , PP  for some randomly chosen 

program in ),( 21 PPC for crossover operation;  
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    3) Conduct crossover on 21  , PP through substituting nj hh L1+ of P1 

for mi ff L1+ , and mi ff L1+ of P2 for nj hh L1+ to get semantically 

valid novel individuals for further use.  
Certainly, combining these techniques with the algorithm of fig. 1 can give birth to  
an effective approach to reliable program generation. For this improved HGP, the 
fitness function is: 

                )),((),,( GposGpreSmnGposSGpref ∩=                               (2) 

4   Experiment and Analysis 

In order for demonstrating why the improved HGP is correct and why it is more effi-
cient than HGP in [9], we have conducted a comparative study between them in the 
following experiment. For the detail theoretical analysis, one can refer to what was 
discussed above or those of [9]. 

Problem.  Given a set H (table 1) of Hoare triples, and one of its generalized represen-
tation R = {{P1, P2, P3} { f1 }G {P2, P3, P4}, {P2, P4, P6} { f2 }G {P1, P5, P6}, {P3, P4, 
P2} { f3 }G {P2, P4, P6}, {P1, P5, P6} { f4 }G {P1, P5, P7}}, generating a correct pro-
gram such that its pre- and post-conditions are  (P1 /\ P5 /\ P7 ) and (P1 /\ P5 /\ P7 /\ 
(u=0 \/ r < z )) respectively ([9]).  

Table 1.  Set of Hoare triple. Each row stands for a Hoare formula. 

Pre-condition 
Program 
segment 

Post-condition 

P1 xzuzy =+  f1 xzzuy =−+ )1(  P4 
P2 0>u  f1 0>u  P2 
P3 0>∧≥∧+= zzrqzrx  f1 0>∧≥∧+= zzrqzrx  P3 
P4 xzzuy =−+ )1(  f2 xzuzy =+  P1 
P2 0>u  f2 0≥u  P5 
P6 00)1( >∧≥∧++= zrzqrx  f2 00)1( >∧≥∧++= zrzqrx  P6 
P3 0>∧≥∧+= zzrqzrx  f3 00)1( >∧≥∧++= zrzqrx  P6 
P4 xzzuy =−+ )1(  f3 xzzuy =−+ )1(  P4 
P2 0>u  f3 0>u  P2 
P6 00)1( >∧≥∧++= zrzqrx  f4 00 >∧≥∧+= zrqzrx  P7 
P1 xzuzy =+  f4 xzuzy =+  P1 
P5 0≥u  f4 0≥u  P5 

 
 

Theoretical analysis.  By Hoare logic, if there exists a program X which together with 
(P1 /\ P5 /\ P7 ) /\ ( zru ≥≠ /\0 ) and (P1 /\ P5 /\ P7 ) forms a Hoare triple { (P1 /\ P5 /\ 

P7 ) /\ ( zru ≥≠ /\0 ) } X {P1 /\ P5 /\ P7 }，then: 
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{P1 /\ P5 /\ P7 } while ( zru ≥≠ /\0 ) do X {P1 /\ P5 /\ P7 /\ (u=0 \/ r < z )}.  
So the desired program is: while ( zru ≥≠ /\0 ) do X. Now we solve to find the 

value for X. The major steps includes the following: 
 

Step 1:  Constructing the generalized model GM(H) of fig. 2 for H based on R; 

Step 2:  By theorem 1, searching for a desired passage X in GM(H) . 
 

Clearly, there is a passage in GM(H) giving a proof of {P1 /\ P2 /\ P3} f1  f3  f2  f4 {P1 /\ P5 
/\ P7}being a Hoare triple. Furthermore by logic knowledge and Hoare logic, we have 

)())0()(( | 321751 PPPzruPPP ∧∧→≥∧≠∧∧∧− , therefore deducing the Hoare 

triple { (P1 /\ P5 /\ P7 ) /\ ( zru ≥≠ /\0 ) } f1  f3  f2  f4 {P1 /\ P5 /\ P7 }, i.e. {P1 /\ P5 /\ P7 } 
while ( zru ≥≠ /\0 ) do begin f1  f3  f2  f4 end {P1 /\ P5 /\ P7 /\ (u=0 \/ r < z )}.  

 
Experimental analysis.  The simulation is as follows. 
 

  Step 1:  Calculating both the successor and predecessor functions for any program 
segment, and embedment, crossover-set for each pair of program segments 
involved in H based on GM(H) ; 

  Step 2:  For each randomly generated programs, using {x in GC1 | (P1 /\ P5 /\ P7  /\ 
zru ≥≠ /\0 ) → x} = {P1, P2, P3} and tPost = { P1 , P5 , P7} as the general-

ized pre-condition Gpre and the target requirement Gpos to invoke the fit-
ness function.  

  Step 3:  Let the population size be 8, pressing the “Run” button, we obtain screen-
shots of both novel and previous methods in fig. 3 and fig. 4. 

 
 

              f4                              f2

                                                       f3

GC5:
P1  P5  P6

GC3:
P2  P4  P6 

GC4:
P1  P5  P7 

GC1:
P1  P2  P3

GC2:
P2  P3  P4

                             f1  

Fig. 2.  The generalized model GM(H) of the experiment. Where each node GCi represents a 
generalized condition; edges without labels are ε arrows.   

 



 Construction of Hoare Triples under Generalized Model 235 

 

Fig. 3.  Screenshot of result 

 

 

Fig. 4.  Screenshot of result 

Annotations to fig. 3 and fig. 4.  In these figures, the datum under the name Gen 
are generation numbers. The Data under the names Pre, ePost and tPost represent sets 
of properties of some program. For instance, for “123” under the name Pre, it is {P1, 
P2, P3}; for “157” under either the name ePost or the name tPost, it stands for {P1 , 
P5 , P7}. The data under the name Program indicate sequences of program segments. 
For example, the data “1324” in the two figures means the program f1 f3 f2 f4. Finally, 
the numbers under the name Fitness express fitness values, which were calculated in 
fig. 3 based on formula (2): 

)),((),,( GposGpreSmnGposSGpref ∩=  

and in fig. 4 on formula (1): 

⎣ ⎦⎩
⎨
⎧

÷−
∩

=
point breaking100*)()(
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SlSb

otherwiseGposGpreSmn
GposSGpref  

So fitness values for either generations 3 through 5 in fig. 3 or through 6 in fig. 4 are 
2. Because for each generation in these cases, the data under the names ePost and 
tPost share two digits with each other. For example, “156” in generation 5 of fig. 4 
shares the two digits “1” and “5” with 157. So does the same reason for both the  
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fitness values of the program f1 f3 f2 f4, denoted “1324”, in either generation 6 or 7 in 
the two figures being 3. Consequently, we find out such a special Hoare formula {P1 
/\ P2 /\ P3} f1  f3  f2  f4 {P1 /\ P5 /\ P7} in GM(H). According to the theoretical analysis, 
we have { (P1 /\ P5 /\ P7 ) /\ ( zru ≥≠ /\0 ) } f1  f3  f2  f4 {P1 /\ P5 /\ P7 }. Thus what we 
want is: while ( zru ≥≠ /\0 ) do begin f1  f3  f2  f4 end, the desired program. 

Of course, we should point out that basically, these two methods are the same; but,  
solving with formula (2) instead of formula (1) as fitness function is a far more effi-
cient way to deal with large scale generalized models of Hoare formulas. As was 
shown in generation 1 of fig. 4, we may, in these cases, have a high probability of 
wasting time for evaluating semantically invalid programs. Since these programs are 
semantically inconsistent with the concerned models, their fitness values must be 
negatives.  

5   Conclusion 

This paper is a technical supplement of our original work ([9]) in combining genetic 
programming, Hoare logic, model checking, and finite state automaton for reliable 
program generations. As was discussed in the theory, this method is divided into the 
following steps: 1) Managing to get Hoare triples, i.e. basic facts about program com-
ponents, by various approaches. 2) Grouping Hoare triples based on such concept as 
generalized representation. 3) Modeling search space as generalized models of veri-
fied components. 4) Searching for desired programs in the concerned models by some 
heuristic approach like genetic algorithm. So given that the first three steps have been 
completed (see [9]), good search strategies are very critical for step 4. To this end, the 
present work makes full use of logic relations of step 1 through step 3 to create se-
mantically valid genetic operations.  

What follows are our future works: novel modeling techniques, efficient search ap-
proaches, implementations, and extensions of existing work to grammar based genetic 
programming, etc.  
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Abstract. In order to ensure the target selection of the cobalt-rich crust explora-
tion and thus to benefit the mining area application in the future, it is necessary 
to conduct the method research for the resources calculation and the exploration 
area circling. In this paper, we employ the fractal parameters of the seamount 
terrain isoline to explore the relationship, that exists in the distribution and en-
richment of the seamount cobalt-rich crusts and the seamount distribution frac-
tal parameters, to provide quantitative basis for judgment of the blocks to be es-
timated. Finally, we carry out an empirical research with the terrain and station 
sampling data of a certain seamount in the Central Pacific and establish the 
scheme of circle mines by selecting the suitable threshold value of fractal box 
dimension. Then we use Ordinary Kriging method to complete the resources 
evaluation of cobalt-rich crust. 

Keywords: Cobalt-rich crust, Fractal box dimension, Ordinary Kriging, Re-
sources evaluation. 

1   Introduction 

Ocean cobalt-rich crusts is a polymetallic ore, which grows in 500-3000m water depth 
in the sea surface slope. It is rich in metal and rare earth elements of high economic 
value, such as Co, Au, Ni, Ti, Mn, Pt,etc.. The mass fraction of Co and Pt, which are 
rare in land, is up to 2.5% and 2×106 particularly[1]. As potential mineral resources, 
ocean cobalt-rich crusts attracts people’s general concern.  

Some countries led by America had carried out a number of attempts on cobalt-rich 
crust resources evaluation. Early in the 1980s, America used the geological block 
method to calculate resources quantity of some seamounts in the Pacific. Russia and 
France had used the methods of adjacent area and Kriging to respectively resources 
assessment in their own survey area. In our country, resources quantity evaluation of 
cobalt-rich crust is in early stage. We use methods of arithmetic average and geomet-
ric mean to do preliminary resources estimation in general survey. Wu Guanghai had 
used the methods of the nearest domain and geological block in preliminary resources 
quantity evaluation of a certain seamount in the eastern Pacific, and confirmed the 
seamount has long-term reserves[2].  
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The goal, that our country carries out resources evaluation in the cobalt-rich curst 
investigation area, is to circle the mine area that we intend to apply for the Interna-
tional Seabed Bureau and make the resources quantity as far as possible and as well as 
possible. And gradually establish an effective evaluation system of ocean mineral 
resources. 

Increasing information indicates that mineral resources distribution belongs to the 
fractal distribution[3], which is the basis of the fractal research of ocean seamount 
cobalt crust resources evaluation.  

2   Methodology 

Crust resources evaluation generally includes two aspects: circling mine scheme and 
resources evaluation.  

Delineation of the blocks to be estimated is the most important factor to impact the 
reliability of crust resources quantity. As the grid of crust resources investigation is 
dilute, area of the blocks to be estimated based on the grid is relatively large. Al-
though misjudgment of a few blocks to be estimated, resources increase or decrease 
caused by is very significant. So it is very necessary to explore a way, which can 
quantitatively judge the block to be estimated, to improve the reliability of delineation 
of the block to be estimated. This paper uses fractal parameters of the seamount ter-
rain isoline to explore the relationship, that exists in the distribution and enrichment 
of the seamount cobalt-rich crust and the seamount distribution fractal parameters, to 
find out methods which can quantificationally estimate crust distribution and enrich-
ment and provide quantitative basis for judgment of block to be estimated. 

Cobalt-rich crust is basically regarded as a two-dimensional distribution of the sea-
bed sediment deposits. The resources quantity estimation is easy to test and has high 
reliability. Existing methods of cobalt-rich crust resources evaluation include the 
methods of arithmetic average, the weighted average, geological block, and Kriging. 
Kriging, suitable for the area of higher investigation degree, is used to calculate esti-
mated value of the variable related to resources calculating. Kriging reflects the ran-
domicity and constitutive property of the geological variable, not only can get estima-
tion value of different blocks, but also can give estimation error. This paper intends to 
use ordinary Kriging to evaluate ocean crust resources. 

2.1   Methods of Ore Delineation 

2.1.1   Calculating Fractal Eigenvalue with the Fractal Box Dimension Method 
This paper intends to use the fractal box dimension(hereafter short for FBD) method 
to calculate fractal. Basic principle of this method is: cover the fractal sets with the E-
scale box and count the number N of boxes. And then paint E-scale and boxes N(E) 
points in the logarithmic coordinates or paint ln(E) and ln(N) in the general coordi-
nates. Finally we use linear regression method to confirm slope of the straight line of 
the interval-scaled points and get fractal dimension D. We calculate the FBD on a 
collection of two-dimensional plane as follows: increase Tn gradually and calculate 
the corresponding value of Nn (A) to get data pairs of (-lnTn，lnNn(A)) and then use 
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minimum mean square deviation to derive the slope, that is the FBD we want, of lnNn 
(A) relative lnTn[4]. 

2.1.2   Delineation of the Blocks to be Estimated  
We calculate the delineation of block to be estimated, by using seamount terrain frac-

tal parameters[5], as follows: 
(1) DEM(digital elevation model) data griding of the seamount terrain 
According to the grid of seamount station sampling, we can rarefy DEM data with 

grid. The grid size rarefied by DEM data is consistent with the size and location of the 
block to be estimated, which used by crust resources calculation.  

(2) Use the box method to calculate the FBD value of the grid (block to be esti-
mated). 

Use the box method to calculate the FBD value of the grid rarefied. Traverse the 
entire seamount areas and get the box dimensions of all of the grids. 

(3) Determine the threshold value of  FBD.  
Extract the FBD of stations sampling location and get statistical data of the FBD 

distribution character of sampling location. List to compare with the crust abundance 
of sampling locations and the relevance of FBD. Select threshold value of FBD, 
which is critical value to basically distinguish whether it has crust distribution, to 
provide quantitative basis for delineation of the blocks to be estimated.  

(4) Determine the blocks to be estimated. 

Use the threshold value of  FBD to filter the seamount grids. Grids, that satisfy the 
given conditions (greater than a certain threshold or in a threshold range), are the 
blocks to be estimated to form block lithology file. Blocks determined in the file are 
the blocks to be estimated and then use methods to calculate resource quantity. 

2.2   Evaluation of Resources Quantity 

Kriging, which is the core of geological statistics, is a method to get optimal, linear 
and unbiased interpolation estimation. Kriging uses variogram as the basic tool and 
gives full consideration to the geometric characteristics of the sample information, 
such as the shape, size and the spatial distribution location with the blocks to be esti-
mated. It also considers about the spatial structure of variables. 

2.2.1   Variogram Calculation 
Variogram is the basic and specific tool of geological, which can describe both the 
space structural and the stochastic changes of the regionalized variables. Common 
definition of variogram is: variogram is the mathematical expectation of increment 
square of the regionalized variable, that is, the variance of increment of the regional-
ized variable. 

The establishment of variogram is the key of Kriging valuation. Kriging valuation 
will be carried through only after the establishment of effective variogram and fitting.  

Variogram means a half of the variance of the increments of regionalized variable 
value Z(x) and Z(x+h) at two points, x and x+h, which divided by vector h. That is: 
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2.2.2   Fit to First-Order Spherical Model 
We need to select an appropriate model of variogram theory to fit after calculating the 
variogram, and then can study structural analysis of the regionalized variable.  
  Calculation equation of spherical model which has the abutment (also known as 
Matheron model) is as follows: 
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Where γ is the variation, r is the step (or distance), a is the range, C0 is the nugget, C 
is the arch height , (C + C0) is the sill. 

2.2.3   Combined Spherical Model 
For two directions of a variogram model fitting, assume the model parameters are: 
Va, Vc, Vc0 and Wa, Wc, Wc0. The model parameters after combining are: a1, C1, C0, 
a2, C2. Then combined model parameters are calculated as follows:C0=0.5(Vc0+ Wc0), 
Uv = (Vc +Vc0)-C0, Uw = (Wc+Wc0)-C0.  

If Uv <Uw, then a1=Va, a2=Wa , C1=Uv, C2=Uw–Uv. 
If Uv≥Uw , then a1=Wa,a2 = Va , C1 = Uw, C2 = Uv – Uw. 
The calculation equation is: 
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Where (C0+ C1 +C2) is the sill. 

2.2.4   Kriging Evaluation 
We get Kriging evaluation of variable mean through giving a certain weight coeffi-
cient to each sample and then get weighted average. That is: 
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Where λ i is Kriging weights coefficient, that is, the impact of the sample when we 
evaluate Zv

*, Zi (i = 1,2 ... ... n) is the information of known sample.  
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The main process of Kriging is solving Kriging equations set to obtain the Kriging 
weights coefficient, that is, to solve the following two questions: First, list and solve 
Kriging equations to get the Kriging weights coefficient λ i ; Second, get the estima-
tion variance of Kriging. By the premise of meet the second-order stationary hypothe-
sis, ordinary Kriging equations (Eq.5) and ordinary Kriging variance (Eq.6) can be 
expressed by the two variogram equations formulas as follows. 
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Where γ  is the variogram, μ  is the Lagrange coefficient, V  is the blocks to be 

estimated. 

3   Experiment and Result 

Take the terrain and sampling station data of a certain seamount in the Central Pacific 
as an example to carry out case studies. 

3.1   Results of Delineation of the Block to be Estimated 

3.1.1   Basic Conditions of the Seamount Terrain Data and Sampling Station Data 
The seamount terrain DEM is shown in Fig. 4. The abundance values of sampling 
points are shown in Table 1.  

3.1.2   Seamount Terrain Gridding 
According to the sampling grid, the seamount terrain is divided into the grid of 
100×50, that is, equally divided into 100 parts in latitude direction with 0.016079 
degree as the grid spacing, and 50 parts in longitude direction with 0.015960 degree 
as the grid spacing. 

3.1.3   Calculating the FBD Values of Grids 

After the division of grids, give the grid divided above the number with X(m,n), in 
which m is the number of rows and n is the number of columns. So corresponding to 
each X(m, n) , there is the FBD value D(m, n).  
    Calculate the FBD value of each grid by using the FBD method described above.The 
statistical results demonstrate that almost all the FBD values of grids fall between 0 ~ 
0.325 as shown in Fig. 1 For the 44 sampling points of the seamount, count the grids 
which the sampling points fall into and get the FBD values of corresponding grids as 
shown in Table1 and Fig.2. 
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Table 1. Statistical of the relations between seamount samples abundance and FBD Value 

Sample 
Number 

Abundance 
(Kg/m

2
) 

FBD 
Value 

Sample 
Number 

Abundance 
(Kg/m

2
) 

FBD 
Value 

1 36.8 0.0077 23 170.6 0.3191 
2 45 0.2624 24 57.28 0.0742 
3 55.5 0.0235 25 173.47 0.0936 
4 107.25 0.1287 26 197.61 0.0196 
5 42 0.1084 27 44.18 0.0069 
6 43.8 0.3048 28 142.82 0.0481 
7 149.84 0.2025 29 94.6 0.2768 
8 132.1 0.0465 30 80.84 0.1736 
9 140.1 0.3237 31 80.74 0.1579 

10 120.8 0.1376 32 226.18 0.2256 
11 38.73 0.0035 33 74.36 0.1280 
12 62.62 0.2810 34 47.6 0.0510 
13 120.2 0.1829 35 175.61 0.2129 
14 26.2 0.2347 36 95.13 0.0081 
15 127 0.0057 37 67.11 0.0624 
16 139.1 0.0347 38 78.5 0.0362 
17 14.56 0.0375 39 63.5 0.0362 
18 86.2 0.1921 40 85.8 0.0335 
19 201 0.3512 41 129.4 0.1772 
20 160.6 0.0617 42 56.98 0.2820 
21 14.55 0.1475 43 50.16 0.2340 
22 149.35 0.1572 44 144.02 0.3190 
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Fig. 1. Histogram of seamount terrain fractal   Fig. 2. Histogram of the sample grid fractal 
 

 

From Table 1 and Fig.2 ,we can clearly see that the sampling points grids with the 
FBD values less than 0.10 are accounted for more than 70%. We draw the conclusion 
that for this seamount the vast area where the FBD value of the grids is less than 0.10 
basically can not produce crust. There is not clear relationship between the abundance 
and fractal value of the samples of the area where the FBD value is greater than 0.10. So 
we take the FBD value ‘0.1’ for the threshold value. The grids with the FBD values less 
than 0.10 will not be considered in the crust resources calculation. But only the grids, 
the FBD value of which is greater than 0.10, can be calculated resources quantity. 
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3.1.4   Lithology and Projection Diagram of the Blocks to be Estimated 
Lithology diagram of the blocks to be estimated is shown in Fig. 3 when the threshold 
value of the seamount FBD is equal to 0.10. The mark '+' is the location of the blocks 
to be estimated.  
 
 

 
Fig. 3. Lithology diagram of the blocks to be estimated 

 

Fig. 4. Projection diagram of the blocks to be estimated 
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As shown in Fig. 4(the coordinates represent grid numbers), we can further make 
projection diagram of the blocks to be estimated to judge whether the scope of the 
delineation of the blocks to be estimated is reasonable. Delineation of the blocks to be 
estimated can be tested through projection diagram of itself. 

As shown in Fig. 3 and Fig. 4, the distribution of blocks to be estimated is in the 
seamount slopes, and relatively much less in the seamount flat ceiling, which is basi-
cally consistent with the research conclusions that plate crust is mostly more grown in 

slopes[6]. 

3.2   Results of the Resources Evaluation  

3.2.1   Results of Variogram Calculation 
There are 44 sampling data of crust abundance of the seamount in total. We carried 
out variogram calculation in the directions of 0°, 45°, 90°and 135°and the results are 
shown in Fig. 5(the unit of pace length is degree in latitude or longitude direction). 
 

 

Fig. 5. Variogram diagram in 4 directions 

3.2.2   Results of Fitting to First-Order Spherical Model 
According to Fig. 5, the directions of 45°and 135°are confirmed to be the main 
change directions of the seamount crust abundance. On the basis of this, spherical 
model is used to the theoretical variogram fitting. Fig. 6 is the fitted curve in the 45° 

direction and the model parameters are: a=0.577566, c=3299.33, c0=477.679; Fig. 7 
is the fitted curve in the 135°direction and the model parameters are: a=0.560935, 
c=814.933, c0=602.444. We can see that the variability of the abundance of the 
seamount crust, in every direction of the space, is quite different. Variation range in 
the directions of 45°and 135°are 0.577566 and 0.560935, which means that in this 
two directions space affect distance of the samples is not large but the difference of 
space variation amplitude is relatively large which is accompany with the structural  
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Fig. 6. Variogram of the 45°direction Fig. 7. Variogram of the 135°direction 

characteristics of zonal anisotropy. Both the variation amplitude of crust abundance 
and the terrain change are the greatest in the 45°direction. 

3.2.3   Results of the Combined Spherical Model   
Combine the fitting model of the variogram in the directions of 45°and 135°in accor-
dance with Eq. 3 to get new combined model. The correlative model parameters are: 
a1 = 0.560935, a2 = 0.577566, c1 = 877.315, c2 = 2359.63, c0 = 540.061. 

3.2.4   Results of the Resources Calculation 
On the basis of Eq. (5) and Eq.(6), we get the results of the resources calculation by 
using ordinary Kriging valuation. The minimum and maximum evaluation value is 
respectively 35.9061 Kg/m

2 and 134.567 Kg/m
2, the average evaluation value is 74.1411 

Kg/m
2, the valuation variance is 559.12, the overall valuation variance is 308.236, and 

the total resources evaluation is 0.18891 billion tons. 

4   Conclusions  

According to the FBD calculation of seamount terrain and the statistics of sample data, 
we find that the area , where the FBD value of the seamount terrain isoline is relative 
small (<0.1), accounted for more than 70% of the entire seamount area. That means 
the research seamount is relative flat and the trend of terrain change is relative small, 
which is consistent with the three-dimensional topographic map drew in Fig. 4. Most 
sample data of the sampling points fall in the area, where the FBD value is relative 
large (> 0.1), and almost no sample points fall in the area with the relative small FBD 
value. As the FBD value reflects the characteristics of the regional terrain changes, 
regional terrain changes a lot in the area with the relative large FBD value and is 
relative flat in the area with the relative small FBD value. It can be considered that 
crusts generally grow in the area where local terrain is relative steep and almost do 
not grow in the area where local terrain slope is relative flat. So we can get the con-
clusion that the FBD of the seamount terrain isoline can be used to judge the crust 
status of spatial distribution. And we have the theories and methods basis to circle the 
seamount blocks to be estimated through the threshold value.  
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In addition, because of limitations of the sampling data amount and the complexity 
of cobalt-rich crusts itself, the fitted model of variogram is not very satisfactory and 
need further research after the abundance of sample data.  
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Abstract. This paper introduces a hybrid algorithm called as the HENSA-SAT 
for the large-scale Satisfiability (SAT) problems. The HENSA-SAT is the hy-
brid of Evolutionary Negative Selection Algorithm (ENSA), the Flip Heuristic, 
the BackForwardFlipHeuristic procedure and the VerticalClimbing procedure. 
The Negative Selection (NS) is called twice for different purposes. One is used 
to make the search start in as many different areas as possible. The other is used 
to restrict the times of calling the BackForwardFlipHeuristic for local search. 
The Flip Heuristic, the BackForwardFlipHeuristic procedure and the Vertical-
Climbing procedure are used to enhance the local search. Experiment results 
show that the proposed algorithm is competitive with the GASAT that is the 
state-of-the-art algorithm for the large-scale SAT problems.  

Keywords: SAT, Evolutionary Negative Selection Algorithm, Flip Heuristic. 

1   Introduction 

The Satisfiability problem (SAT) was firstly proved to be an NP-complete problem by 
Cook [1] in 1971. The SAT problem could be defined as follows. Given a conjunctive 
formula F, determine whether there exists an assignment of boolean variables to make 
F become true. A formula F is defined as the conjunction of clauses, while a clause is 
defined as the disjunction of several literals. A literal is a boolean variable or the 
negation of the boolean variable. If the number of literals contained in each clause is 
the same value of k, the problem could be called k-SAT. An assignment of the vari-
ables which makes F become true is a solution. 

Some algorithms [2-9] have been proposed to solve the SAT problems. These algo-
rithms could be classified into 2 categories, which are the complete algorithms [2-4] 
and the incomplete algorithms [5-9]. The complete algorithms check the whole search 
space, and ensure they can find a solution unless there is no solution, while the time 
complexity is exponential in the worst case. The incomplete algorithms check part of 
the whole search space. When the incomplete algorithms do not find a solution for a 
SAT problem, they can not determine whether there exists a solution or not. 
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The Evolutionary Negative Selection Algorithms (ENSAs) are proposed by draw-
ing the mechanisms of evolution and negative selection in biological immune system. 
ENSAs have been developed to solve the logic circuits design [10], function optimi-
zation [11], etc. Some works [11, 12] have demonstrated that the Negative Selection 
(NS) can help the EAs (Evolutionary Algorithms) to escape from the local optima. 

In this paper, a hybrid algorithm called as the HENSA-SAT for the large-scale 
SAT problems is proposed. The HENSA-SAT is designed by combining the Evolu-
tionary Negative Selection Algorithm (ENSA), the Flip Heuristic [13], the BackFor-
wardFlipHeuristic procedure  and the VerticalClimbing procedure. The Flip Heuristic 
proposed in the FlipGA [13] has a good ability of local search. The introduction of the 
NS could help the HENSA-SAT to escape from the local optima. The NS is called 
twice in the HENSA-SAT for different uses. One is used to make the search start in 
different area as much as possible. The other is used to restrict the times of local 
search. Experimental results show that the proposed algorithm is effective for the 
large-scale SAT problems. 

The rest of the paper is organized as follows. Section 2 introduces the related work 
about Evolutionary Algorithms (EAs) for the SAT problems. The ENSAs are also 
briefly stated in this section. The HENSA-SAT for the SAT problems is detailed in 
Section 3. Experimental results and analyses are given in Section 4. Section 5 gives 
the conclusions of this paper. 

2   Related Work 

The Evolutionary Algorithms (EAs) have been developed to solve the SAT problems. 
Early work demonstrated that EAs have poor performance for the SAT problems. De 
Jong and Spears [14] pointed out that GAs may not outperform the highly tuned and 
problem-specific algorithms. Fleurent and Ferland [15] also pointed out that pure GAs 
have poor performance when compared to traditional local search algorithms. 

Recent work demonstrates that the EAs could solve the SAT problems efficiently 
by combining some heuristic techniques. Typical works are given as follows. The 
Stepwise Adaption of Weights Evolutionary Algorithm (SAWEA) [16] uses the 
clause weights to guide the search direction. The refining function is introduced in the 
Refining function Evolutionary Algorithm (RFEA) [17, 18] to discriminate those 
assignments which have the same fitness but are different. The FlipGA [13] takes the 
Flip Heuristic as one of the main operators. The Adaptive evolutionary algorithm for 
the SAtisfiability Problem (ASAP) [19] maintains a tabu-like table and resorts to the 
adaptive Flip Heuristic and the adaptive mutation rate. In the GASAT [20], the tabu 
search procedure is used as a local search procedure to improve the performance. An 
overview of the SAWEA, the RFEA, the FlipGA and the ASAP is depicted in [21]. 

The ENSAs are developed for anomaly detection and optimization problem. For 
anomaly detection, two kinds of ENSAs for anomaly detection are designed in [22]. 
For the optimization problem, a new Path Planning Algorithm based on an ENSA for 
mobile robots is proposed in [23]. In [24], the gene library evolution is composed 
with the negative selection to solve the Travelling Salesman Problem (TSP). An 
ENSA called the ENSA-HSP is designed for solving Hardware/Software Partitioning 
Problem in [12]. 
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Also, there are some works about theoretical analysis of ENSAs. Both the conver-
gence and the ability of escaping from the local optimum of the ENSA-HSP are ana-
lyzed in [12]. In [25], the convergence of ENSAs with two different mutation opera-
tors for anomaly detection is analyzed. 

3   The Proposed HENSA-SAT 

The proposed HENSA-SAT is detailed in this section. In this paper, the bit string is 
taken as the individual structure. Each bit in the individual corresponds to a boolean 
variable. When a variable is true, the corresponding bit is set to 1, otherwise it is set to 
0. The number of satisfied clauses is used as the fitness of the individual. If all clauses 
are satisfied, a solution is found. The individual CBEST is used to record the best 
individual found during the whole search process. 

The HENSA-SAT is described in Fig. 1.  
 
 

1. Initialization 
2. Fitness evaluation 
3. while the stop conditions are not satisfied do 
4.  for each individual in the parent population 
5.   VerticalClimbing 
6.   Flip Heuristic 

7.   
if ( the number of individuals in the self set that match with the individual generated 
by Flip Heuristic  < T ) then 

8.    BackForwardFlipHeurisitc 
9.    Put the individuals generated by BackForwardFlipHeuristic to the offspring 

10.   else 
11.    Put the individuals generated by Flip Heuristic to the offspring 
12.  Negative Selection 
13.  Updating the self set 
14.  Updating  the Parent population 
15. return the best individual CBEST 

Fig. 1. The description of the HENSA-SAT 

In step 1 of Fig. 1, the Popsize individuals are randomly generated as the initial 
parent population. Each individual in the initial parent population is generated by 
randomly setting each bit to 0 or 1 with probability of 0.5. 

In step 3 of Fig. 1, when a solution is found, or the maximum number of flips is 
reached, or the limited running time is reached, the algorithm terminates.  

The VerticalClimbing procedure in step 5 of Fig. 1 is depicted in Fig. 2. The sym-
bol m in step 5 of Fig. 2 denotes the number of clauses contained in the SAT instance. 
Each variable in unsatisfied clauses is evaluated and its gain is computed. The con-
cept of the gain is from the FlipGA [13]. The gain of a variable is equal to the incre-
ment of satisfied clauses supposing it is flipped [13]. For convenience, the gain of a 
variable x in an individual child is denoted as child.gain(x). The variables which have 
the maximum gain are firstly stored in a pool, and then checked again one by one 
before being flipped. For Fig. 2, it can be observed that a local optimum can be 
reached by the VerticalClimbing procedure with fewer number of flips. 
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Input: an individual child 
Output: an individual child 
VerticalClimbing 
1. fittmp  0 
2. do{ 
3. fittmp  child.fitness 
4. pool  φ  

5. max  －m 
6. for each variable x in unsatisfied clauses of child 
7. if ( child.gain(x) > max ) //Each variable is computed only once 
8. max  child.gain(x); clear the pool; put x to the pool 
9. else if ( child.gain(x) is equal to max ) 
10. put x to the pool 
11. for each variable x in the pool 
12. gaintmp  child.gain(x) //the gain of x is recalculated 
13. if ( gaintmp is equal to max ) 
14. child.fitness  child.fitness + max 
15. flip the variable x in child 
16. }while( child.fitness > fittmp ) 
17. return child 

Fig. 2. The procedure of VerticalClimbing 

The Flip Heuristic in step 6 of Fig. 1 is from [13]. For convenience, it is briefly in-
troduced as follows. Firstly, a random permutation of the variables is generated. Sec-
ondly, each variable is checked according to the permutation and its gain is computed. 
If the gain of a variable is greater than or equal to 0, the variable is flipped. After all 
the variables are checked, one round check is completed. If the accumulation of the 
gain (only the gain that is greater than or equal to 0 is accumulated) in one round is 
more than 0, the next round check begins according to the above permutation. Other-
wise, the process of Flip Heuristic [13] ends and a new individual is generated. 

If the number of individuals in the self set that match with the individual generated 
by the Flip Heuristic is lower than T, the BackForwardFlipHeuristic procedure is 
called, and the individuals generated by the BackForwardFlipHeuristic procedure are 
added into the offspring. Otherwise, the individuals generated by the Flip Heuristic 
are directly added to the offspring. Here, the matching threshold is 0.65× gμ , where 

gμ  is the matching threshold of the self individual. It is noted that each individual in 
the offspring has its own coverage radius (denoted by R). The coverage radius (i.e. R) 
of the individuals generated by the BackForwardFlipHeuristic is the Hamming dis-
tance between the individual after back strategy (Step 5~19 in Fig. 3) and the individ-
ual after the forward strategy (Step 20 in Fig. 3). The coverage radius of the individu-
als generated by the Flip Heuristic is the Hamming distance between the individual 
after the VerticalClimbing and the individual after the Flip Heuristic. 

In step 12 of Fig. 1, the NS would filter individuals in the offspring whose mini-
mum Hamming distance to individuals in the self set is lower than a given threshold 

gμ . Each individual in the self set has its own matching threshold gμ . It is noted 
that the value of gμ  is set when the individual is added into the self set.  
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Input: an individual child, NumChosen, Eb, Ec 
Output: a set of individual childtmpset 
BackForwardFlipHeuristic 

1. childtmpset  φ  
2. for i  1 to Eb 
3.  childtmp  child 
4.  for j  1 to Ec 

5.   max  －m 

6.   choice  φ   
7.   for each variable x in childtmp 
8.    if ( childtmp.gain(x) > max && childtmp.gain(x) < 0 ) 
9.     max  childtmp.gain(x); clear the choice; put x to choice 

10.    else if ( childtmp.gain(x) ＝ max ) 
11.     put x to choice 
12.   numchoose  0 
13.   while ( numchoose < NumChosen && choice.size() > 0 ) 
14.    randomly choose a variable x in choice and flip it 
15.    numchoose  numchoose + 1 
16.    delete x from choice 
17.   while ( numchoose < NumChosen ) 
18.    randomly choose a variable x in childtmp to flip 
19.    numchoose  numchoose + 1 
20.   childtmp  Flip Heuristic( childtmp ) 
21.   childtmpset   childtmpset ∪ childtmp 
22. return childtmpset 

Fig. 3. The procedure of BackForwardFlipHeuristic 

In step 13 of Fig. 1, the self set is updated. The individuals left in the offspring af-
ter the NS are added to the self set. These self individuals have different matching 
thresholds gμ . Exactly, the values of gμ  is equal to the coverage radius of the cor-

responding individual in the offspring. That is to say, gμ = R. It is noted that the self 
set is initially set to be empty. 

In step 14 of Fig. 1, the parent population is updated. If the number of individuals 
left in the offspring after the NS is greater than or equal to Popsize, the best Popsize 
individuals in the offspring are selected and added to the new parent population. Oth-
erwise, new individuals are generated and added to the new parent population. The 
generation procedure of new individuals is detailed as follows. An individual child is 
randomly chosen from the individuals filtered by the NS. For convenience, the indi-
vidual in the self set which has minimum Hamming distance to child is denoted as 
childref, and the Hamming distance between child and childref is denoted as H(child, 
childref). Some bits of child are flipped, which are randomly chosen from the bits that 
the corresponding value of both child and childref is identical. The number of bits 
chosen to be flipped is rnd -H(child, childref), where rnd is a random number chosen 
between 1+gμ  and 1)5.0 ++× gn μ（ . The individual after the above operation is 
added to the new parent population. The process repeats until the size of the parent 
population is equal to Popsize. 
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4   Experiments 

The test instances and parameter settings are briefly described in section 4.1. The 
experimental results and analyses are given in section 4.2. 

4.1   Test Instances and Parameter Settings 

Nine instances are used to test the HENSA-SAT. All these instances are from the 
SAT2002 or the SAT2003 competitions1. The average number of unsatisfied clauses 
by the GASAT [20] on these instances are more than 50. The first two instances listed 
in Table 1 are handmade benchmarks. The following three instances in Table 1 are 
structured benchmarks. They are transformed into the 3-SAT format, and the trans-
formation is conducted according to the method in [20]. The sixth instance is a ran-
dom benchmark, and the last three instances are industrial benchmarks.  

The parameter settings are given as follows. The population size Popsize is set to 
4. The parameters Eb and Ec in the BackForwardFlipHeuristic procedure are set to 
2 and 15, respectively. The parameter NumChosen in the BackForwardFlipHeuris-
tic is usually set to 0.02×n, where n denotes the number of variables contained in 
the test instance. 

The value of parameter T for each instance is obtained by the preprocessing ex-
periments. Firstly, the parameter T is set to + ∞ , and the BackForwardFlipHeuristic 
procedure is always called in the HENSA-SAT. Secondly, the number of individuals 
in self set that match with the best individual found by the HENSA-SAT (i.e. CBEST) 
is counted, and this number is denoted by δ . Generally, the value of T should be 
greater than δ . Here, the sixth instance in Table 1 is taken as an example.  
 

 

Fig. 4. The number of individuals in the self set that match with CBEST in 20 runs 

Fig. 4 gives the values of δ  in 20 independent runs. From Fig. 4, the values of δ  
are usually less than 10. So the parameter T for the sixth instance is set to 10. The 
values of T for other instances are set in the same way like the sixth instance. 

Furthermore, Fig. 5 gives the number of individuals in the self set that match with 
the individuals generated by the Flip Heuristic in one run. For convenience, this num-
ber is also denoted by δ . From Fig. 5, it can be observed that some values of δ  is  
 

                                                           
1 http://www.satlib.org/ 
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Fig. 5. The number of individuals in the self set that match with the individuals generated by 
the Flip Heuristic in one run 

more than or equal to 10. If the T is set to 10, the BackForwardFlipHeuristic proce-
dure is called less than 10 times. Therefore, the times of local search with the Back-
ForwardFlipHeuristic procedure could be restricted. 

4.2   Experimental Results and Analyse 

The experimental results are listed in Table 1. Each test instance is conducted 20 runs 
independently. The maximum number of flips is set to 101×105, and the running time 
is limited to 1 hour. The termination condition is the same as that in [20]. However, 
the machine configurations are different. The results of the FlipGA and the GASAT 
are from [20]. They are tested on a cluster with Linux and Alinka (with 2 CPU Pen-
tium IV 2.2 GHZ with 1 GB RAM) used sequentially. The results for the HENSA-
SAT are also shown in Table 1. They are tested on a 2-core 1.6 GHZ Pentium IV PC 
with 1.5 GB RAM. 

Three comparison criteria are used to evaluate the performance of different algo-
rithms. The first two criteria are the average number of unsatisfied clauses and its 
standard deviation. Another criterion is the average number of flips used (only the 
runs that the best individual is found are considered). The number of flips for the 
HENSA-SAT sums up the flips consumed by the update of parent population, the 
VerticalClimbing procedure, the BackForwardFlipHeuristic procedure and the Flip 
Heuristic procedure [13]. Noted that the flips counted in the Flip Heuristic procedure 
[13] only include the valid flips whose gain are more than or equal to 0. 

The first column in Table 1 gives the serial number of the test instances. The fol-
lowing three columns in Table 1 give the basic property of the test instances. Col-
umn 2 gives the name of the test instance. Column 3 and column 4 give the number 
of variables and that of clauses contained in the test instances, respectively. The 
following three columns give the results of the FlipGA on the test instances. Col-
umn 5 (f.c. avg) and column 6 (f.c. s.d.) give the average number of unsatisfied 
clauses and its standard deviation, respectively. Column 7 gives the average number 
of flips used when the best individual is found. Columns 8 to 10 give the results of 
the GASAT and the following three columns give the results of the HENSA-SAT, 
respectively. The last column gives the values of the parameter T in HENSA-SAT 
for each test instance. The symbol “N/A” means that the corresponding result is not 
given in [20]. 
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Table 1. Comparative results of the FlipGA, the GASAT and the HENSA-SAT 

Benchmarks FlipGA GASAT HENSA-SAT 
No 

instances n M 
f.c. 
avg 

f.c. 
s.d. 

fl. 
×103 

f.c. 
avg. 

f.c. 
s.d. 

fl. 
×103 

f.c. 
avg. 

f.c. 
s.d. 

fl. 
×103 

T 

1. 
bqwh.33.381.shuffled- 

as.sat03-1642 
1555 9534 N/A N/A N/A 50.05 7.32 985 12.20 2.04 2082 6 

2. 
pyhala-braun-unsat-35-4 

03.shuffled-as.sat03-1543 
7383 24320 N/A N/A N/A 80.15 53.88 2008 56.40 4.12 9126 7 

3. difp_19_0_arr_rcr.3SAT 5157 10560 87.60 7.23 20340 84.25 6.13 657 38.50 5.73 8160 60 

4. difp_19_99_arr_rcr.3SAT 5157 10560 87.95 9.75 20172 81.40 7.14 639 38.00 5.71 8666 70 

5. color-18-4.3SAT 97200 191808 2064.35 363.65 2818 248.50 0.50 27 250.00 0.45 2446 4 

6. 
hardnm-L32-02-S964513 
274.shuffled-as.sat03-941 

1024 4096 N/A N/A N/A 53.85 1.28 1078 15.70 2.03 2309 10 

7. 
k2fix_gr_2pinvar_w9. 
shuffled-as.sat03-436 

5028 307674 N/A N/A N/A 174.55 10.50 553 174.00 7.31 985 2 

8. 
cnt10.shuffled-as. 

sat03-418 
20470 68561 N/A N/A N/A 163.65 22.39 966 47.10 5.50 5222 2 

9. 
dp11u10.shuffled- 

as.sat03-422 
9197 25271 N/A N/A N/A 79.67 9.52 873 86.30 6.48 8351 14 

 
Experimental results in Table 1 demonstrate that the performance of the HENSA-

SAT is very competitive with the FlipGA and the GASAT on the test instances. For 
the average number of unsatisfied clauses, the HENSA-SAT has lower values than the 
GASAT on most test instances except the fifth test instance and the ninth test in-
stance.  

The standard deviation of the unsatisfied clauses of the HENSA-SAT is also much 
lower than that of the GASAT on most test instances except for the sixth test instance. 
It can be concluded that the proposed algorithm has good stability for the large-scale 
SAT problems. 

Additionally, the number of flips used in the HENSA-SAT is much higher than 
that of the GASAT on all the test instances. This is mainly because the flips con-
sumed by the Flip Heuristic [13] and the BackForwardFlipHeuristic procedure are 
relatively large.  

5   Conclusions 

The HENSA-SAT algorithm is proposed in this paper for the large-scale SAT prob-
lems. The proposed algorithm is a hybrid of the Evolutionary Negative Selection 
Algorithm, the Flip Heuristic [13], the BackForwardFlipHeuristic procedure and the 
VerticalClimbing procedure. This efficient algorithm for the SAT problems has a 
good ability of local search, and can exploit different areas in the whole search space. 
Exactly, in the HENSA-SAT, the Flip Heuristic [13], the BackForwardFlipHeuristic 
procedure and the VerticalClimbing procedure make it have a good local search abil-
ity, while the Negative Selection could help it to escape from local optima. The NS in 
the HENSA-SAT is used for two purposes. One is used to make the search start in 
different area as much as possible. The other is used to restrict the times of local 
search. Experimental results show that the HENSA-SAT is very competitive with the 
FlipGA and the GASAT. 

Future work will focus on the experimental test on more benchmarks, and analyze 
the effect of different parameter settings.  
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Abstract. Recently, Evolutionary Algorithms (EAs) with associative memory 
schemes have been developed to solve Dynamic Optimization Problems 
(DOPs). Current associative memory schemes always retrieve both the best 
memory individual and the corresponding environmental information. How-
ever, the memory individual with the best fitness could not be the most appro-
priate one for new environments. In this paper, two novel associative memory 
retrieving strategies are proposed to obtain the most appropriate memory envi-
ronmental information. In these strategies, two best individuals are first selected 
from the two best memory individuals and the current best individual. Then, 
their corresponding environmental information is evaluated according to either 
the survivability or the diversity, one of which is retrieved. In experiments, the 
proposed two strategies were embedded into the state-of-the-art algorithm, i.e. 
the MPBIL, and tested on three dynamic functions in cyclic environments. Ex-
periment results demonstrate that the proposed retrieving strategies enhance the 
search ability in cyclic environments. 

Keywords: dynamic optimization problems, evolutionary algorithms, memory, 
associative memory, memory retrieving strategy. 

1   Introduction 

Evolutionary Algorithms (EAs) have been used to solve Dynamic Optimization Prob-
lems (DOPs) and demonstrate powerful search ability [1-3]. So far, some improved 
EAs have been developed for DOPs. Cobb [4] developed a Genetic Algorithm to 
promote the population diversity with hypermutation operator when the environment 
changed. To maintain the population diversity throughout the run, in [1, 5], EAs with 
different immigrant schemes have been developed. Meanwhile, the memory schemes 
[6, 7] and the multi-population strategies [8-10] have also been introduced into EAs 
for DOPs. 

Among these approaches, the memory schemes have proved to be very effective, 
especially in cyclic dynamic environments. Generally, there are two memory 
schemes, i.e. the implicit memory [11, 12] and the explicit memory [6, 7, 13-16]. 
Furthermore, the explicit memory schemes include the direct memory [6, 17] and the 
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associative memory [13, 16]. Especially, the memory-enhanced PBIL (MPBIL) pro-
posed by Yang and Yao [16] is the state-of-the-art evolutionary algorithm for DOPs, 
which introduces the associative memory scheme into the population-based incre-
mental learning algorithms (PBIL) [18]. 

Different from traditional memory schemes, the associative memory scheme can 
retrieve both the best memory individual and the corresponding environmental infor-
mation [16]. However, current associative memory schemes retrieve the memory 
individual and the corresponding environmental information only in terms of the 
fitness, which could not retrieve the most appropriate one for the current environment. 

In this paper, two novel associative memory retrieving strategies are proposed. In 
these two strategies, firstly, two best individuals are selected from the two best mem-
ory individuals and the current best individual. Secondly, the associated environ-
mental information of these two best individuals is evaluated according to either their 
survivability or their diversity, and one of them is retrieved to enhance the search 
ability in the current environment. Three dynamic test problems in [16] are adopted in 
the experiments. Experimental results demonstrate that associative memory-enhanced 
EAs with the proposed novel retrieving strategies have better performance than the 
state-of-the-art algorithm, i.e. the MPBIL in [16]. 

The rest of this paper is organized as follows. In Section 2, the existing memory re-
trieving strategies are reviewed. The disadvantage of the current retrieving strategy is 
discussed, and two novel associative memory retrieving strategies are described in 
Section 3. Section 4 demonstrates the experimental results. Some discussions are 
given in Section 5, and Section 6 summaries the whole paper briefly. 

2   Related Work 

Both the direct memory scheme and the associative memory scheme are explicit 
memory schemes. As for explicit memory schemes, when retrieving the memory, the 
memory individuals often compete with the individuals of the current population to 
survive in the next generation population [6, 16]. 

The direct memory scheme only memorizes good solutions, while the associative 
memory scheme stores both good solutions and the associated environmental infor-
mation. Because the environmental information is also stored together with the 
memorized individuals, the associative memory scheme can reuse the environmental 
information with different ways.  

The Case-based Initialization of Genetic Algorithm by Ramsey and Grefenstette 
[13] reactivated the memory controller solution whose associated environmental in-
formation was most similar to the current environment. The MPBIL by Yang and Yao 
[16] retrieved the memory individual with the best fitness, and reused the correspond-
ing enviromental information to generate new candidate solutions.  

To our best knowledge, the work in [13] and [16] has covered the existent ways 
about the associative memory retrieving strategies. In [13], because the dynamic envi-
ronment is detectable and comparable, it retrieves the memory individual according to 
the similarities between old environments and new environments. While in [16], the 
dynamics of DOPs are difficult to be detected and compared, it retrieves the environ-
mental information in terms of the fitness of the corresponding memory individuals. 
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The associative memory retrieving strategies proposed in this paper are incorpo-
rated into the MPBIL [16] by replacing its retrieving strategy. Here the MPBIL is 
introduced briefly. The MPBIL [16] first stores the best sample as well as the associ-
ated probability vector in the memory set, and then reuses them when the environ-
ment changes. When the memory set is updated, the current best sample and the 
working probability vector are stored in the memory set. If the memory set is full, the 
memory sample closest to the current best sample in terms of the Hamming distance 
is picked out. If its fitness is worse than the current best sample, the memory sample 
and its associated probability vector will be replaced by the current best sample and 
the corresponding working probability vector, respectively. Otherwise, the memory 
remains the same as before. 

3   The Proposed Associative Memory Retrieving Strategies 

In the MPBIL[16], the retrieving strategy always retrieves the memory point with the 
best fitness value. However, the fitness value cannot reflect its adaptability in new 
environments. 

 

Fig. 1. The point ( 22 , Px ) is more suitable for the current environment although the fitness of 

its associated candidate solution 2x  is worse than that of 1x . 

Fig. 1 demonstrates an example. In Fig. 1, a point consists of a sample (candidate 
solution) and its associated probability vector (environmental information). In terms 

of the fitness, the point ( 11, Px ) is better than the point ( 22 , Px ) in the current envi-

ronment. The point ( 11, Px ) will be retrieved in the MPBIL because its associated 

sample 1x  has a higher fitness. However, retrieving the point ( 22 , Px ) could obtain a 

better result. As shown in Fig. 1, the samples generated by ( 22 , Px ) distribute in a 

relatively favorable terrain, and these samples may contain a better solution. 

In order to retrieve such points, e.g. ( 22 , Px ), two novel associative memory re-

trieving strategies are described as follows.  
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3.1   The Survivability-Based Retrieving Strategy 

Algorithm 1. The survivability-based retrieving strategy 

1: In iteration t, let xC denote the current best sample, CP  denote the working probability 

vector, and the corresponding point ),( CCC PxP = . 

2: IF environmental change is detected in iteration t THEN 
3: Pick out two best points '

MP  and ''
MP  from the memory set according to their fitness 

values. Let ),( '''
MM PxP

M
= , and ),( ''''''

MM PxP
M

= . 

4: Pick out two best points 1P  and 2P  from { CP , '
MP , ''

MP } according to their fitness 

values. Let ),( 111 PxP = , ),( 222 PxP = . 

5: Mutate 1P  and 2P , and use them to generate half samples of the sample set )(tS , 
respectively. 

6: IF the best sample generated by 1P  THEN 

7: Retrieve 1P  as the new working probability vector. 
8: ELSE   

9: Retrieve 2P  as the new working probability vector. 
10: Let t = t+1. 

 
As for associative memory schemes, the memory point with higher environmental 
adaptability should be retrieved when a new environment comes. In order to compare 
the environmental adaptabilities of two points, a straightforward approach is to com-
pare their survivability. That is to say, the better point could generate fitter samples 
for new environments. Inspired by such an idea, the survivability-based retrieving 
strategy is given in Algorithm 1. 

As shown in Algorithm 1, when an environmental change is detected in iteration t, 
firstly, two best points are picked out from the memory set and the current best point 
in terms of the fitness. Secondly, their associated probability vectors are mutated and 
used to generate half samples of the sample set )(tS , respectively. The probability 

vector which generates the best sample will be retrieved as the new working probabil-
ity vector, and used to generate samples for later generations. 

For fair, because a sample set is generated and evaluated in this retrieving opera-
tion, the evolutionary generation is increased by one. Therefore, the total number of 
fitness evaluations is not increased. 

Additionally, the survivability-based retrieving strategy is different from the multi-
population strategies [8-10] in essence. This is because the samples generated by the 
two candidate probability vectors do not participate in the process of evolution in this 
step. They are just used to decide which probability vector should be retrieved. 

3.2   The Diversity-Based Retrieving Strategy 

The diversity is the necessity for EAs to track the moving optima in dynamic envi-
ronments. So the diversity can be used as the auxiliary information to decide which 
point should be retrieved.  
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In [16, 19], the population diversity is represented by the allele distribution of the 
population, while its computation cost is relatively large. In this paper, only the diver-
sity of the probability vector is needed to be evaluated. Therefore, a simple approach 
to calculate the diversity of the probability vector is given as follows.  

When a bit of a probability vector is closer to the central value (i.e. 0.5), the corre-
sponding bit of the generated sample will be more stochastic. Therefore, the diversity 

of the probability vector ),...,( 1 lppP =  (l is the binary-encoding length) can be calcu-

lated as Eq. (1). 

∑ −=
=

l

i
iP

l
PDiv

1

2)5.0(
1
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The retrieving strategy based on the diversity of the probability vector is denoted as 
the diversity-based retrieving strategy in Algorithm 2.  

 
Algorithm 2. The diversity-based retrieving strategy 

1: In iteration t, let xC denote the current best sample, CP  denote the working probability 

vector, and the corresponding point ),( CCC PxP = . 

2: IF environmental change is detected THEN 
3: Pick out two best points '

MP  and ''
MP  from the memory set according to their fitness 

values. Let ),( '''
MM PxP

M
= , and ),( ''''''

MM PxP
M

= . 

4: Pick out two best points 1P  and 2P  from { CP , '
MP , ''

MP } according to their fitness 

values. Let ),( 111 PxP =  and ),( 222 PxP = . 

5: IF ε<− )()( 21 xfxf  THEN 

6: Calculate the diversity of 1P  and 2P  by Eq. (1). 

7: IF )()( 21 PDivPDiv >  THEN 

8: Retrieve 2P  as the new working probability vector. 
9: ELSE   

10: Retrieve 1P  as the new working probability vector. 
11: ELSE   

12: Retrieve 1P  as the new working probability vector. 

 
As shown in Algorithm 2, when an environmental change is detected, firstly, 

two best points are picked out from the memory set and the current best point. 
Secondly, for safety, if and only if the two candidate points have close fitness 
values, i.e. ε<− )()( 21 xfxf , the probability vector with higher diversity will be 

retrieved. Otherwise, the probability vector with a fitter associated sample will be 
retrieved. This is because the fitness value is also an important factor to reflect 
the environmental adaptability of a point. In this paper, the parameter ε  is set  
to 3.0. 
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4   Experiments 

4.1   Experimental Settings 

In this paper, to test the performance of the proposed two novel associative memory 
retrieving strategies, they are embedded into the MPBIL [16] by replacing its retriev-
ing strategy. 

For convenience, the MPBIL with the survivability-based retrieving strategy is de-
noted as the sbrMPBIL, and the MPBIL with the diversity-based retrieving strategy is 
denoted as the dbrMPBIL. The sbrMPBIL and dbrMPBIL are given in Algorithm 3. 

 
Algorithm 3. The MPBILs 
1: Initialization. Set 0:=t , the memory set φ=:)(tM , the working probability vector 

)5.0,,5.0(:)( K=tP . Use )(tP  to generate the first generation sample set )(tS  and  
calculate the fitness value of samples in )(tS . 

2: REPEAT 
3: Updating. If it is time to update the memory, memorize the current best sample as well 

as the corresponding probability vector according to the updating strategy in [16]. 
4: Retrieving.  
 IF environmental change is detected THEN 

    for sbrMPBIL: Do retrieval with the survivability-based retrieving strategy. 
Go to step 6. 

    for dbrMPBIL: Do retrieval with the diversity-based retrieving strategy. 
5: Evolution. 
 Learn )(tP  towards the best sample if no environmental change is detected. 

Mutate )(tP , and use it to generate a new sample set )(tS . 
Calculate the fitness value of samples in )(tS  and )(tM . 

6: UNTIL the termination condition is satisfied. 

 
Three dynamic test problems from [16], denoted by DDUF1, DDUF2 and DDUF3, 

respectively, are adopted to compare the performance of the MPBIL, sbrMPBIL and 
dbrMPBIL. The settings of dynamic environments are the same as [16]. Because the 
memory scheme is a preferred approach in cyclic environments, the sbrMPBIL, 
dbrMPBIL and MPBIL are tested and compared in cyclic environments. 

The common parameters of all algorithms including the sbrMPBIL, dbrMPBIL and 
MPBIL are the same as [16], and are given as follows. The total population size n is 
set to 100, including the memory size of nm 1.0= . The learning rate 25.0=α , and 
the mutation shift 05.0=mδ . The bit flip mutation happens in every generation with a 

probability of 02.0=mp . 

Each experiment runs 50 times independently. In each experiment, the MPBIL 
[16], sbrMPBIL and dbrMPBIL use the identical random seed. The total evolutionary 
generation is 5000 for each run.  
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The performance of the algorithms is compared according to Eq. (2) [16]. 

∑ ∑=
= =
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Where T denotes the total number of generations in a run, R denotes the total run times 
in each experiment, and tr

BOTf  is the best fitness value of the tth generation in the rth run.  

4.2 Experimental Results 

The experimental results are given in Table 1 and Table 2.  
The t-test results are given in Table 1. The t-test adopted in this paper is the same 

as that in [16] (i.e. one-tailed, 98 freedom degrees and 0.05 significance level). In 
Table 1, for each comparison of “Algorithm 1 − Algorithm 2”, “s+” means that  
 

Table 1. The t-test results of comparisons between sbrMPBIL, dbrMPBIL and MPBIL 

t-test Result DDUF1 DDUF2 DDUF3 

10=τ ， ⇒ρ  0.1 0.2 0.5 1.0 0.1 0.2 0.5 1.0 0.1 0.2 0.5 1.0 

MPBILsbrMPBIL −  s+ s+ + s+ s+ s+ s+ s+ s+ + + + 

MPBILdbrMPBIL −  + s+ s+ − s+ s+ s+ s+ s+ s+ + s- 

25=τ ， ⇒ρ  0.1 0.2 0.5 1.0 0.1 0.2 0.5 1.0 0.1 0.2 0.5 1.0 

MPBILsbrMPBIL −  s+ s+ s+ − s+ s+ s+ s+ s+ + s+ s+ 

MPBILdbrMPBIL −  + s+ s+ s- + s+ s+ s+ s+ + + s- 

Table 2. Experimental results of BOTF  

DDUFs τ  ρ  MPBIL sbrMPBIL dbrMPBIL 
0.1 90.92 (0.2551) 91.45 (0.2207) 90.96 (0.2873) 
0.2 90.68 (1.2893) 91.31 (0.9881) 91.26 (0.9095) 
0.5 98.26 (0.0960) 98.41 (1.9609) 98.36 (0.0607) 

10 

1.0 98.99 (0.0351) 99.37 (0.0192) 98.92 (0.0583) 
0.1 91.20 (0.1572) 91.54 (0.1619) 91.31 (0.1255) 
0.2 91.17 (0.5280) 91.75 (0.5502) 91.87 (0.6506) 
0.5 96.33 (16.928) 98.45 (2.0755) 98.29 (4.1838) 

DDUF1 

25 

1.0 99.57 (0.0065) 99.56 (0.0028) 99.47 (0.0379) 
0.1 78.66 (2.2070) 80.03 (2.4506) 79.26 (1.6800) 
0.2 77.70 (7.5016) 80.61 (5.5936) 79.95 (5.2982) 
0.5 86.88 (11.370) 91.38 (6.6576) 88.92 (7.2275) 

10 

1.0 83.59 (88.623) 93.85 (9.7141) 87.99 (33.372) 
0.1 79.57 (1.2447) 80.34 (1.5342) 79.85 (1.8260) 
0.2 79.45 (1.5393) 81.33 (2.8599) 81.14 (2.0075) 
0.5 88.54 (37.194) 92.45 (13.048) 92.35 (9.3258) 

DDUF2 

25 

1.0 93.24 (20.207) 96.08 (4.5275) 95.42 (6.0340) 
0.1 78.78 (1.0817) 79.49 (1.1228) 79.58 (1.4333) 
0.2 84.38 (1.6736) 84.43 (3.0280) 84.86 (0.5014) 
0.5 86.55 (0.0803) 86.63 (0.0964) 86.55 (0.1007) 

10 

1.0 87.31 (0.0045) 87.33 (0.0224) 87.22 (0.0273) 
0.1 79.10 (0.8408) 79.73 (0.5585) 79.63 (0.6279) 
0.2 84.12 (2.9486) 84.13 (3.6053) 84.26 (3.7795) 
0.5 86.72 (0.0931) 86.89 (0.0504) 86.79 (0.0861) 

DDUF3 

25 

1.0 87.33 (0.0035) 87.36 (0.0121) 87.25 (0.0214) 
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“Algorithm 1” is significantly better than “Algorithm 2”. And “+” means that “Algo-
rithm 1” is better than “Algorithm 2”, but not significantly better. For “−” and “s−”, 
they mean “Algorithm 2” is better and significantly better than “Algorithm 1”,  
respectively. 

The values of BOTF  of the MPBIL, sbrMPBIL and dbrMPBIL are given in Table 2. 
The numbers in the parentheses are the variance. 

From Table 1 and Table 2, the results demonstrate that both sbrMPBIL and 
dbrMPBIL perform significantly better than the MPBIL in most cases on three dy-
namic test problems.  

From the experimental results in Table 2, it can be observed that the sbrMPBIL is 
the best algorithm among them. For the sbrMPBIL, before retrieving, the two candi-
date points generate half samples of the sample set, respectively. This can help to test 
which point has better environmental adaptability for new environments.  

Table 3. Experimental results of the mean times of retrieving the second best points  

DDUFs τ  ρ  sbrMPBIL dbrMPBIL 
0.1 102.06 (121.241) 208.48 (107.561) 
0.2 135.58 (272.412) 101.90 (394.214) 
0.5 4.26 (197.502) 0.64 (0.64330) 

10 

1.0 1.28 (0.20571) 27.94 (5527.65) 
0.1 32.32 (22.3445) 81.52 (37.8873) 
0.2 43.94 (28.0576) 51.96 (47.9167) 
0.5 2.18 (16.5996) 1.60 (5.75510) 

DDUF1 

25 

1.0 0.78 (7.84857) 22.16 (1642.79) 
0.1 99.34 (141.821) 125.78 (120.012) 
0.2 126.38 (471.261) 38.58 (133.065) 
0.5 2.14 (1.18408) 1.04 (1.99837) 

10 

1.0 1.3 (0.54082) 7.66 (1215.17) 
0.1 31.18 (24.9669) 66.26 (53.6249) 
0.2 41.48 (30.3363) 33.90 (36.4592) 
0.5 2.82 (42.3547) 1.38 (5.79143) 

DDUF2 

25 

1.0 0.32 (0.38531) 4.84 (223.729) 
0.1 139.24 (432.553) 48.52 (178.255) 
0.2 22.2 (877.020) 6.44 (16.6188) 
0.5 3.92 (3.38122) 12.22 (980.338) 

10 

1.0 17.72 (2467.72) 129.96 (21812.5) 
0.1 38.82 (55.1710) 31.94 (28.4657) 
0.2 9.44 (89.8024) 6.28 (30.5731) 
0.5 6.84 (411.566) 11.48 (392.540) 

DDUF3 

25 

1.0 11.26 (775.829) 36.70 (2953.32) 

 
The most important characteristic of the proposed two memory retrieving 

strategies is that the second best individual could be retrieved, while traditional 
memory retrieving strategies always retrieve the best individual. In Table 3, as for 
the sbrMPBIL and the dbrMPBIL, the mean times of retrieving the second best 
points are given. The numbers in the parentheses are the variance. From Table 3, 
it can be seen that the proposed retrieving strategies indeed retrieve the second 
best point at a certain extent. 
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However, retrieving the second best point may produce negative effects. For ex-
ample, on DDUF1, the dbrMPBIL is beaten by the MPBIL when 0.1=ρ , and the 

sbrMPBIL is a little worse than MPBIL when 25=τ  and 0.1=ρ .  

Additionally, on DDUF3, the dbrMPBIL is also beaten by the MPBIL when 
0.1=ρ . In this case, compared with the sbrMPBIL, the dbrMPBIL retrieves too 

many second best points. Therefore, for the dbrMPBIL, a better balance between the 
diversity and the fitness should be studied in the future, i.e. adaptively adjusting the 
value of parameter ε  in the diversity-based retrieving strategy. 

5   Discussions 

The memory scheme is an effective technique for DOPs, especially in cyclic dynamic 
environments. The explicit memory scheme is one kind of memory schemes, and its 
retrieving strategy is very important because the retrieved memory individuals could 
impact its performance. 

In this paper, two novel effective memory retrieving strategies, the survivability-
based retrieving strategy and the diversity-based retrieving strategy，are developed 
for the associative memory scheme in MPBIL [16] to retrieve the most appropriate 
memory environmental information. Experimental results demonstrate both the sur-
vivability-based retrieving strategy and the diversity-based retrieving strategy have 
better performance. 

Because of the page limit, experiments are only tested in cyclic environments. The 
experiments in cyclic with noise environments and random environments will be 
tested in the future. Additionally, the performance of the proposed retrieving strate-
gies on the dynamic real-valued multimodal problems needed to be tested. 

These two retrieving strategies could also be useful in other situations. Yang [19] 
proposed the AMGA (i.e. Genetic Algorithms with an associative memory scheme) 
for DOPs. The two retrieving strategies proposed in this paper could be extended to 
replace the memory retrieving strategy of the AMGA. This will be done in the future. 

6   Conclusion 

For EAs with memory schemes, how to retrieve the memory correctly is significantly 
important to improve their environmental adaptability. Furthermore, for many dy-
namic problems, the fitness value of an individual is not the unique measure that  
reflects its environmental adaptability. Therefore, some other factors, such as the 
survivability and the diversity, should be considered when retrieving the memory. 

In this paper, two novel associative memory retrieving strategies are developed to 
retrieve the most appropriate memory environmental information. Several experi-
ments are done on three dynamic test problems. According to the experimental  
results, the proposed associative memory retrieving strategies have a competitive 
performance. Especially, the survivability-based retrieving strategy is the best one.  
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An Algorithm of Mining Class Association Rules 
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Abstract.  The relevance of traditional classification methods, such as CBA and 
CMAR, bring the problems of frequent scanning the database, resulting in ex-
cessive candidate sets, as well as the complex construction of FP-tree that 
causes excessive consumption. This paper studies the classification rules based 
on association rules - MCAR (Mining Class Association Rules). The database 
only needs scanning once, and the cross-support operation is used for the calcu-
lation as the format of databases is vertical layout for easily computing the  
support of the frequent items. Not only the minimum support and minimum 
confidence is used to prune the candidate set, but also the concept of class-
frequent items is taken into account to delete the rules that may hinder the ef-
fective improvement of the algorithm performance. 

Keywords: class-frequent items; class association rules; data mining; associa-
tive classification. 

1   Introduction 

Frequent patterns and their corresponding association or correlation rules characterize 
interesting relationships between attribute condition and class labels. And thus have 
been recently used for effective classification. The general idea is that we can search 
for strong associations between frequent patterns (conjunctions of attribute-value 
pairs) and class labels, because association rules explore highly confident associations 
among multiple attributes. This approach may overcome some constraints introduced 
by decision-tree induction, which considers only one attribute at a time. In many stud-
ies, associative classification has been found to be more accurate than some tradi-
tional classification methods, such as C4.5[7]. 

Methods of associative classification differ primarily in the approach used for fre-
quent item-sets mining and in how the derived rules are analyzed and used for classi-
fication. We now look at some of the various methods for associative classification, 
such as CBA[5] and CMAR[5]. CBA uses an iterative approach to frequent item-sets 
mining, similar to that described for Apriority[6], where multiple passes are made over 
the data and the derived frequent item-sets are used to generate and test longer item-
sets. In general, the number of passes made is equal to the length of the longest rule 
found. CMAR (Classification based on Multiple Association Rules) differs from CBA 
in its strategy for frequent item-sets mining and its construction of the classifier. 
CMAR adopts a variant of the FP-growth algorithm to find the complete set of rules 
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satisfying the minimum confidence and minimum support thresholds and it. This 
requires two scans of D and employs another tree structure to store data. However, 
these two approaches may also suffer some weakness as show below. CBA needs to 
scan the data several times, and there are too much frequent items, and the structure of 
FP-tree is so complex. 

How can we solve the above three problems? In this paper, we develop a new 
technique MCAR, for efficient classification and make the following contributions. 

First, instead of scanning database several times, MCAR just construct the rule set 
at once. Second, to prune the redundant items that cannot product effective rules, we 
developed a criterion of redundant class-frequent items to prune weak rules before 
they are actually generated. Third, to improve the complex structure such as FP-tree, 
MCAR transform the horizontally formatted data to the vertical format by scanning 
the data once and counting support by intersecting the C-Tidset. 

2   Definitions 

Consider a relational data set D with n attribute domains. A record of D is a set of 
attribute-value pairs, denoted by T. A pattern is a subset of a record. We say a pattern 
is a k-pattern if it contains k attribute-value pairs. All the records in D are categorized 
by a set of classes C. 

An implication is denoted by P→c, where P is called the antecedent, and c is called 
the consequence . The support of pattern P is defined to be the ratio of the number of 
records containing P to the number of all the records in D, denoted by supp(P)[6]. The 
support of the implication P→c is defined to be the ratio of the number of records 
containing both P and c to the number of all the records in D , denoted by  supp(P→c) 

[6]. The confidence of the implication P→c  is defined to be the ratio of  supp(P→c) to 
supp(P) , represented by conf(P→c)[6] . 

Theorem 1[3]. Given two rules R1 and R2, R1 is said having higher rank than R2, 
denoted as R1>R2, if and only if (1) conf(R1)>conf(R2); (2) conf(R1)=conf(R2) but 
sup(R1)>sup(R2);or (3) conf(R1)=conf(R2), sup(R1)=sup(R2), but R1 has fewer 
attribute values in its left hand side than R2 does. In addition, a rule R1:P→c is said a 
general rule w.r.t. rule R2: P’→c’, if and only if P is a subset of P’.  

Theorem 2. If the class-confidence of a superset items less than or equal the class-
confidence of some already found class-frequent items, the superset is said a 
redundant class-frequent items.  
 

We have to know that the confidence of class-frequent items is the confidence for 
every class in the class-frequent items. More details are in 3.1.3. 

3   Mining Algorithm 

3.1   Basic Idea of the Proposed Algorithm 

In order to decrease the times of scan the database and the number of frequent items, 
as well as improve the complex structure, we present a new algorithm, which is 
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MCAR (Mining Classification associate Rules). For expressing the algorithm clearly, 
we will develop data format, how to count the support, and pruning the class-frequent 
items in this part. 

3.1.1   Mining Frequent Item-Sets with Class in Vertical Data Format 
Theorem 3.C-Tidset. Data can be presented in item-CTID format (that is, {item: 
Class-Tidset}), where item is an item name, class is a finite set of class labels, and 
TID-set is the set of transaction identifiers containing the item. 

For instants, the transactions 1,2,3,4,5 contain item a, the class label of 1,2,3,4,5 
are ABABC, so the C-Tidset of a, which denoted by C-Tidset(a) is{ A: 13, B: 24, 
C: 5}. 

3.1.2   Counting Support 
1. Counting (scanning the data set). We transform the horizontally formatted data to 
the vertical format by scanning the data set with its class label at once. For every 
transaction, if it includes the item, recording the item’s TID on its corresponding class 
label. 
2. Intersecting the C-Tidset. Given two items X and Y, their C-Tidset are CT(X) and 
CT(Y),support can be computed by |CT(X)| and |CT(Y)|,or the support count of an 
item-sets is simply the length of the C-Tidset of the item-sets; Suppose the new class-

frequent items Z=X∪Y, in this way, support(Z)= |CT(X)∩CT(Y)|,or the length of 
intersecting X and Y. 

For example, ce=c ∪ e={1,2,4,5}∩{2,4,5}={2,4,5},so supp（ce）=3. 

3.1.3   Class-Frequent Item-Sets Pruning 
For the size of Graphics, we had not denoted the class label except 1- item-sets. The 
class-frequent items in Fig.1 were pruning just by minimum support, which denoted 
by a slant. And we prune the redundant class-frequent items in Fig.2 by theorem 2, 
 
 

 

Fig. 1. Pruning just by minimum support, which denoted by a slant, without works by  
Theorem 2 
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Fig. 2. Pruning by minimum support, which denoted by a slant, and at the same time, it is also 
works by Theorem 2,which denoted by a fork 

denoted by a fork. First, we have to know that the confidence of class-frequent items 
is the confidence for every class in the class-frequent items. We use the following 
example to show it. The confidence of ae divide into two parts, they are Y25% (1) 
and N 75% (2). We prune (1) by the restriction of minimum confidence, and then for 
(2),we find out all its sub-items {a: Y 40%, a: N 60%,e: Y 25%,e: N 75%}.Since 
conf(e: N)=conf(ae: N), delete (2). At this moment, there is nothing in ae. In this way, 
it cannot product effective rules, so delete cf.. And we delete af, ap, bf, cm, cp, and fm 
in the same way. In this way, we can decrease the redundant class-frequent items in 
L3 and L4. 

3.2   Algorithm Description 

In this section, we develop a new associative-classification method, called MCAR, 
which performs Classification based on Association Rules. 

 Algorithm: Mining Class Association Rules 
 Input: database D with class attribute C, the minimum support and the minimum 

confidence. 
Output: class association rule set R. 

Scanning the data set with its class label at once, count support of items 
If supp>minsupp, add it to L1 //Pruning by minimum support require-

ment 
Count confidence of items 

If conf>minconf  // Pruning by minimum confidence requirement 

Form R1 from L1, R=R1,L=L∪L1 
Loop: Generate(Lk-1)  

                 Pruning(Lk) //Remove the redundant class-frequent items 
Form Rk from Lk 

R=R∪Rk 
If Lk≠ф, GO Loop 

       Return rule set R 
 

In the following, we present and explain two unique functions in the proposed  
algorithm. 
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Function: Generate(Lk-1) 
Input: Lk-1 and minimum support 
Output: class-frequent items that satisfy the minimum support requirement 

For all Xi∈Lk-1  do 
              For all Xj∈Lk-1,j<i do 

              Potential class-frequent items Mk= Xi∪Xj 
C-Tidset (Mk)= C-Tidset (Xi)∩C-Tidset(Xj)  

     // C-Tidset (Mk) is the Intersection of the TID based on class 

         If supp(Mk)>minsupp// Pruning by minimum support requirement 
Add Mk to  Lk 

Return Lk    
 

Function: Prune(Lk) 
Input: minimum confidence 
Output: class-frequent items which satisfied the minimum confidence requirement 
              For all li in Lk 

If conf (li ) ≥ minconf do// Pruning by minimum confidence requirement 
           Find out all the subsets li-1 of li 

                           If conf (li ) ≤ conf (li-1 ) 
Delete li //Pruning by Theorem 2 

         Return Lk 

4   An Illustrative Example 

We provide an example to show how the MCAR algorithm works in this section. In 
the following data set, Y and N are classes. We assume the minimum support is 0.5, 
and the minimum confidence is 0.5. Fig.2 shows the whole process of the MCAR 
algorithm. Since there are two classes Y and N, we just divide the box into two lines 
in order to separate the TID by different classes. The first line shows the transactions 
with class Y, and the second line show the transactions with class N. The class-
frequent items which drawn by a slant for it is not satisfied the minimum support 
requirement, and which is drew by a fork since it works by Theorem 2. 

Table 1.  The transaction data set D in the illustrative example 

TID List of item_IDs Class 
1 a, c, d, e Y 
2 a, b, d Y 
3 b, c, f Y 
4 a, b ,c, e, f N 
5 a, b, c, d, e N 
6 a, b, c, e N 

 
Let us look at the following example: 
1) For every transaction scanning the data set by their class label once. And, re-

cording the frequency and the class label of the attribute in the database, counting the 
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support of items, using the minimum support of 0.5 to remove the items which are not 
satisfied the minimum support requirement, such as f, since its support is 0.33. In this 
way, we get the first class-frequent items L1={a, b, c, d, e}. Counting the confidence 
of them, selecting the rules with conf≥0.5 from L1 ,we get the rule set R1={ a→N 
60%, b→N 60%, c→N 60%,d→Y 67%,e→N 75%}.Finally, let R= R1.There is one 
we have to notice is that L is empty at the beginning. 

2) We descript how to generate L2 in this section. We just combine the candidates 
in L1 to product M2, in the next stage, counting the support of items after intersecting 
the C-Tidset in L1.After that, pruning the redundant items based on class by the 
minimum support 0.5, L2={ab, ac, ad, ae, bc, be, ce}. Computing the confidence 
based on class, in the next, we use the function Prune(Lk) to prune it. After pruning, 
L2={ab, ac, bc, be} and form the rule set R2={ ab→N 75%, ac→N 75%, bc→N 75%, 

be→N 100%},finally, let R=R⋃R2. 
3) Repeat the above steps, M3={abc, bce}. Since conf(bce)=conf (be), we prune 

bce. In this way, L3={abc}.We get R3={ abc→N 100%} 
4) Since L3={abc}, the number of item-sets in L3=1,the algorithm stop working. 

Last, we get the rule set R= { a→N 60%, b→N 60%, c→N 60%,d→Y 67%, e→N 
75%, ab→N 75%, ac→N 75%, bc→N 75%, be→N 100%, abc→N 100%},the total of 
10 rules. 

5   Conclusions 

In the paper, we studied the problem of efficiently mining class association rules. And 
we proposed a new algorithm, which called MCAR (Mining Class Association 
Rules). We achieve 3 developments in this paper. First, it can decrease the times of 
scanning data set dramatically. Second, we improve the complex storage structure, 
such as FP-tree. Third, we expressed the data in item-CTID format, and counting 
support by intersecting the C-Tidset. In this way, we need not to scan the data several 
times; however we can get the rules set at once. Last, we developed a criterion of 
redundant class-frequent items to prune weak rules before they are actually generated, 
and presented an efficient algorithm to mine the class association rule set. We illus-
trated the proposed algorithm by an example and the results show that the our algo-
rithm avoids much redundant computation required in mining the complete class 
association rule set, and hence improves efficiency of the mining process dramati-
cally. Our example results show that the class association rule set which generated by 
MCAR has a much smaller size and has a more simple structure in comparison with 
other reported associative classification methods. 
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Abstract. Classification algorithms as an important technology in data mining 
and machine learning have been widely studied and applied. Many methods can 
be used to build classifiers, such as the decision tree, Bayesian method, in-
stance-based learning, artificial neural network and support vector machine. 
This paper focuses on the classification methods based on decision tree  
learning, Bayesian learning, and instance-based learning. In each kind of classi-
fication methods, many improvements have been presented to scale up the  
classification accuracy of the basic algorithm. The paper also studies and com-
pares the classification performance on classification accuracy empirically, us-
ing the whole 36 UCI data sets obtained from various sources selected by 
Weka. The experiment results re-demonstrate the efficiency of all these  
improved algorithms.  

Keywords: Classification, Decision tree learning, Bayesian learning, Instance-
based learning, Empirical study, Classification accuracy. 

1   Introduction 

Classification plays an important role in data mining and machine learning. The pur-
pose of classification algorithm is to construct a classifier, and then analyzes the char-
acteristics of the unknown data to get an accurate model. The performance of the 
classifier is measured by its classification accuracy. 

There are many ways to build classification algorithms, including decision tree 
method, Bayesian method, instance-based learning method, artificial neural network 
method [1], evolution algorithm [2], support vector machine [3], and so on. In the last 
few years, a lot of improved algorithms have been presented in these fields.  

In this paper, we designed three sets of experiments, which can be expressed as de-
cision tree methods (ID3, C4.5 [4], NBTree [5], Random Forest [6]), Bayesian meth-
ods (NB, HNB [7], AODE [8], Bayes Net [9]), and instance-based learning methods 
(KNN, KNNDW [10], LWNB [11], KStar [12]). In each experiment, we evaluate the 
performance of the improved algorithms compared with the traditional algorithms 
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using 10-fold cross validation. Finally, we conduct the information of two-tailed t-test 
with a 95% confidence level between each pair of algorithms. 

The rest of paper is organized as follows. In Section 2, we give a formal descrip-
tion of the algorithms that we choose. Experimental process and results are presented 
in Section 3. Finally, we draw a conclusion of this paper. 

2   Several Classification Algorithms and Their Improvements 

2.1   Decision Tree Learning Algorithms 

Decision tree is a tree-structure similar to the flow chart, which is one of the most 
basic inductive reasoning algorithms, and a discrete value function approximation 
methods. It searches from root node to leaf node to determine the class of instance. 
Each node represents the selected attribute, and splits according to the attribute val-
ues, where leaf nodes are the type of the instance. Each path from root node to leaf 
node corresponds to a classification rule. Each rule is the conjunction of the attribute. 
Then the tree can be represented in a disjunction expression.  

The process of classification is recursively testing the node value from root to leaf, 
according to the attribute value of the testing instance.  

• Traditional algorithm (ID3) 
ID3 is the basic algorithm in decision tree learning, the key point of ID3 is using 
information gain as an attribute selection standard to split at each step of building 
a tree. The attribute property which has the highest information gain is selected.  

• Improved algorithms (C4.5, NBTree, Random Forest) 
  C4.5 algorithm inherited the advantages of ID3 algorithm which uses information 

gain to split. The difference is that C4.5 trims the tree to avoid the "over-fitting". 
NBTree is the combination of decision tree and naive Bayes algorithm, which 
uses NB to split. Random Forest algorithm is a kind of decision tree combination 
classification method. It consists of a lot of regression trees, using the random se-
lection to split which leads to a better noise tolerance.  

In this paper, we use C4.5, NBTree, and Random Forest to compare with ID3. 

2.2   Bayesian Learning Algorithms 

Bayesian classification is a statistical classification method, which uses the methods 
of probability and statistics to classify. Its core is the Bayes theorem. The algorithm 
can be used for large-scale databases, which indicates the high accuracy and speed 
advantages. 

• Traditional algorithm (NB) 
In the comparison with decision tree and neural network, a simple Bayesian clas-
sifier which is called Naive Bayes (NB) has a similar performance. In NB, we as-
sume that the value of an attribute in a given category is independent to the other 
attribute value. In theory, when the assumption is establishment, the error rate of 
Bayesian is the smallest.  
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• Improved algorithms (HNB, AODE, Bayes Net) 
However, because of the inaccuracy of the assumption and the lack of available 
probability data, NB does not perform well in practice. Then there have been a lot 
of methods to reduce the independence assumption, such as HNB, AODE and 
Bayes Net. Hidden Naive Bayes (HNB) can be considered as a kind of restricted 
Bayesian network. A hidden parent is created for each attribute in HNB. It used 
the average of weighted one-dependence estimators to create hidden parents. HNB 
can be easily learned without structure learning because it inherits the structural 
simplicity of NB. Averaged One-Dependence Estimator (AODE) weakens the at-
tribute independence assumption by averaging all models from a restricted class 
of one-dependence classifiers. It can achieve highly accurate classification. Bayes 
Net joints the conditional probability distribution, allowing defining the independ-
ence of the variables between subsets. And it also provides a graphical model of a 
causal relationship. Some other algorithms can be found in [13]. 

In this paper, we use HNB, AODE, and Bayes Net to compare with NB. 

2.3   Instance-Based Learning Algorithms 

Instance-based learning method, also known as “lazy-learning” method, simply puts 
the training sets stored until a test instance is given. It uses previously stored training 
sets to determine the class of the test sets.  

Instance-based learning method includes nearest neighbor and locally weighted re-
gression method. They all assume that the instance can be expressed as the point of 
European space, and can be used to approximate or discrete the objective function.  

• Traditional algorithm (KNN) 
K-Nearest Neighbor (KNN) is the most basic algorithm of nearest neighbor 
method, which is based on the analog study. Each tuple of attribute corresponds to 
one point of the n-dimensional space. When given an unknown tuple, it searches 
the model space, to find k training tuples which are closest to the unknown. The k 
training tuples are known as the “nearest neighbor” of the unknown ones. We can 
use the Euclidean distance to find neighbors. KNN algorithm is on the nature of 
each attribute given equal weight. Its accuracy may be reduced when there is 
noise or unrelated data. 

• Improved algorithms(KNNDW, LWNB, KStar ) 
However, if we give the attribute different weights according to their distance, the 
nearer ones may get larger weight. The accuracy of the classification will be im-
proved. This is called k-nearest neighbor algorithm on distance-weighted 
(KNNDW). Locally weighted naive Bayes (LWNB) method uses specific 
WeightedInstancesHandler (weight processor) to allocate the weight of attribute. 
KStar is an instance-based classifier, which is the class of a test instance is based 
upon the class of those training instances similar to it, which is determined by 
some similarity function. Some other algorithms can be found in [14]. 

In this paper, we use KNNDW, LWNB, and KStar to compare with the KNN. 
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3   Experiment 

In this section, we designed three groups of experiments such as: decision tree (ID3, 
C4.5, NBTree, Random Forest), Bayesian (NB, HNB, AODE, Bayes Net), instance-
based learning methods (KNN, KNNDW, LWNB, KStar). And we run our experi-
ments under the framework of Weka [15] to validate the effectiveness of the novel 
algorithms.  

3.1   Experimental Data 

We run our experiments on 36 standard UCI data sets [16] which download from the 
main website of Weka. Detailed description of the data is shown in Table 1. Among 
them, the data preprocessing includes the following three steps [17]: 

Table 1. Detailed information of experimental data 

Dataset Instances Attributes Classes Missing Numeric 

anneal 898 39 6 Y Y 

anneal.ORIG 898 39 6 Y Y 

audiology 226 70 24 Y N 

autos 205 26 7 Y Y 

balance-scale 625 5 3 N Y 

breast-cancer 286 10 2 Y N 

breast-w 699 10 2 Y N 

colic 368 23 2 Y Y 

colic.ORIG 368 28 2 Y Y 

credit-a 690 16 2 Y Y 

credit-g 1000 21 2 N Y 

diabetes 768 9 2 N Y 

Glass 214 10 7 N Y 

heart-c 303 14 5 Y Y 

heart-h 294 14 5 Y Y 

heart-statlog 270 14 2 N Y 

hepatitis 155 20 2 Y Y 

hypothyroid 3772 30 4 Y Y 

ionosphere 351 35 2 N Y 

iris 150 5 3 N Y 

kr-vs-kp 3196 37 2 N N 

labor 57 17 2 Y Y 

letter 20000 17 26 N Y 

lymph 148 19 4 N Y 
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Table 1. (Continued) 

Dataset Instances Attributes Classes Missing Numeric 

mushroom 8124 23 2 Y N 

primary-tumor 339 18 21 Y N 

segment 2310 20 7 N Y 

sick 3772 30 2 Y Y 

sonar 208 61 2 N Y 

soybean 683 36 19 Y N 

splice 3190 62 3 N N 

vehicle 846 19 4 N Y 

vote 435 17 2 Y N 

vowel 990 14 11 N Y 

waveform-5000 5000 41 3 N Y 

zoo 101 18 7 N Y 

 
1. Replacing for the missing attribute values. In this paper, we use the unsupervised at-

tribute filter ReplaceMissingValues in Weka to replace all the missing attribute value. 
2. Discretizing for the numeric attribute values. In this paper, we used the unsupervised 

filter Discretize in Weka to handle all numeric attribute values in each data set. 
3. Removing the useless attributes. In this paper, we used the unsupervised filter 

named Remove in Weka to remove these useless attributes. There are only three 
such attributes in the above-mentioned 36 data sets. They can be described as 
“Hospital Number” attribute in data set “colic.ORIG”, “instance name” attribute in 
the data set “splice”, as well as the “animal” attribute in data sets “zoo”. 

3.2   Experimental Methods 

In this experiment, k value for k-nearest neighbor is set to Medium 5, and in LWNB it is 
set to 50. We use 10 runs of 10-fold cross validation to obtain the classification accuracy 
of each algorithm on each data set by Weka. And finally, we compare related algorithms 
via the information of two-tailed t-test with a 95% confidence level. 

3.3   Experimental Results 

Here, we assess the performance of three types improved algorithms (Decision tree 
methods, Bayesian methods, Instance-based learning methods) using the classification 
accuracy as the criterion. The higher the classification accuracy is, the better the cor-
responding classification effect is. 

Table 2, Table 3, and Table 4 show the detailed results of the experiments about 
Decision tree methods, Bayesian methods, and Instance-based learning methods. If 
the data in the table is marked with “v”, it means that the classification performance 
of this algorithm compared with the first algorithm in the table has significantly im-
proved; if marked with “*”, then has significantly lower. 
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The average value of the algorithm on 36 data sets in each table means the average 
classification accuracy. Then, to explain the w/t/l value of the t-test at the bottom of each 
table, we use Table 3 as an example. The w/t/l value of AODE is 14/21/1, it means that 
compared with NB, AODE wins 14, ties 21, and loses 1 on 36 standard data sets. 

We also compared the Margin Num of the algorithms on 36 standard data sets. The 
Margin Num equals w value minus l value in w/t/l value at the bottom of tables. Now, 
let's summarize the highlights briefly as follows: 
• Experiment 1: Decision tree methods (ID3, C4.5, NBTree, Random Forest)  

The experimental result is shown in Table 2. The classification accuracy of C4.5, 
NBTree, and Random Forest has markedly improved than ID3 (75.46). The rank-
ing of these improved algorithms is NBTree (84.47), Random Forest (83.61), and 
C4.5 (82.64) from high to low according to classification accuracy. On the other 
hand, descending order according to the Margin Num is the Random Forest (26), 
NBTree (22), and C4.5 (22) on 36 standard data sets. 

• Experiment 2: Bayesian methods (NB, HNB, AODE, Bayes Net)  
The experimental result is shown in Table 3. The classification accuracy of HNB, 
AODE, and Bayes Net has markedly improved than NB (82.34). The ranking of 
these improved algorithms is HNB (85.18), AODE (85.07), and Bayes Net (82.56) 
from high to low according to classification accuracy. On the other hand, descend-
ing order according to the Margin Num is the HNB (16), AODE (13), and Bayes 
Net (5) on 36 standard data sets. 

• Experiment 3: Instance-based learning method (KNN, KNNDW, LWNB, KStar)  
The experimental result is shown in Table 4. The classification accuracy of 
KNNDW, LWNB, and KStar has markedly improved than KNN (82.09). The 
ranking of these improved algorithms is LWNB (85.65), KStar (83.69), and 
KNNDW (83.25) from high to low according to classification accuracy. On the 
other hand, descending order according to the Margin Num is LWNB (18), 
KNNDW (10), and KStar (8) on 36 standard data sets. 

Table 2. Experimental results for C4.5, NBTree, Random Forest versus ID3: classification 
accuracy and standard deviation. The mean and w/t/l values are summarized at the bottom of 
the table. 

Dataset ID3 C4.5  NBTree  Random Forest  

anneal 99.62±0.66 98.65±0.97 * 98.40±1.53 * 98.82±1.11  

anneal.ORIG 89.63±2.93 90.36±2.51  91.27±3.03  91.28±2.98  

audiology 78.05±7.37 77.22±7.69  76.66±7.47  75.99±8.12  

autos 78.75±8.57 81.54±8.32  74.75±9.44  83.26±8.29  

balance-scale 37.74±4.92 64.14±4.16 v 91.44±1.30 v 76.61±4.01 v 

breast-cancer 58.95±9.22 75.26±5.04 v 71.66±7.92 v 69.03±6.69 v 

breast-w 90.12±3.11 94.01±3.28 v 97.23±1.76 v 95.91±2.42 v 

colic 72.25±6.73 84.31±6.02 v 82.50±6.51 v 82.99±5.35 v 

colic.ORIG 53.02±7.91 80.79±5.66 v 74.83±7.82 v 74.87±6.74 v 

credit-a 73.84±5.32 85.06±4.12 v 84.86±3.92 v 83.72±4.06 v 
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Table 2. (Contiued) 

Dataset ID3 C4.5  NBTree  Random Forest  

credit-g 62.49±4.31 72.61±3.49 v 75.54±3.92 v 73.36±3.25 v 

diabetes 60.31±4.85 73.89±4.7 v 75.28±4.84 v 72.59±4.77 v 

glass 51.28±9.04 58.14±8.48  58.00±9.42  59.48±8.51 v 

heart-c 62.42±9.04 79.14±6.44 v 81.10±7.24 v 77.45±7.22 v 

heart-h 66.17±9.25 80.10±7.11 v 82.46±6.26 v 79.56±5.97 v 

heart-statlog 62.07±9.12 79.78±7.71 v 82.26±6.50 v 78.33±7.92 v 

hepatitis 71.01±9.72 81.12±8.42 v 82.90±9.79 v 81.70±8.04 v 

hypothyroid 90.25±1.1 93.24±0.44 v 93.05±0.65 v 92.39±0.83 v 

ionosphere 84.67±5.46 87.47±5.17  89.18±4.82 v 90.43±5.1 v 

iris 90.80±7.26 96.00±4.64 v 95.27±6.16  94.87±5.35 v 

kr-vs-kp 99.60±0.38 99.44±0.37  97.81±2.05 * 98.86±0.62 * 

labor 73.40±16.26 84.97±14.24  95.60±8.39 v 88.37±12.24 v 

letter 78.84±0.77 81.31±0.78 v 83.49±0.81 v 89.81±0.72 v 

lymph 73.40±10.98 78.21±9.74  82.21±8.95 v 80.09±9.27  

mushroom 100.00±0 100.00±0  100.00±0.00  100.00±0  

primary-tumor 34.31±7.68 41.01±6.59 v 45.84±6.61 v 39.68±6.02 v 

segment 92.11±1.77 93.42±1.67 v 92.64±1.61  95.59±1.39 v 

sick 97.57±0.85 98.16±0.68 v 97.86±0.69  98.13±0.68 v 

sonar 62.90±11.09 71.09±8.4 v 71.40±8.80 v 72.87±11.46 v 

soybean 88.65±3.42 92.63±2.72 v 92.30±2.70 v 92.75±2.49 v 

splice 89.75±1.65 94.17±1.28 v 95.42±1.14 v 90.09±1.78  

vehicle 61.28±4.25 70.74±3.62 v 68.91±4.58 v 70.70±4.05 v 

vote 93.15±3.32 96.27±2.79 v 94.78±3.32  95.95±2.83 v 

vowel 79.81±3.93 75.57±4.58 * 88.01±3.71 v 90.37±3.42 v 

waveform-5000 61.31±2.18 72.64±1.81 v 81.62±1.76 v 77.52±1.93 v 

zoo 97.12±4.96 92.61±7.33  94.55±6.54  96.52±4.77  

Average 75.46 82.64  84.47  83.61  

w/t/l - 24/10/2  24/10/2  27/8/1  

Table 3. Experimental results for HNB, AODE, Bayes Net versus NB: classification accuracy 
and standard deviation. The mean and w/t/l values are summarized at the bottom of the table. 

Dataset NB HNB  AODE  Bayes Net  

anneal 94.32±2.23 98.62±1.14 v 96.83±1.66 v 94.53±2.29  

anneal.ORIG 88.16±3.06 91.60±2.63 v 89.01±3.1  88.21±2.9  

audiology 71.40±6.37 73.15±6  71.66±6.42  75.99±6.48 v 

autos 63.97±11.35 78.04±9.43 v 74.60±10.1 v 64.43±12.01  
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Table 3. (Continued) 

Dataset NB HNB  AODE  Bayes Net  

balance-scale 91.44±1.3 89.65±2.42 * 89.78±1.88 * 91.44±1.3  

breast-cancer 72.94±7.71 70.23±6.49  72.73±7.01  72.59±8.2  

breast-w 97.30±1.75 96.08±2.46  96.85±1.9  97.30±1.75  

colic 78.86±6.05 81.25±6.27  80.93±6.16  78.67±6.13  

colic.ORIG 74.21±7.09 75.50±6.57  75.38±6.41  73.97±6.49  

credit-a 84.74±3.83 84.84±4.43  85.86±3.72  84.62±3.85  

credit-g 75.93±3.87 76.86±3.64  76.45±3.88  75.89±3.89  

diabetes 75.68±4.85 75.83±4.86  76.57±4.53  75.57±4.82  

glass 57.69±10.07 59.33±8.83  61.73±9.69  58.48±10.88  

heart-c 83.44±6.27 81.43±7.35  82.84±7.03  83.41±6.19  

heart-h 83.64±5.85 80.72±6  84.09±6  83.40±5.98  

heart-statlog 83.78±5.41 81.74±5.94  83.63±5.32  83.81±5.39  

hepatitis 84.06±9.91 82.71±9.95  85.21±9.36  84.84±9.44  

hypothyroid 92.79±0.73 93.28±0.52 v 93.56±0.61 v 92.71±0.71  

ionosphere 90.86±4.33 93.02±3.98 v 91.74±4.28  90.86±4.26  

iris 94.33±6.79 93.93±6  94.00±5.88  94.33±6.45  

kr-vs-kp 87.79±1.91 92.35±1.32 v 91.03±1.66 v 87.81±1.9  

labor 96.70±7.27 90.87±13.15  94.57±9.72  96.50±7.82  

letter 70.09±0.93 86.13±0.69 v 85.54±0.68 v 70.34±0.92 v 

lymph 85.97±8.88 82.93±8.96  85.46±9.32  85.50±8.87  

mushroom 95.52±0.78 99.96±0.06 v 99.95±0.07 v 96.22±0.75 v 

primary-tumor 47.20±6.02 47.85±6.06  47.87±6.37  47.11±5.55  

segment 89.03±1.66 94.72±1.42 v 92.92±1.4 v 89.47±1.63 v 

sick 96.78±0.91 97.78±0.73 v 97.52±0.72 v 96.83±0.91  

sonar 76.35±9.94 80.89±8.68  79.91±9.6  76.05±9.78  

soybean 92.20±3.23 94.67±2.25 v 93.31±2.85 v 93.06±2.98 v 

splice 95.42±1.14 96.13±0.99 v 96.12±1 v 95.52±1.12  

vehicle 61.03±3.48 73.63±3.86 v 71.65±3.59 v 61.02±3.46  

vote 90.21±3.95 94.36±3.2 v 94.52±3.19 v 90.30±3.89  

vowel 66.09±4.78 92.99±2.49 v 89.64±3.06 v 66.80±4.87  

waveform-5000 79.97±1.46 83.58±1.61 v 84.24±1.6 v 79.98±1.44  

zoo 94.37±6.79 99.90±1 v 94.66±6.38  94.57±6.5  

Average 82.34 85.18  85.07  82.56   

w/t/l - 17/18/1  14/21/1  5/31/0   
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Table 4. Experimental results for KNNDW, LWNB, KStar versus KNN: classification 
accuracy and standard deviation. The mean and w/t/l values are summarized at the bottom of 
the table. 

Dataset KNN KNNDW  LWNB  KStar  

anneal 97.12±1.54 97.78±1.43 v 98.85±0.90 v 98.73±1.01 v 

anneal.ORIG 87.44±2.56 89.48±2.61 v 92.64±2.24 v 90.91±2.38 v 

audiology 61.51±8.06 68.47±7.71 v 78.20±6.36 v 77.36±7.97 v 

autos 66.46±9.92 73.89±9.63 v 78.52±9.59 v 79.90±8.31 v 

balance-scale 84.54±3.16 84.54±3.16  85.92±2.87 v 87.71±2.21 v 

breast-cancer 74.10±4.63 73.97±5.47  72.57±6.91  74.00±6.77  

breast-w 94.82±2.5 94.92±2.5  96.87±2.09 v 96.12±2.35 v 

colic 80.46±6.1 81.68±6.15  79.70±6.43  77.64±5.73  

colic.ORIG 70.90±4.54 72.70±4.8 v 75.84±6.07 v 74.59±5.98  

credit-a 85.32±4.13 85.00±4.38  86.00±3.89  82.87±4.38 * 

credit-g 71.99±2.5 72.60±2.8  73.36±3.14  71.53±3.53  

diabetes 70.31±3.68 70.58±3.94  72.97±4.23  70.39±3.9  

glass 58.71±9.19 59.33±8.7  65.19±8.70 v 61.22±8.92  

heart-c 79.93±7.99 80.59±7.9  80.10±7.98  80.17±7.83  

heart-h 82.39±5.79 82.46±5.92  82.69±5.71  82.97±5.62  

heart-statlog 81.04±5.96 81.15±6.16  81.04±5.50  82.22±6.27  

hepatitis 84.33±7.69 83.88±7.46  85.98±7.13  80.14±8.59  

hypothyroid 93.14±0.6 92.50±0.75 * 93.37±0.62  93.37±0.56  

ionosphere 89.72±4.69 89.77±4.68  92.42±4.07 v 90.97±4.35  

iris 93.00±6.24 94.13±5.86  95.40±5.58  92.93±6.62  

kr-vs-kp 96.16±1.02 96.44±1 v 97.79±0.80 v 96.91±0.92 v 

labor 89.37±12.21 91.30±12.01  94.20±10.41  92.07±11.09  

letter 87.99±0.58 89.16±0.52 v 92.88±0.45 v 90.46±0.48 v 

lymph 81.63±9.33 81.95±9.4  84.12±8.63  83.18±8.94  

mushroom 100.00±0.05 100.00±0  100.00±0.00  100.00±0  

primary-tumor 41.33±5.88 42.12±6.02  45.66±5.90  40.83±6.42  

segment 90.84±1.7 93.26±1.55 v 95.28±1.40 v 94.21±1.53 v 

sick 97.44±0.66 97.76±0.69 v 98.14±0.66 v 97.69±0.68  

sonar 81.59±8.47 81.81±8.75  82.47±7.36  80.45±8.63  

soybean 90.73±3.02 90.75±3.06  93.72±2.62 v 92.25±2.72  

splice 79.86±1.86 82.14±1.7 v 94.25±1.35 v 78.84±1.96  

vehicle 70.13±3.91 70.67±3.9  71.63±3.65  69.75±4.54  

vote 93.84±3.41 93.40±3.46  95.95±2.74 v 92.80±3.63  

vowel 80.35±3.76 87.15±3.34 v 94.97±2.17 v 93.75±2.5 v 
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Table 4. (Continued) 

Dataset KNN KNNDW  LWNB  KStar  

waveform-5000 74.02±1.71 74.08±1.67  78.38±1.67 v 67.75±1.71 * 

zoo 92.57±6.52 95.53±5.17  96.25±5.57  96.23±5.44  

Average 82.09 83.25  85.65  83.69  

w/t/l - 11/24/1  18/18/0  10/24/2  

4   Conclusion 

In this paper, we firstly look back some improved algorithms of Decision tree meth-
ods, Bayesian methods, Instance based learning methods. Then, three groups of ex-
periments are designed to compare the related improved algorithms with the basic 
algorithms on classification accuracy. The experimental results re-appeared the effi-
ciency of all these improved algorithms. We believe that our work provide general 
knowledge for researchers to study all kinds of classification algorithms. 
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Abstract. The majority of machine learning algorithms previously designed 
usually assume that their training sets are well-balanced, but data in the real-
world is usually imbalanced. The class imbalance problem is pervasive and 
ubiquitous, causing trouble to a large segment of the data mining community. 
As the conventional machine learning algorithms have bad performance when 
they learn from imbalanced data sets, it is necessary to find solutions to  
machine learning on imbalanced data sets. This paper presents a novel Isomap-
based hybrid re-sampling approach to improve the conventional SMOTE  
algorithm by incorporating the Isometric feature mapping algorithm (Isomap). 
Experiment results demonstrate that this hybrid re-sampling algorithm attains a 
performance superior to that of the re-sampling. It is clear that the Isomap 
method is an effective means to reduce the dimension of the re-sampling. This 
provides a new possible solution for dealing with the IDS classification. 

Keywords: Isomap, Smote, NCR, re-sampling, Imbalanced data set. 

1   Introduction 

The majority of machine learning algorithms previously designed usually assume that 
their training sets are well-balanced, and implicitly assume that all misclassification 
errors cost equally. But data in real-world is usually imbalanced. The class imbalance 
problem is pervasive and ubiquitous, causing trouble to a large segment of the data 
mining community. Most of the existing state-of-the-art classification approaches are 
well developed by assuming the underlying training set is evenly distributed. 
However, they are faced with a severe bias problem when the training set is a highly 
imbalanced distribution. The resulting decision boundary is severely biased to the 
minority class,Thus, machine learning on imbalanced data sets becomes an urgent 
problem.  

Imbalanced data classification often arises in many practical applications in the 
context of medical pattern recognition and data mining. For this purpose, many 
classification algorithms have been investigated intensively, such as the under-
sampling technique over the majority class, the over-sampling technique over the 
minority class. 
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The synthetic minority over-sampling technique (SMOTE) [1]is an important ap-
proach by over-sampling the positive class or the minority class. However, it is lim-
ited to a strict assumption that the local space between any two positive instances is 
positive or belongs to the minority class, which may not always be true in the case 
when the training data is not linearly separable. However, mapping the training data 
into a more linearly separable space, where the SMOTE algorithm can be conducted, 
can circumvent this limitation. Once the positive class is over-sampled synthetically 
in the linearly separable space, the newly generated data should be transformed back 
into the original input space. The transformation mapping from input data space into 
the linearly separable space should be feasibly invertible in practice. For this purpose, 
the Isometric feature mapping (Isomap)[2] algorithm lends us a tool in design of an 
invertible mapping from the original input space to the linearly separable space. In 
this work, we present a novel hybrid re-sampling technique based on Isomap. The 
training data is first mapped into a lower-dimensional space by Isomap, where the 
input data is more separable, and thus can be over-sampled by SMOTE. The over-
sampled samples were then under-sampled through NCR method yielding balanced 
low-dimensional data sets. The underlying re-sampling algorithm is implemented by 
incorporating the Isomap technique into the hybrid SMOTE and NCR algorithm. 
Experimental results demonstrate that the Isomap-based hybrid re-sampling algorithm 
attains a performance superior to that of the re-sampling. It is clear that the Isomap 
method is an effective mean of reducing the dimension of the re-sampling, which 
provides a new possible solution for dealing with the IDS classification. 

The structure of this presentation is organized as follows: In section 2, we review 
the Isomap algorithm.Section 3 provides a brief overview of the resampling 
techniques considered in this work: random under-sampling, random over-sampling, 
SMOTE, NCR, et al. The Isomap-based hybrid re-sampling algorithm is presented in 
section 4, In Section 5,the existing evaluation measures of class imbalance problem 
are systematically analyzed and the performance comparison result of the Isomap-
based hybrid re-sampling algorithm is analyzed and compared.Finally, the conclusion 
is drawn in Section 6. 

2   Isometric Feature Mapping 

Scientists working with large volumes of high-dimensional data, such as global cli-
mate patterns, or human gene distributions, regularly confront the problem of dimen-
sionality reduction: finding meaningful low-dimensional structures hidden in their 
high-dimensional observations. Isomap[2] is an approach to solving dimensionality 
reduction problems that uses easily measured local metric information to learn the 
underlying global geometry of a data set. Unlike classical techniques such as principal 
component analysis (PCA) and multidimensional scaling (MDS), Isomap is capable 
of discovering the nonlinear degrees of freedom that underlie complex natural obser-
vations, such as human handwriting or images of a face under different viewing con-
ditions. In contrast to previous algorithms for nonlinear dimensionality reduction, 
ours efficiently computes a globally optimal solution, and, for an important class of 
data manifolds, is guaranteed to converge asymptotically to the true structure. The 
Isomap algorithm consists of estimating geodesic distances using shortest-path  



 Classification of Imbalanced Data Sets by Using the Hybrid Re-sampling Algorithm 289 

distances and then finding an embedding of these distances in Euclidean space using 
MDS. 

The complete isometric feature mapping, or Isomap, algorithm has three steps. The 
first step determines which points are neighbors on the manifold M, based on the 
distances dX (i, j) between pairs of points i, j in the input space X. Two simple meth-
ods are to connect each point to all points within some fixed radius ε, or to all of its K 
nearest neighbors. These neighborhood relations are represented as a weighted graph 
G over the data points, with edges of weight dX(i, j) between neighboring points. In its 
second step, Isomap estimates the geodesic distances dM(i, j) between all pairs of 
points on the manifold M by computing their shortest path distances dG(i, j) in the 
graph G. The final step applies classical MDS to the matrix of graph distances 

}{ j) (i,dD GG = , constructing an embedding of the data in a d-dimensional Euclidean 

space Y that best preserves the manifold’s estimated intrinsic geometry. The coordi-
nate vectors yi for points in Y are chosen to minimize the cost function 

2)()(
LYG DDE ττ −=                                                (1) 

where DY  denotes the matrix of Euclidean distances }{ jiY yyj) (i,d −=  and 

2L
A the L2 matrix norm 2

, ijji AΣ . 

The τ operator converts distances to inner products, which uniquely characterize 
the geometry of the data in a form that supports efficient optimization. The global 
minimum of Eq. 1 is achieved by setting the coordinates yi to the top d eigenvectors of 
the matrixτ(DG). 

3   Re-sampling 

At the data level, the objective is to re-balance the class distribution by re-
sampling the data space. These solutions include many different forms of re-
sampling such as random over-sampling, random under-sampling, improved sam-
pling techniques and combinations of the above techniques.  

3.1   Basic Sampling Methods 

One of the most direct ways for dealing with class imbalance is to alter the class dis-
tributions toward a more balanced distribution. There are two basic methods for bal-
ancing class distributions:  

Random over-sampling is a non-heuristic method replicate examples of the minor-
ity class in order to achieve a more balanced distribution. 

Random under-sampling is also a non-heuristic method aim to balance the data set 
by eliminating examples of the majority class. 

Both under-sampling and over-sampling, have known drawbacks. Under-sampling 
can throw away potentially useful data, and random over-sampling can increase the 
likelihood of occurring over-fitting, since most of over-sampling methods make exact 
copies of the minority class examples.  

The remainder balancing methods use heuristics in order to overcome the limita-
tions of the non-heuristic methods. 
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3.2   Synthetic Minority Over-Sampling Technique (SMOTE) 

SMOTE[3] is an over-sampling method. Its main idea is to form new minority class 
examples by interpolating between several minority class examples that lie together. 
Thus, the over-fitting problem is avoided and this causes the decision boundaries for 
the minority class to spread further into the majority class space.  

If the amount of over-sampling needed is 200%, only two neighbors from the k 
nearest neighbor are chosen and one sample is generated in the direction of each. 
Synthetic samples are generated in the following way: Take the difference between 
the feature vector (sample) under consideration and its nearest neighbor. Multiply this 
difference by a random number between 0 and 1, and add it to the feature vector un-
der consideration. This causes the selection of a random point along the line segment 
between two specific features. This approach effectively forces the decision region of 
the minority class to become more general.  

3.3   Neighborhood Cleaning Rule (NCR) 

Neighborhood Cleaning Rule (NCR) [4] uses the Wilson’s Edited Nearest Neighbor 
Rule (ENN)[5] to remove majority class examples. ENN removes any example whose 
class label differs from the class of at least two of its three nearest neighbors. NCR 
modifies the ENN in order to increase the data cleaning. For a two-class problem the 
algorithm can be described in the following way: For each example Ei in the training 
set, its three nearest neighbors are found. If Ei belongs to the majority class and the 
classification given by its three nearest neighbors contradicts the original class of Ei, 
then Ei is removed. If Ei belongs to the minority class and its three nearest neighbors 
misclassify Ei, then the nearest neighbors that belong to the majority class are re-
moved.  

This algorithm is specific to K-nearest neighbor (KNN) classification method. This 
is often appropriate and can provide high generalization accuracy for real - world 
application, but the storage and computational requirements can be restrictive when 
the size of the training set is large. Results depend upon the order in which the data 
comes. This algorithm can be modified so that it will use the full data set and so as to 
remain unaffected by the order in which the data is coming. This algorithm removes 
noisy instances, as well as close border points which in turn smoothes decision 
boundary slightly. This helps avoiding over-fitting. 

4   Isomap-Hybrid Re-sampling 

SMOTE (Synthetic Minority Over-sampling Technique) is an approach by over-
sampling the positive class or the minority class. However, it is limited to a strict 
assumption that the local space between any two minority class instances is minority 
class instances or belongs to the minority class, which may not be always true in the 
case when the training data is not linearly separable. Applicants note that mapping the 
training data into a more linearly separable space, where the SMOTE algorithm can 
be conducted, can circumvent this limitation. However, if the positive class is over-
sampled synthetically in the linearly separable space, the newly generated data should 
be transformed back into the original input space. The transformation mapping from 
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input data space into the linearly separable space should be feasibly invertible in prac-
tice. For this purpose, we presents a novel Isomap-based hybrid re-sampling approach 
to improving the conventional SMOTE algorithm by incorporating the Isomap  
algorithm. 

The Isomap is employed for mapping from the original input space to the linearly 
separable space. Generally, the training data is first mapped into a lower-dimensional 
space by Isomap, where data is more separable. Then the SMOTE is applied to gener-
ate a desirable number of synthetic data points for the positive class. The over-
sampled samples were then under-sampled through NCR method yielding balanced 
low-dimensional data sets. The implementation of this scheme is demonstrated in 
Table 1.The new re-sampled samples are created as follows: 

Table 1.  Isomap-hybrid re-sampling algorithm 

Function Isomap-hybrid re-sampling(X,C+,C-,d,l,k) Return S 
Input: 

X: the original training set X= {x
1
,x

2
,…,x

n
∈RN} 

C-: majority class or negative class 
C+: minority class or positive class 
d: the dimension of original training set X 
l: the reduced dimension by Isomap 
k: a threshold for choosing a negative neighbor in 

Isomap 
Output: 
S:the reduced dimension hybrid re-sampled training set 
Algorithm: 

1、initialize parameter 

2、Compute and find x
i
’s k nearest neighbors 

3、Construct neighborhood graph 

4、Compute shortest paths using Floyd method 

5、Construct d-dimensional embedding using MDS method 

6 、 generates new positive vectors by using SMOTE 
algorithm over embedding set Y 

7 、 under-sampled the over-sampled samples through NCR 
method 

5   Experiment 

5.1   Data Set 

We experimented with breast cancer data set, and it is summarized as follows. This 
data set is highly imbalanced and has been studied before by various researchers with 
different methods. We try to compare our proposed Isomap-based hybrid re-sampling 
method with hybrid re-sampling method. Here is the description of the data. 

The breast cancer data set was first studied by Matjaz Zwitter & Milan  
Soklic[6] with their method, the multi-purpose incremental learning system AQ15.This 
data set includes 201 instances of no-recurrence-events class and 85 instances of  
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recurrence-events class. The instances are described by 9 attributes, some of which 
are linear and some are nominal. 

5.2   Performance Measurement 

In learning extremely imbalanced data, the overall classification accuracy is often not 
an appropriate measure of performance. A trivial classifier that predicts every case as 
the majority class can still achieve very high accuracy. We use metrics such as true 
negative rate, true positive rate, G-mean, precision, recall, and F-measure to evaluate 
the performance of learning algorithms on imbalanced data. These metrics have been 
widely used for comparison. All the metrics are functions of the confusion matrix as 
shown in Table 2. The rows of the matrix are actual classes, and the columns are the 
predicted classes.  

Table 2. Confusion matrix 

 Predicted Positive Class Predicted Negative Class 
Actually Positive Class True Positives (TP) False Negatives (FN) 

Actually Negative Class False Positive (FP) True Negatives (TN) 

 
Based on Table 2, the performance metrics are defined as: 

 Accuracy=
FNFPTN  TP

TNTP

+++
+

 

 True Positive Rate(Acc+)=
FN  TP

TP
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 True Negative Rate(Acc-) =
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FP
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+
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 Negative Predictive Value =
FN  TN
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+
 

 G-mean = －＋ Acc · Acc   

 100%
Recall+Precision 

call RePrecision 2
measure-F ×××=  

 

Traditionally, accuracy is the most commonly used measure for these purposes. How-
ever, for classification with the class imbalance problem, accuracy is no longer a 
proper measure since the rare class has very little impact on accuracy as compared to 
the prevalent class[7]. For example, in a problem where a rare class is represented by 
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only 1% of the training data, a simple strategy can be to predict the prevalent class 
label for every example. It can achieve a high accuracy of 99%. However, this meas-
urement is meaningless to some applications where the learning concern is the identi-
fication of the rare cases. For any classifier, there is always a trade off between true 
positive rate and true negative rate; and the same applies for recall and precision. In 
the case of learning extremely imbalanced data, quite often the rare class is of great 
interest. In many applications such as drug discovery and disease diagnosis, it is de-
sirable to have a classifier that gives high prediction accuracy over the minority class 
(Acc+), while maintaining reasonable accuracy for the majority class (Acc−). The 
Geometric Mean(G-mean)[8] is used to assess the performance of their methods. Pre-
cision, recall and F-measure are commonly used in the information retrieval area as 
performance measures. We also use the area under a ROC curve to compare the per-
formance of the Isomap-based hybrid re-sampling method. The ROC curve is a 
graphical representation of the trade off between the false negative and false positive 
rates for every possible cut off. The area under a ROC curve (AUC) provides a single 
measure of a classifier’s performance for evaluating which model is better on average. 
There is a clear similarity between AUC and well-known Wilcoxon statistics. AUC 
can also be applied to evaluate the imbalanced data sets[9]. We will adopt all these 
measurements to compare our methods. Ten-fold cross-validations were carried out to 
obtain all the performance metrics. 

5.3   Experiment and Experimental Results 

The classifiers were considered since they are commonly-used in the machine learn-
ing community and in research on class imbalance. In order to validate the designing 
Isomap-hybrid re-sampling scheme, the imbalanced data set about breast cancer was 
examined. Data dimension reduction method was implemented in Matlab platform. 
Our re-sampling algorithms and classifier were built using WEKA, and don’t changes 
to any default parameter values when experimentation showed a general improvement 
in the classifier performance across the datasets based on preliminary analysis. 

Firstly, the original breast cancer input data dimension reduction were realized 
through Isomap method in MATLAB, and the low dimensional data sets were classi-
fied using J48 decision tree algorithm in weak platform.J48 uses the default WEKA 
parameter settings. Secondly, the SMOTE can be applied to generate a desirable 
number of synthetic data points for the positive class, the over-sampled samples were 
then under-sampled through NCR method. Then, we classified the balanced low di-
mensional data sets. Ten-fold cross-validations were carried out to obtain all the per-
formance metrics. 

The classification results are reported respectively in Table 3 and Table 4,Table 3 
compare the classification performance of different dimension using Isomap method, 
and Table 4 compare the classification performance of different dimension using 
Isomap-hybrid re-sampling method. 

The election of the Number of Nearest Neighbors, that is k, play a key role in data 
sets dimension reduction procedure using Isomap method, if the k value is too small, 
the graph will not be connected, and if the k value is too large, the Isomap algorithm 
will approximations to MDS algorithm, so the selection of k can directly affect classi-
fication performance, So the optimal k value is defined as “6 ” by experiment. 
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Table 3.  Performance coparison with Isomap method  

Breast cancer original data sets 9 dim. 8 dim. 7 dim. 6 dim. 5 dim. 

AUC 0.955 0.967 0.967 0.974 0.967 0.973 

F-measure+ 0.958 0.971 0.971 0.972 0.971 0.972 

F-measure- 0.921 0.947 0.947 0.949 0.947 0.949 

TPrate(Recall+) 0.956 0.965 0.965 0.965 0.961 0.959 

TNrate(Recall-) 0.925 0.959 0.959 0.963 0.967 0.975 

G-mean 0.940 0.962 0.962 0.964 0.964 0.967 

Accuracy 0.946 0.963 0.963 0.964 0.963 0.964 

Table 4.  Performance comparison with Isomap-based hybrid re-sampling method  

Breast cancer original data 9 dim. 8 dim. 7 dim. 6 dim. 5 dim. 

AUC 0.955 0.991 0.988 0.988 0.992 0.986 

F-measure+ 0.958 0.994 0.989 0.990 0.987 0.991 

F-measure- 0.921 0.995 0.990 0.991 0.989 0.992 

TPrate(Recall+) 0.956 0.993 0.989 0.995 0.991 0.991 

TNrate(Recall-) 0.925 0.996 0.990 0.985 0.985 0.992 

G-mean 0.940 0.994 0.989 0.990 0.988 0.991 

Accuracy 0.946 0.995 0.989 0.990 0.988 0.991 

  

Fig. 1. Classification results with isomap method and Isomap-hybrid re-sampling method 
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Many practical classification problems are imbalanced,we pay special attention to 
the classification performance of positive class , for the sake of comparison,We com-
bined classification results with Isomap method and Isomap-hybrid re-sampling 
method in fig.1 based on three measures(F-measure+, AUC and G-mean), the ex-
perimental results with Isomap method marked as F-measure+ , AUC , G-mean, and 
the experimental results with Isomap-hybrid re-sampling method marked as F-
measure+*, AUC*, G-mean*. 

From figure 1 we can see that,through the imbalanced input data sets dimen-
sion reduced processing ,By such a procedure, where the input data is more sepa-
rable, and thus can be over-sampled by SMOTE. The over-sampled samples were 
then under-sampled through NCR method yielding balanced low-dimensional data 
sets. the evaluation measures were sequentially promoted and the classification 
performance is considerably improved, especially the F-measure of minority 
class. In fact, Not only is the classification performance of minority class im-
proved significantly, but the overall classification performance is enhanced in a 
certain extent.  

6   Conclusions 

In this paper, we present a re-sampling technique, Isomap-based hybrid re-sampling, 
in classification of imbalanced data. The underlying re-sampling algorithm is imple-
mented by incorporating the Isomap technique into the hybrid SMOTE and NCR 
algorithm. Experimental results demonstrate that the Isomap-based hybrid re-
sampling algorithm attains a performance superior to that of the re-sampling. It is 
clear that the Isomap method is an effective mean of reducing the dimension of the  
re-sampling, which provides a new possible solution for dealing with the IDS  
classification. 
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Abstract. Intrusion detection has been extensively studied in the last two dec-
ades. However, most existing intrusion detection techniques detect limited 
number of attack types and report a huge number of false alarms. The hybrid 
approach has been proposed recently to improve the performance of intrusion 
detection systems (IDSs). A big challenge for constructing such a multi-sensor 
based IDS is how to make accurate inferences that minimize the number of 
false alerts and maximize the detection accuracy, thus releasing the security op-
erator from the burden of high volume of conflicting event reports. We address 
this issue and propose a hybrid framework to achieve an optimal performance 
for detecting network traffic anomalies. In particular, we apply SNORT as the 
signature based intrusion detector and the other two anomaly detection meth-
ods, namely non-parametric CUmulative SUM (CUSUM) and EM based clus-
tering, as the anomaly detector. The experimental evaluation with the 1999 
DARPA intrusion detection evaluation dataset shows that our approach success-
fully detects a large portion of the attacks missed by SNORT while also reduc-
ing the false alarm rate.  

Keywords: Intrusion detection, clustering. 

1   Introduction 

Intrusion detection has been extensively studied since the seminal work by Anderson 
[1]. Traditionally, intrusion detection techniques are classified into two categories: 
misuse (signature-based) detection and anomaly detection. Misuse detection is based 
on the assumption that most attacks leave a set of signatures in the stream of network 
packets or in audit trails, and thus attacks are detectable if these signatures can be 
identified by analyzing the audit trails or network traffic behaviors. However, misuse 
detection is strictly limited to the known attacks. Detecting new attacks is one of the 
biggest challenges faced by misuse detection. 

To address the weakness of misuse detection, the concept of anomaly detection 
was formalized in the seminal report of Denning [2]. Denning assumed that security 
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violations could be detected by inspecting abnormal system usage patterns from the 
audit data. As a result, most anomaly detection techniques attempt to establish normal 
activity profiles by computing various metrics, and an intrusion is detected when the 
actual system behavior deviates from the normal profiles. 

According to Axelsson [3], the early network anomaly detection systems are self-
learning, that is, they automatically form an opinion of what the subject’s normal be-
havior is. Self learning techniques combine the early statistical model based anomaly 
detection approaches, the AI based approaches, the biological models based ap-
proaches, and thus they still applied for current anomaly detection schemes. According 
to whether they are based on supervised or unsupervised learning techniques, anomaly 
detection schemes can be classified into supervised and unsupervised. Supervised 
anomaly detection establishes the normal profiles of systems or networks through 
training based on labeled datasets. In contrast, unsupervised anomaly detection at-
tempts to detect intrusions without using any prior knowledge of attacks or normal 
instances. Although learning techniques achieve good results on network anomaly 
detection so far, they still face some challenges, such as "can machine learning be 
secure?" [4], "would behavioral non-similarity in training and testing data totally fail 
leaning algorithms on anomaly detection?" [5], and "what are the limitations for detect-
ing previously unknown attacks due to large number of false alarms?" [6]. 

In order to overcome these challenges and keep the advantages of misuse detection, 
some researchers have proposed the idea of hybrid detection. There are currently two 
ways to achieve this goal, one is sequence based and the other is parallel based. Se-
quence based hybrid IDSs apply anomaly detection (or misuse detection) first and 
misuse detection (or anomaly detection) second [7-15]. Combing the advantages of 
both misuse and anomaly detection, hybrid IDSs achieve a better performance. How-
ever, the sequence based approaches might not provide a full coverage for the attack 
types due to the filtering of malicious (normal) traffic and also the sequence process 
will prolong the detection and make a real-time detection impossible. In contrast, 
parallel based hybrid IDSs apply multiple detectors in parallel and make an intrusion 
decision based on multiple output sources, which provide a wide coverage for intru-
sions and has the potential to detect previously unknown attacks [16-20]. One of the 
biggest challenges for parallel based IDSs is how to make accurate inferences that 
minimize the number of false alarms and maximize the detection accuracy. 

In order to address the aforementioned issues, we propose in this paper a hybrid 
framework, combining the well-known SNORT signature based IDS and the other 
two anomaly detectors, namely non-parametric CUmulative SUM (CUSUM) and EM 
based clustering, As illustrated in Figure 1, the general architecture of our detection 
scheme consists of three major components, namely SNORT, feature analysis and 
CUSUM-EM detector. During feature analysis, we define and generate fifteen fea-
tures to characterize the network traffic behavior, in which we expect the more the 
number of features, the more accurate the entire network will be characterized. These 
proposed features are then input to the CUSUM-EM detector, in which CUSUM 
based detector and EM clustering based detector are fused according to a set of scor-
ing coefficients. The final intrusion decision is given through a fuzzy attacking prob-
ability output by the inference model. 
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Fig. 1. General architecture of the detection framework 

The rest of the paper is organized as follows. Section 2 introduces related work, in 
which we summarize some existing works on hybrid IDSs. Section 3 introduces the 
fifteen flow-based features and explains the reasons to select them. Section 4 over-
view the two existing anomaly detection approaches, namely CUSUM algorithm and 
the Expectation-Maximization (EM) based clustering algorithm. Section 5 presents 
the complete network anomalies analysis for the 1999 DARPA intrusion detection 
evaluation dataset by using our intrusion inference model. Section 6 makes some 
concluding remarks and discusses future work. 

2   Related Work 

Early research work on IDS suggest that intrusion detection capabilities can be im-
proved through a hybrid approach consisting of both signature (misuse) detection as 
well as anomaly detection [8,9,10]. In such a hybrid system, the signature detection 
technique detects known attacks and the anomaly detection technique detects novel or 
unknown attacks. Typical recent research work for such a hybrid intrusion detection 
system are discussed in [7,11,12,13,14,15]. 

In [11], Tombini et al. applied an anomaly detection approach to create a list of 
suspicious items. Then a signature detection approach is employed to classify these 
suspicious items into three categories, namely false alarms, attacks, and unknown 
attacks. The approach is based on an assumption that a high detection rate can be 
achieved by the anomaly detection component because missed intrusions in the first 
step will not be found by the follow-up signature detection component. 

Zhang et al. proposed a hybrid IDS combining both misuse detection and anomaly 
detection components, in which a random forest algorithm was applied firstly in the 
misuse detection module to detect known intrusions [12]. The outlier detection pro-
vided by the random forest algorithm is then utilized to detect unknown intrusions. 
Evaluations with a part of the KDDCUP’99 dataset showed that their misuse detec-
tion module generated a high detection rate with a low false positive rate and at the 
same time the anomaly detection component has the potential to find novel intrusions. 

In [13], Peng et al. proposed a two-stage hybrid intrusion detection and visualiza-
tion system that leverages the advantages of signature-based and anomaly detection 
methods. It was claimed that their hybrid system could identify both known and un-
known attacks on system calls. However, evaluation results for their system were 
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missed in the paper. The work is more like an introduction on how to apply a multiple 
stage intrusion detection mechanism for improving the detection capability of an IDS. 

Similar with [12], Depren et al. proposed a novel hybrid IDS system consisting of 
an anomaly detection module, a misuse detection module and a decision support sys-
tem [14]. The decision support system was used to combine the results of previous 
two detection modules. In the anomaly detection module, a Self-Organizing Map 
(SOM) structure was employed to model normal behavior and any deviation from the 
normal behavior would be classified as an attack. In the misuse detection module, a 
decision tree algorithm was used to classify various types of attacks. The final system 
was evaluated with the 1999 KDDCUP intrusion detection dataset and experimental 
results showed that the proposed hybrid approach gave better performance over indi-
vidual approaches. 

Based on the idea of combining the advantages of low false positive rate of signa-
ture based IDS and the ability of anomaly detection system (ADS) for detecting new 
or unknown attacks, Hwang et al. proposed and reported a new experimental hybrid 
intrusion detection system (HIDS) in [18]. The ADS was built in HIDS, in which 
anomalies were detected beyond the capabilities of well known signature based 
SNORT or Bro systems through mining anomalous traffic episodes from Internet 
connections. A weighted signature generation scheme was developed to combine 
ADS with SNORT through modeling signatures from detected anomalies. The HIDS 
scheme was evaluated with real Internet trace data mixed with 10 days of the 1999 
DARPA intrusion detection data set. The obtained results showed that HIDS achieves 
a 60% detection rate, compared with 30% and 22% detection rate acquired by the 
SNORT and Bro systems, respectively. 

Instead of combining signature detection techniques and anomaly detection tech-
niques, some other hybrid systems fuse multiple anomaly detection systems according 
to some specific criteria considering that the detection capability for each anomaly 
detection technique is different. The main goal of such a hybrid system is to reduce 
the large number of false alerts generated by current anomaly detection approaches 
and at the same time keep an acceptable detection rate. Some examples of such re-
search work are discussed in [16,17,18,19,20]. However, since such kinds of systems 
are just based on the idea of anomaly detection, they usually cannot outperform the 
other type of hybrid systems fusing misuse detection and anomaly detection. 

3   Feature Analysis 

The major goal of feature analysis is to select and extract robust network features that 
have the potential to discriminate anomalous behaviors from normal network activi-
ties. Since most current network intrusion detection systems use network flow data 
(e.g. netflow, sflow, ipfix) as their information sources, we focus on features in terms 
of flows. 

The following five basic metrics are used to measure the entire network's behavior: 
FlowCount: A flow consists of a group of packets going from a specific source to a 
specific destination over a time period. There are various flow definitions so far, such 
as netflow, sflow, ipfix, to name a few. Basically, one network flow should at least 
include source IP/port, destination IP/port, protocol, number of bytes and number of 
packets. Flows are often considered as sessions between users and services. Since 
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attacking behaviors are usually different from normal user activities, they may be 
detected by observing flow characteristic. 
PacketCount: The average number of packets in a flow over a time interval. Most 
attacks happen with an increased packet count. For example, Distributed Denial of 
Service (DDoS) attacks often generate a large number of packets in a short time in 
order to consume the available resources quickly. 
ByteCount: The average number of bytes in a flow over a time interval. Through this 
metric, we can identify whether the network traffic consists of large size packets or 
not. Some previous Denial of Service (DoS) attacks use maximum packet size to 
consume the computation resources or to congest data paths, such as well known ping 
of death (pod) attack. 
PacketSize: The average number of bytes per packet over a time interval.  
FlowBehavior: The ratio between FlowCount and PacketSize. It measures the an-
omalousness of flow behavior. The higher the value of this ratio, the more anomalous 
the flows since most probing or surveillance attacks start a large number of connec-
tions with small packets in order to achieve the maximum probing performance. 

Based on the above five metrics, we define a set of features to describe entire traf-
fic behavior on networks. Let F denote the feature space of network flows, a 15-
dimensional feature vector f∈F can be represented as 1 2 15{ , ,..., }f f f , where meaning 

of each feature is explained in Table 1. 

Table 1.  List of features  

Features Description 
f1 Number of TCP Flows per Minute 
f2 Number of UDP Flows per Minute 
f3 Number of ICMP Flows per Minute 
f4 Average Number of TCP Packets per Flow over 1 Minute 
f5 Average Number of UDP Packets per Flow over 1 Minute 
f6 Average Number of ICMP Packets per Flow over 1 Minute 
f7 Average Number of Bytes per TCP Flow over 1 Minute 
f8 Average Number of Bytes per UDP  Flow over 1 Minute 
f9 Average Number of Bytes per ICMP Flow over 1 Minute 
f10 Average Number of Bytes per TCP Packet over 1 Minute 
f11 Average Number of Bytes per UDP Packet over 1 Minute 
f12 Average Number of Bytes per ICMP Packet over 1 Minute 
f13 Ratio of Number of flows to Bytes per Packet (TCP) over 1 Minute 
f14 Ratio of Number of flows to Bytes per Packet (UDP) over 1 Minute 
f15 Ratio of Number of flows to Bytes per Packet (ICMP) over 1 Minute 

 
Empirical observations with the 1999 DARPA network traffic flow logs show that 

network traffic volumes can be characterized and discriminated through these features. 
For more information about the results of the empirical observation refer to [21]. 

4   Overview of Two Anomaly Detection Approaches 

In this section, we briefly introduce the two network intrusion detection  
techniques, namely non-parametric Cumulative SUM (CUSUM) algorithm and  
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Expectation-Maximization (EM) based clustering algorithm. More information about 
CUSUM and EM clustering algorithm can be found in [22] and [23], respectively. 

4.1   Non-parametric CUSUM Algorithm  

The CUSUM algorithm is an approach to detect a change of the mean value of a sto-
chastic process and it is based on the fact that if a change occurs, the probability dis-
tribution of the random sequence will also be changed. A basic assumption for the 
non-parametric CUSUM algorithm is that the mean value of the random sequence is 
negative during normal conditions, and becomes positive when a change occurs. Con-
sequently, a transformation of {Xn} into a new sequence {Zn} is necessary, which is 
given by Zn = Xn − β, where β is a constant. The parameter β is set according to net-
work normal conditions and it guarantees that the major part of values of the sequence 
Zn is negative during normal conditions and becomes positive when a change occurs. 

In practice, a recursive non-parametric CUSUM algorithm is used to detect anoma-
lies online. The recursive version is presented in [22,24] and can be defined using a 
new sequence {Yn}: 
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where β is set in a fashion that the values of Xn - β keep slightly negative during nor-
mal operations. As a result, increases in the metric are expected to be detected, once 
the values are bigger than β. A long time period of values larger than β will lead fur-
ther increasing of the CUSUM function until a possible alarm level is reached. 

A large value of Yn is a strong indication of an attack. Based on this, we define an 
attacking probability p to measure the anomalous degree of initial sequence Xn:  
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where p is the attacking probability for sequence Xn; α is an adjusting parameter, 
which is used to amplify the value of β and is set as such constant 1, 2,…; Yn is the 
CUSUM value of sequence Xn. 

4.2   EM Based Clustering Algorithm  

EM algorithm is widely used to estimate the parameters of Gaussian Mixture Model 
(GMM). GMM is based on the assumption that the data to be clustered are drawn 
from one of several Gaussian distributions. It is suggested that Gaussian mixture dis-
tributions can approximate any distribution up to an arbitrary accuracy, as long as a 
sufficient number of components are used. Consequently, the entire data collection is 
seen as a mixture of several Gaussian distributions, and their corresponding probabil-
ity density functions can be expressed as a weighted finite sum of Gaussian compo-
nents with different parameters and mixing proportions. The conditional probability in 
EM describes the likelihood that data points approximate a specified Gaussian com-
ponent. The greater the value of conditional probability for a data point belonging to a 
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specified Gaussian component, the more accurate the approximation is. As a result, 
data points are assigned to the corresponding Gaussian components according to their 
conditional probabilities. However, in some cases, there exist some data points whose 
conditional probability of belonging to any component of a GMM is very low or close 
to zero. These data are naturally seen as the outliers or noisy data. All the outlier data 
will be deleted or considered as anomalies during anomaly detection, and their attack-
ing probability is set to 1.0. Algorithm 1 illustrates a detailed EM based clustering 
algorithm in which Cm stands for the clustering results. 

Algorithm 1.  EM based clustering algorithm  

Function EMCA (data) returns  
    clusters Cm and posterior probability ( | )r np i x  
        =mC φ , 1 ≤ ≤m k , k is the number of clusters 
        Call EM (data);         
        For 1 ≤ ≤m k , 1 ≤ ≤n N  
           If ( 1 1( | ) max( ( | ))− −=r n r np m x p m x ) 
           Then assign nx  to mC  
         Return mC ,  1,2...,=m k  

 
In order to apply the EM based clustering technique for detecting network anoma-

lies, we make two basic assumptions: (1) the input data points are composed of two 
clusters, namely anomalous cluster and normal cluster; (2) the size of the anomalous 
cluster is always smaller than the size of the normal cluster. Consequently, we can 
easily label the anomalous cluster according to the size of each cluster. The attack 
probability for each data point is equal to the conditional probability of the corre-
sponding data point belonging to the anomalous cluster, which is defined as follows: 

1( | )−= r anomalous np p C x  

where xn is the data point; Canomalous is the anomalous cluster; 1( | )−r anomalous np C x  is the 

conditional probability of xn belonging to anomalous cluster Canomalous. 

5   Performance Evaluation 

We evaluate our hybrid IDS with the full 1999 DARPA intrusion detection dataset. In 
particular, we conduct a comprehensive analysis for network traffic provided by the 
dataset and identify the intrusions based on each specific day. Since most current exist-
ing network intrusion detection systems use network flow data (e.g. netflow, sflow, 
ipfix, etc.) as their information sources, we covert all the raw TCPDUMP packet data 
into flow based traffic data by using the public network traffic analysis tools (e.g. edit-
cap [25], tshark [26]), similarly with the 1999 KDDCUP dataset [27] in which the 
1998 DAPRA intrusion detection dataset [28] has been converted into connection 
based dataset. Although the 1998 and 1999 DARPA dataset was criticized in [29,30] 
due to the methodology for simulating actual network environment, they are the widely 
used and acceptable benchmark for the current intrusion detection research.  
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During the evaluation, the results are summarized and analyzed in three different 
categories, namely how many attack instances are detected by each feature and all 
features correlation, how many attack types are detected by each feature and all fea-
tures correlation and how many attack instances are detected for each attack type. We 
do not use the traditional Receiver Operating Characteristic (ROC) curve to evaluate 
our approach and analyze the tradeoff between the false positive rates and detection 
rates because ROC curves are often misleading and incomplete [31]. 

Compared to most, if not all, other evaluations with the 1999 DARPA dataset, our 
evaluation covers all types of attacks and all days' network traffic and thus, we con-
sider our evaluation as a comprehensive analysis for network traffic in the 1999 
DARPA dataset. Next, we will analyze and discuss the intrusion detection results we 
obtain. More information about the 1999 DAPRA/MIT Lincoln intrusion detection 
dataset and the method for converting the TCPDUMP packet logs into network flow 
based logs can be found in [32] and [33], respectively. 

The scoring coefficient is set up according to the detection rate (DR) and the false 
positive rate (FPR) for each detector over a long time history. The higher the DR, the 
better the performance of the detector; the lower the FPR, the better the detector per-
formance. Therefore, the ratio of DR to FPR is used to measure the performance of 
each detector. We evaluate individually the two detectors with the 15 features and 9 
days DARPA testing data on week 4 and week 5. The evaluation results are summa-
rized and analyzed in three different categories described in above.  

For the detector using EM based clustering technique, Table 2 illustrates the aver-
age value of DR, FPR and the ratio of DR to FPR for each feature over those 9 days. 
For the detector using CUSUM algorithm, Table 3 illustrates the average value of DR, 
FPR and the ratio of DR to FPR for each feature.  

Based on the ratio of DR to FPR in Tables 2 and 3, we normalize them and use the 
normalized values as elements of the scoring coefficient matrix, which is given as 
follows: 

0.78 0.81 0.95 0.7 0.74 0.34 0.51 0.58 0.73 0.84 0.0 0.76 0.54 0.65 0.72

0.22 0.19 0.05 0.3 0.26 0.66 0.49 0.42 0.27 0.16 0.0 0.24 0.46 0.35 0.28

⎡ ⎤
⎢ ⎥
⎣ ⎦

 

The coefficient matrix has 2 rows and 15 columns. Row 1 means the historical reputa-
tion weight for the detector using EM based clustering algorithm and row 2 stands for 
the historical reputation weight for CUSUM based detector. Columns 1 to 15 stand 
for the features F1 to F15. 

During our evaluation, we have known that there are 15 features and 2 detectors 
included in the detection system, and we denote n and m the number of features and 
the number of detectors, respectively. We define S1 as the detector using EM based 
clustering algorithm and S2 as the CUSUM based detector. 

j iS FC  stands for the scor-

ing coefficient matrix, where i = 1,2,…,15 and j = 1,2. 
i jF Sp is the attacking probabil-

ity generated by feature Fi and detection agent Sj and 
iFp  is the attacking probability 

of the hybrid detection system with a specific features Fi. Based on these, we have the 
attacking probability for the CUSUM-EM based IDS as follows: 

2

1

1,2,...,15
i i j j iF F S S F

j

p p C i
=

= × =∑  
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Table 2.  Performance of all 15 features over 9 days evaluation for EM detector 

Features Average  
DR (%) 

Average 
FPR (%) 

Ratio of Avg. DR  
to Avg. FPR 

F1 39.83 81.84 0.487 
F2 52.22 84.04 0.621 
F3 32.25 84.14 0.383 
F4 12.0 89.03 0.135 
F5 51.8 85.74 0.604 
F6 32.25 84.17 0.383 
F7 3.2 82.92 0.0386 
F8 49.26 84.19 0.585 
F9 32.25 84.14 0.383 
F10 6.81 86.71 0.0785 
F11 0.0 0.0 0.0 
F12 32.25 84.17 0.383 
F13 8.57 94.59 0.0906 
F14 52.41 83.59 0.627 
F15 32.25 84.17 0.383 

Table 3.  Performance of all 15 features over 9 days evaluation for CUSUM detector 

Features Average 
DR (%) 

Average 
FPR (%) 

Ratio of Avg. DR  
to Avg. FPR 

F1 11.04 80.43 0.137 
F2 12.96 85.94 0.15 
F3 1.6325 87.33 0.02 
F4 4.9 84.44 0.058 
F5 17.84 82.42 0.217 
F6 7.23 95.5 0.757 
F7 2.94 79.61 0.037 
F8 33.57 78.18 0.429 
F9 11.5 81.1 0.142 
F10 1.4 94.87 0.015 
F11 0.7 95.24 0.0074 
F12 10.8 87.26 0.124 
F13 6.015 77.18 0.078 
F14 27.73 81.85 0.339 
F15 12.87 86.12 0.15 

 
We evaluated the detection system with one day's DARPA testing data (i.e. W4D1). 
There are 14 attack types on W4D1 and total 13 attack types are detected by our hy-
brid system. The DR in terms of attack types is 92.8%. The number of attack types 
detected by using the CUSUM technique only is 5, the number is 8 with the EM based 
clustering only and the number is 5 using the SNORT signature based IDS. More 
detailed detection results regarding the hybrid detection system see [20].  

6   Conclusions and Future Work 

We propose in this paper a new hybrid model for detecting network anomalies. In 
order to characterize the behavior of the network flows, we present a 15-dimensional 
feature vector and the empirical observation results with the 1999 DARPA intrusion 
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detection dataset show that the proposed features have the potential to distinguish the 
anomalous activities from normal network behaviors. A complete traffic analysis for 
the 1999 DARPA intrusion detection dataset is conducted using the hybrid IDS with 
two well-known intrusion detection sensors. Based on the achieved evaluation results, 
we conclude that the proposed detection detect successfully the attacks missed by the 
signature based IDS, SNORT, and has the potential to find unknown intrusions 
through the attacking probability.  

The future work mainly consists of the following three parts:  
(1) We will include more detectors into our system in the near future. Currently we 

tested our model using only two existing detection techniques. We expect that the 
more the number of detection techniques involved with the system, the better the 
hybrid performance.  

(2) We will develop more evaluation metrics to judge the fusion performance.  
(3) Based on (1) and (2), we will improve the hybrid system through dynamic pro-

gramming techniques. The final goal of this work is to answer such a theoretical ques-
tion: how one plus one is bigger than two by exploring multi-detector techniques? 
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Abstract. Economic models for mineral resources assessment are trans-
ferring from single objective to multiple objectives nowadays. However,
common approaches to solve these multi-criteria problems are still stay-
ing in single-objective methods, by combining all objective functions into
a single functional form, but such methods can only obtain one solution.
In this paper, NSGA-II,a multiobjective optimization evolutionary al-
gorithm, is adopted to optimize multiple objectives of mineral resource
exploitation.Two case study prove that NSGA-II can offer multiple solu-
tions and be irrelevant with starting point, moreover, results by NSGA-II
are better than references.

1 Introduction

Traditional economic models for mineral resources assessment are of single ob-
jective - maximization of the profit. However, current assessment involves multi-
objectives, such as population, resources, economy, environment. And these goals
are conflictive, generally with constraint.

Common approaches to solve multi-objectives mineral resources assessment
problem are transferring them into single objective problems by weighting these
objectives, since the later is easy to be deal with by traditional methods, such
as sequential quadratic programming (SQP), pattern search etc..

The earliest research about multi-criteria in mineral resource economic eval-
uation can be dated back in the early 1990s. Zhong Ziran, Pei Rongfu and
Wu Liangshi proposed the optimization and economic evaluation models for re-
gional mineral resources development planning system in 1990 ([24]). And Yang
Changming and Chen Longgui considered regional mineral resources dominant
level and its index system of evaluation ([3]) at the same year.

Subsequent research works on how to balance the weight of multiple objec-
tives, in order to solve multi-attribute problems in mineral resource filed by single-
objective solutions. Wei Yiming etc. developed an integrated intelligent decision
system of mineral resource exploitation, using neural network ([22],[23]).
Song Guangxing made some progress on multi-attribute decision-making in ex-
ploitation of mineral resources, on which a composed weight method was proposed
([11],[12] ). Yan Junyin adopted analytic hierarchy process(AHP), a structured
technique for dealing with complex decisions and the most popular method on
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assigning weight, to establish the indexes system and evaluation model for evalu-
ating the reasonable exhaustion of regional mineral resources([13]).

However, the above researches can only obtain one solution for multi-objective
problems. And one solution can’t satisfy users who prefer to have more schemes
(choices).

Evolutionary algorithms(EA), the new popular approaches in multi-objective
optimization, are to provide a set of solutions, and therefore can meet the var-
ious needs of users. Successful cases in water resources management arouse our
interest to apply EA on mineral resource economic research([14,20,19,10]).

2 Multiobjective Optimization and Evolutionary
Algorithms

2.1 Multiobjective Optimization and Solution Methods

Multi-objective optimization (or programming), also known as multi-criteria or
multi-attribute optimization, is the process of simultaneously optimizing two or
more conflicting objectives subject to certain constraints([16],[18],[2]).

In mathematical terms, the multiobjective problem can be written simply as:

Min/MaxZ = (Z1, Z2, .., Zp)
Zi = fi(x)

Subject to :
h(x) = 0
g(x) < 0

where
x − Decisionvariables
Zi − TheithDecisionobjectives
h(x), g(x) − Constraintconditions

(1)

Solution methods for the above problems are([2]):

1. Constructing a single aggregate objective function (AOF).
The basic idea is to combine all of the objective functions into a single func-
tional form, called the AOF. A well-known combination is the weighted linear
sum of the objectives. Clearly, the solution obtained will depend on the val-
ues of the weights specified. Thus, it may be noticed that the weighted sum
method is essentially subjective, in that a decision manager (DM) needs
to supply the weights. Moreover, this approach cannot identify all non-
dominated solutions([7]).
Actually, most of the works listed in section 1 fall into this scope.

2. Normal Boundary Intersection (NBI) method.
This approach is to find several Pareto optimal points, which collectively
capture the trade-off among the various conflicting objectives. This is an
improvement over continuation techniques for tracing the trade-off curve
since continuation strategies cannot easily be extended to handle more than
two objectives.([6])
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3. Indirect Optimization on the basis of Self-Organization (IOSO). IOSO tech-
nology is based on the response surface methodology approach. At each
IOSO iteration the internally constructed response surface model for the
objective is being optimized within the current search region. This step is
followed by a direct call to the actual mathematical model of the system
for the candidate optimal point obtained from optimizing internal response
surface model. During IOSO operation, the information about the system
behavior is stored for the points in the neighborhood of the extremum,
so that the response surface model becomes more accurate for this search
area.([9])

4. Multiobjective Optimization Evolutionary Algorithms (MOEA). Evolution-
ary algorithms are very popular approaches in multiobjective optimization
now. And genetic algorithms such as the Non-dominated Sorting Genetic
Algorithm-II (NSGA-II) and Strength Pareto Evolutionary Approach 2
(SPEA-2) have become standard approaches. The former method is adopted
in our research.([7])

5. Normal Constraint (NC) method. It can generate a set of evenly spaced
solutions on a Pareto frontier for multiobjective optimization problems, us-
ing a new formulation of the NC method that incorporates a critical linear
mapping of the design objectives and a Pareto filter which is useful in the
application of the NC and other methods. ([15])

6. Pareto surface generation for convex multiobjective instances (PGEN). This
algorithm presents a method for computing well distributed points on the
(convex) Pareto optimal surface of a multiobjective programming problem,
and is applied to intensity-modulated radiation therapy inverse planning
problems, in three and four dimensions, investigating tradeoffs between tu-
mor coverage and critical organ sparing. ([5])

2.2 NSGA & NSGA-II

The Non-dominated Sorting Genetic Algorithm (NSGA) proposed in Srinivas
and Deb ([17]) is one of the first such evolutionary algorithms. Over the years,
it have been criticized mainly for([8]):

1. Their O(mN3) computational complexity (where m is the number of objec-
tives and N is the population size);

2. Their non-elitism approach;
3. The need to specify a sharing parameter δshare.

To alleviates all of the above three difficulties, Deb, Pratap, Agarwal and
Meyarivanwe propose a much improved version of NSGA ,a non-dominated
sorting-based MOEA, called NSGA-II, which adopt a fast non-dominated sort-
ing approach to decrease the computational complexity, a selection operator to
create a mating pool and elitist approach to speed up the performance of the
GA([8]).
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Because of its efficiency and ability to obtain diverse solutions, it becomes one
of the most popular GA method for multi-objective optimization problems.

3 Two Case Study

Two cases on mineral resources exploitation are chosen to be tested step-by-step
by NSGA-II. We chose the GAToolbox ([1]) as the tool, which can be modify
easily to adapt user’s problems.

3.1 Study on Optimizing Service Year and Profit of Ore Bodies
Exploitation in Gejiu Tin Mine

This case is from reference [4], which use a single-point iterative method, from
one point to the next point, and finally to the best solution. However, a set of
optimal solutions can be obtained by NSGA-II.

Models. A company, named Yunan Yuxi Co., planed to exploit two ore bodies,
whose reserves are 1,782,940 and 7,523,200 tons. It wants to maximize both the
profit and the time of mineral resource serve, with the constraint that production
scales, by determining the ideal output of each body.

According to reference [4], the mathematical model can be written as:

Max(f1(x1), f2(x2))
f1(x1, x2) = 13.346x1 + 4.746x2 %total profit
f2(x1, x2) = −0.0056x1 − 0.00133x2 %total sevice year

subject to
5x1 + 10x2 � 200
x1 � 10 %x1 : Output of Ore 1
x2 � 15 %x2 : Output of Ore 2
x1 � 0
x1 � 0

(2)

However, this model is far from perfect. We make some improvements on it as
following:

1. Delete the constraint: 5x1 + 10x2 � 200, which is redundant since the x1
and x2 domain are [0,10], [0,15] respectively,5x1 + 10x2 will be never larger
than 200.

2. Narrow the x1 and x2 domain. Although it is right these two decision vari-
ables be declared to be larger than 0, based on mathematical analysis, they
must bigger than 1 in real word. No ore production can be profitable if their
output is less than 1t/year.

3. Change the second objective function back to it original form as showed on
equation 3.This change is the result of shrinking of x1 and x2 domain, so the
two variables will never reach the zero, and will cause calculation overflow if
they are assigned as the denominators.
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We propose a simple and practical model(see Equation 3).

Max(f1(x1), f2(x2))
f1(x1, x2) = 13.346x1 + 4.746x2
f2(x1, x2) = 178.294/x1 + 752.32/x2

subject to
x1 � 10
x2 � 15
x1 � 1
x1 � 1

(3)

Results. To illustrate the efficiency of NSGA-II, we chose the most general pa-
rameters(See Tab. 1).

Table 1. NSGA-II Parameters

Number of decision variables 2
Number of objectives 2

population size 100
Maximum generations 400

Replace proportion selection 0.9
Selection type tournament, size 2

Crossover probability 0.9
Crossover types and parameters SBX, 0.5, 10

Mutation probability 0.1
Mutation types and parameters Polynomial, 20

We just ran once, and got the results, illustrated by Fig. 1, where “*” repre-
sents our results and “#” was calculated by reference [4].

Fig. 1 shows that almost all solutions were found, and most of them are close
the Pareto front, while the result suggested by the reference [4] was not one of
the best solutions, although it was very close to.

3.2 Study on Optimizing Multiple Objectives on Exploiting a
Copper Ore Body

This case is from Ming Yang’s PhD thesis ([21]), where a multi-objective de-
velopment model of a mineral resource was proposed, based on considering the
interactive relation of economies-resources-environment in the mining
production.

Models. Since Ming Yang’s model is designed for an improved Hooke and Jeeves
search algorithm, we revise it for NSGA-II(see Equation 3.2).
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Fig. 1. NSGA-II Results of Total Profit and Total Service Year

MaxGP (x1, x2) %gross profit
MaxNPV (x1, x2) %net present value
MaxROI(x1, x2) %return on investment
MaxFIRR(x1, x2) %Financial Internal Rate of Return
MaxMRUR(x1, x2) %mineral resource utilization rate
MinPP (x1, x2) %payback period

subject to
x1 � Q(x2) ∗ K/(T ∗ (1 − θ))
x2 � Cm

x1 � Amin

x1 � Cc

where
GP (x1, x2), NPV (x1, x2), . . . , PP (x1, x2) their detail description

can be refereed to Ming Y ang′s PhD thesis ([21])
Q() reserve calculate function
K recovery ratio of mineral
T time limit of mineral deposit serve
θ ratio of waste rock
Cm average grade
Amin the minimum scale of operations
Cc cutoff grade

Results. We take the same parameters as 1 did, except that there 6 objectives
this time.

Fig. 2 shows a 3-D scatter graph with NPV, FIRR and PP, the most interested
objectives, since it is possible to put all 6 dimension result into one figure. Still,
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Fig. 2. NSGA-II Results of PV, FIRR and PP

“*” represents our results and “#” was calculated by reference . We can see that
“#” is surrounded by “*”s, and suggest that solutions obtained by NSGA-II are
so plenty1.

3.3 Discussion

Two case study show that NSGA-II has obvious merits on multiple attributes op-
timization in economics assessment of mineral resource exploitation, comparing
to traditional approaches.

1. Multiple solutions. NSGA-II offers plenty of solutions. In fact, each individual
in the population is a solution.

2. Starting point independent. NSGA-II doesn’t need the good initial points,
actually, it just randomly generates the beginning points, unlike other iter-
ative methods, who generally need a good start.

Besides an appropriate tool, extensive knowledge of the domain is also helpful
to narrow the search, as we did in case1, proposing a simple and effective model.

4 Conclusions

For multi-objectives mineral resources assessment problem, NSGA-II is an ef-
ficient tool, whose features are to offer multiple solutions and to be irrelevant
1 We can compare NSGA-II further with the method adopted by reference [21], on

efficiency, success rate, and convergence etc., if Yang’s program had less bugs and
more clear description of the model parameters.
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with starting point, while the transitional methods only give one solution and is
sensitive to the initial point . Two case study prove the above merits of NSGA-II,
moreover, NSGA-II gives better results than references.
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Abstract. This paper proposes a robust and efficient eye state detection method 
based on an improved algorithm called LBP+SVM mode. LBP (local binary 
pattern) methodology is first used to select the two groups of candidates from a 
whole face image. Then corresponding SVMs (supporting vector machine) are 
employed to verify the real eye and its state. The LBP methodology makes it 
robust against rotation, illumination and occlusion to find the candidates, and 
the SVM helps to make the final verification correct.  

Keywords: eye location, eye state, LBP, SVM. 

1   Introduction 

Eyes are the most important features of the human face, they can reflect the human 
physiological or psychological status. Eye state (open or closed) is very important in 
the driving fatigue detection, especially when it has been proven that the fatigue has a 
very high correlation with the PERCLOS [1]. Liu Zhaojie [2] also uses eye state to 
discuss the quality of the photos and makes the correction on those photos with closed 
eyes. Some methods to determine the eye state depend on establishing a classifier to 
distinguish two default types of states, which is strongly required to find the exact 
eyes location. 

To determine the location of the eyes have a lot of ways. Obviously, projection 
[3,4] is a simple method, which is able to lock the eye region quickly by making use 
of the features of the eyes with lower gray value. But it is easily disrupted by the low 
quality of the photos, as well as the brows, mouth, and other regions of low gray 
scale. but the accuracy and the precision may not be available to the state classifier. 
We can also build up a classifier to distinguish between the eyes from the non-eyes, 
but first of all, we should choose a characteristic, which is associated with the eyes 
with a high degree, to select candidates of the location of the eyes, otherwise, the 
classifier would be very inefficient, especially in some real-time monitoring system. 

Ying Zheng [5] adopts a robust and efficient algorithm to determine the location of 
the eyes. At first, the LBP of current picture is formed, then the Chi square distance of 
each points of the picture is calculated, through the projection method to obtain a 
group of candidates with higher eye-related degree, and finally a SVM is used as a 
grader, and it would choose the point which has the highest score as the eye position. 

We improve this algorithm and call it LBP + SVM mode. first of all, we prepare 
two state (open and closed) LBP histogram templates, and calculate two Chi square 
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distance value matrixes between current picture and the two templates separately, 
then select two groups of candidate points according to the matrixes, and finally make 
the judgment by putting the points with their pixel neighborhood through the corre-
sponding SVMs to find the maximum score. The point with the maximum score is 
determined as the eye location and the eye state is determined according to which 
group the point is from. In this way, we can not only get eye state but also the eye 
location.(Fig. 1.) 

 

Fig. 1. LBP + SVM mode illustration 
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2   LBP + SVM Mode 

2.1   LBP Methodology  

The local binary pattern (LBP) operator was first introduced as a complementary 
measure for local image contrast [6]. The basic operator worked with the eight-
neighbors of a pixel, using the value of the center pixel as a threshold. An LBP code 
for a neighborhood was produced by multiplying the thresholded values with weights 
given to the corresponding pixels, and summing up the result (Fig. 2.). 

 

 

Fig. 2. Calculating the original LBP code and a contrast measure 

The derivation of the LBP follows that represented by Ojala [7]. It can be denoted as 
LBPP,R where P is the sampling points on the circle surrounding the center and R is 
the radius of the circle. Fig. 3. shows the examples of this kind of extended LBP. 

 
Fig. 3. Circularly symmetric neighbor sets 

To remove the effect of rotation, each LBP code must be rotated back to a reference 
position, effectively making all rotated versions of a binary code the same. This trans-
formation can be defined as follows:  
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RP  
where the superscript ri stands for “rotation invariant”. The function ROR(x,i) circu-
larly shifts the P - bit binary number x i times to the right ( | i |< P ).  

2.2   Candidates Selection 

In this paper riLBP 1,8  operator is chosen, it has 36 unique rotation invariant binary 

patterns. As a result, we have a set of 36 LBP patterns denoted by {0,1,…,35}. 
We first use two small training set of  eye state images (40×20) and calculate each 

template of eye LBP histogram by averaging all the histograms extracted from the 
neighborhoods of  the eye centre. When we start to analyze a  new face image, we 
calculate LBP patterns for each pixel in the image, and then calculate the Chi square 
distance[8] between the LBP histogram of each pixel neighborhood (40×20) and the 
two templates. The Chi square is defined as follows: 

∑
=

+
−=

B

i
MS
MS

ii

iiMS
1

)(
)(2 2

),(χ
 

where S and M denote (discrete) sample and model distributions, respectively. Si and 
Mi correspond to the probability of bin i in the sample and model distributions. B is 
the number of bins in the distributions. 

Now we can obtain two matrixes of the Chi square distance value according to the 
alternative eye state. We believe the value reflects the eye-related degree to the corre-
sponding eye state and these points with local minimum value (valley) should contain 
the true eye position. Using projection method may miss some valley points some-
times when the valley points are close to the projection direction. So we first choose 
2-D Gaussian filter to smooth the matrix value, then we select the points as the candi-
date obeying following rules: 

1. The Chi square distance value of this point is in the part of the 20% smallest 
value points among the whole image. 

2. It is the valley point, which has the smaller value than all the 8-connected 
neighbors. 

3. If there are more than one pixels selected as candidates within 3 pixels, the mean 
position of them are used as an eye candidates. 

After these works two groups of eye candidates are selected. (Fig. 4.) 

2.3   SVM Verification 

Two separated SVMs related to state are trained to verify real eyes. 37 acceptable 
points with their 40×20 neighbors pixels of each eye from training pictures are chosen 
as the positive samples for each state. (Fig. 5.) Each trained SVM has the form: 

bxxKyxf ii

s

i
i +=∑

=

),()(
1

α
 

where K(xi, x) is a kernel function. The support vector xi, the weight αi and threshold 
b are obtained by training. When two groups of eye candidates are selected, they 
should be put through corresponding state SVM. The value of f(x) is considered as a  
[ 
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Fig. 4. Candidates of alternative eye state image and its Chi square distance value matrixes 
after Gaussian filter (a) (c) calculated with the open eye LBP histogram template (b) (d) calcu-
lated with the closed eye LBP histogram template 
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open closed  

Fig. 5. Acceptable location points 

score, so the score of each candidate is calculated, and the max score from each group 
is obtained. If the max score from the open eye template group is greater than another 
max score from the closed eye group, the eye state is determined as open. Otherwise, 
eye state is determined as closed.  

3   Experiments 

The experiment is performed using images from CAS-PEAL database [9]. We collect 
2969 frontal face images with open eyes including 1040 faces in normal status, 872 
faces with accessory, 305 faces in different background and 752 faces with different 
expression and 376 normal face images with closed eyes. 200 eyes of 100 pictures of 
each state are selected randomly to form the template of LBP histogram and the ac-
ceptable location points neighborhood of these eyes are also used to be trained as the 
positive samples for the SVMs. 

The LIBSVM [10] tool is selected to help to work out the parameters in the SVM 
function. The kernel is selected by default, while the cross-validation is used. 

The result of the eye location with the right state recognition is shown in Table 1 
and examples from different set of pictures are shown in Fig. 6. The failure represents 
the fault state detected. It is considered that if the eye location is determined more 
than 9 pixels away from the true eye position, the eye location with its neighborhood 
contains little information about the eye state, and the eye state detection result can be 
recognized as a failure. So, the final correct rate is fixed. It can be seen that the eye 
location is not very precise, but the deviation can be accepted in some cases.  

Because the correctness of the closed state detection limits on the number of the 
samples from the database, one video including faces with alternate eye states is 
tested. The video is taken by the color digital camera and lasts for one minute, con-
taining 25 frames per second. The result of the video test is shown in Table 2 and 
examples are shown in Fig. 7. 

4   Conclusion 

In this paper, we propose a new algorithm called LBP + SVM mode and use it to 
determine the eye state. The test result of the CAS-PEAL database is satisfying and 
the video test proves the possibility in practical use. It is also suggested the algorithm 
can be used to locate the eyes with the eye state unknown. 



324 R. Sun and Z. Ma 

 

 

Fig. 6. Examples of faces from CAS-PEAL database (a) faces with accessory (b) faces in dif-
ferent background (c) faces with different expression (d) faces with closed eyes 
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Table 1. The result of the eye location with the right state recognition from CAS-PEAL data-
base 

Distance 
(pixels) 0～3 3～6 6～9 >9 Failure Correct rate 

(fixed) 
Open  

(5738 eyes) 1817 2636 1091 158 36 96.62% 

Closed 
(552 eyes) 261 192 79 18 2 96.38% 

 

Fig. 7. Examples of video test 

Table 2. The result of the video test 

Eye state 

Open Closed 

Frame Recognized Frame Recognized 

Recognition 
rate 

1006 960 494 464 94.93% 

 
Acknowledgments. The research in this paper use the CAS-PEAL-R1 face database 
collected under the sponsor of the Chinese National Hi-Tech Program and ISVISION 
Tech. Co. Ltd. 
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Abstract. A neural network architecture is introduced for context-sensitive 
binding processing in visual cortex areas such as perceptual grouping, attention 
and boundary-surface interaction. The present architecture, based on 
LAMINART and FAÇADE theory, shows how layered circuits in cortex areas 
enable feedforward, horizontal, and feedback interactions and intractions, to-
gether with balanced connections, to complete perceptual groupings with  
attention modulation. Thus, a pre-attentive/attentive interface for cortex has 
been established within the same circuits. Moreover, this architecture exhibits 
the invisible perceptual grouping and visible surface filling-in interaction with 
complementary computing property, introduced in FAÇADE theory. By im-
plementing SOC filtering, preattentive perception can response well to contrast-
sensitive stimuli. Also the simulations illustrates selective propagation of the at-
tention along an object grouping as well as surface filling and the protection of 
them from competitive masking. At the same time it demonstrates the genera-
tion of attention modulation by boundary-surface interactions as well as transla-
tion of the attention across complementary visual processing streams. 

Keywords: perceptual grouping; attention modulation; boundary-surface inter-
action; SOC filtering; complementary computing. 

1   Introduction 

Recent neurophysiological studies have shown that visual cortex, does more than 
passively process image features using the feedforward filters suggested by Hubel and 
Wiesel [1]. It also uses horizontal interactions to group features pre-attentively into 
object representations, and feedback interactions to selectively attend to these group-
ings, thus, implement context-sensitive bind process such as perceptual grouping and 
attention. LAMINART theory [2]-[5] proposed that all neocortical areas are organized 
into layered circuits. It embodies a new type of hybrid between feedforward and feed-
back computing, and digital and analog computing for processing distributed data. It 
realizes the perceptual grouping and top-down attention in the same circuit by provid-
ing the pre-attentive/attentive interface [2]-[5] which is proposed to exist between 
layer 6 and layer 4 where data-driven pre-attentive processing and task-directed  
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top-down attentive processing are joined and solves the “binding problem” [2], 
whereby spatially distributed features are bound into representations of objects and 
events in the world. 

1.1   Perceptual Grouping 

Perceptual grouping, which is proposed to occur through the Retina-LGN Parvo-V1-
V2-V4 processing stream, is the process whereby spatially distributed visual features 
become linked into object representations. There is evidence that it is a pre-attentive 
process that requires no top-down influences. In the process, the brain organizes im-
age contrasts into emergent boundary structures that segregate objects and their back-
grounds in response to texture, shading and depth cues in scenes and images, realizing 
a visual process called figure-ground separation [6]. Perceptual grouping is a basic 
step in solving the “binding problem”. The past few years have seen an explosion of 
interest in the neurophysiological substrates of attention and perceptual grouping in 
visual cortex, at first in extrastriate areas but more recently also in striate cortex [8]. 
Anatomical studies have also revealed much of the intricate corticocortical and intra-
cortical laminar circuitry of visual cortex which supports these processes [9].  

1.2   Attention Modulation 

In visual system, attention mechanisms are needed to allow the organism to select for 
further processing information that is currently task-relevant, whilst ignoring other 
information that also appears as part of the visual scene but that is not relevant. In 
another word, only a small amount of the information on the retina can be processed 
and one is aware of attended stimuli and largely filters out unwanted information at 
any given time. What is the type of representation on which selection is carried out is 
one of the currently controversial issues related to visual attention [10].  Given the 
importance of attention in generating conscious experience, it should be noted that at 
least three mechanistically-distinct types of attention have been distinguished by cor-
tical modeling studies of visual perception and recognition [2], [10]: a) boundary 
attention, whereby spatial attention can propagate along an object boundary to select 
the entire object boundary to select the entire object for inspection; b) surface atten-
tion, whereby spatial attention can selectively fill in the surface shape of an object to 
form an “attention shround”[9]; c) prototype attention whereby critical feature pat-
terns of a learned object category can be selectively enhanced. Surface attention helps 
to intelligently search a scene with eye movements and to learn view-invariant object 
categories [11]. Prototype attention is the type of attention that is realized by ART 
[12] top-down category learning circuits. All three types of attention utilize one or 
another type of resonant feedback loops across what stream, which subserves visual 
object recognition through IT cortex, and Where streams, which subserves spatial 
localization through parietal cortex, with complementary computing property [13].  

1.3   Boundary-Surface Interaction 

Perceptual grouping generates the invisible boundaries which gate the visible filling-
in of surface lightness and color via boundary-to-surface signals. In FAÇADE theory  
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[11], [14], surface-to-boundary feedback is to ensure perceptual consistency, even 
though boundaries and surfaces form according to complementary computations rules 
which are much like a lock fits its key, or two pieces of a puzzle fit together. Com-
plementary principles in brain are similar to Heisenberg Uncertainty Principle of 
quantum mechanics which notes that precise measurement a particle’s position forces 
uncertainty in measuring its momentum, and vice versa. With surface-boundary feed-
back, boundaries that are consistent to successful filling-in surfaces may be confirmed 
and strengthened, while others are inhibited. With such interaction, pre-attentive 
boundary and surface representations binds together into attentive object representa-
tions which generates categorical and prototypical representations for purposes of 
visual object recognition. Boundary attention gates filling-in process which transform 
visual information into spatial maps, and enable visual search [16] to be restricted to 
targets among distracters. The FAÇADE model predicts why and how contrast-
sensitive surface-to-boundary feedback helps to define an object by ensuring that the 
correct object boundaries and surfaces are consistently bound together to form a pre-
attentive object representation. Another, via boundary-surface interactions, surface 
attention, which primes the surface filling-in, can excite or modulate boundaries 
grouping.  

2   Model Neural Network 

We now present a neural network of visual cortex, which is based on LAMINART 
and FAÇADE theory, to show in computer simulations how contextual effects of 
attention, perceptual grouping and boundary-surface interactions can implemented. 
The model builds on and extends previous work presented by Grossberg. 

The model is a network of point neurons whose single compartment membrane 

voltage ( )V t  obeys [11], [15], [19]: 

( ) ( ) ( ) ( ) ( ) ( ) ( )m leak leak excit excit inhib inhib

dV t
C V t E g t V t E g t V t E g t

dt
=− − − − −⎡ ⎤ ⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦ ⎣ ⎦－  (1) 

For similarity, equation can be rewritten as a membrane, or shunting equation: 

 ( ) ( )excit inhib

d
v Dv U v g v L g

dt
= − + − − +  (2) 

Where A is a constant decay rate, U is a excitatory saturation potential, L is a hyper-

polarization parameter, excitg is the total excitatory input, and inhibg is the total inhibi-

tory input. At equilibrium, 

 
( )

( )
excit inhib

excit inhib

Ug Lg
V f

D g g

⎛ ⎞−
= ⎜ ⎟⎜ ⎟+ +⎝ ⎠

 (3) 

In (3), ( ) ( )max ,0f x x γ= −
 
represents the half-wave rectification operation, γ  

is the threshold. 
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2.1   Contrast Normalization Network, Retina/LGN 

The model Retina has at each position both an ON-cell, iju+  with a narrow on-center 

off-surround receptive field, and an OFF-cell, iju−  with a narrow off-center on-

surround receptive field. The two channels implement complementary coding to re-
spond both to light increments and light decrements.  For ON channel: 

, ,
, ,

; ; ;ON ON OFF ON OFF ON
excit pq p i q j inhibit pq p i q j excit inhibit inhibit excit

p q p q

g C I g S I g g g g+ + + += = = =∑ ∑  (4) 

The model Lateral Geniculate Nucleus (LGN) ON v+  and OFF cells v− receives 
input from Retina ON and OFF cells, as well as feedback from model cortical cells. 
Bottom-up retina input, is hypothesized to supraliminally activate LGN cells, while 
the role of top-down corticogeniculate feedback [15] helps to “focus attention” upon 
expected patterns of LGN activity, which appear to have the selective properties of an 
“automatic” attention process. For both channel 

( ) ( ), , , ,
, ,

1 ; 1excit pq p i q j p i q j inhib pq p i q j p i q j
p q p q

g C E u g S M u± ±
+ + + + + + + += =∑ ∑＋ ＋  (5) 

In (5), E  represents the excitatory input from cortical cells, while M represents 

inhibitory from LGN interneuron. For similarity: 

 ij ij ijk
k

E M f wλ ⎛ ⎞= = ⎜ ⎟
⎝ ⎠
∑  (6) 

In (6), λ  represents the gain factor. The kernel used here is unoriented, symmetric, 
normalized Gaussian kernel 

2.2   Static Oriented Contrast Filter (SOC Filter) 

The SOC filtering is divided into two stages. The first stage is contrast-sensitive ori-
ented filtering which models oriented simple cells that are bottom-up activated by 
LGN activities. The second stage is contrast-insensitive oriented filtering which mod-
els oriented, contrast-polarity insensitive and phase-insensitive complex cells. 

In contrast-sensitive oriented filtering stage: 

 ( ) ( )( ), ,excit i p j q pqk i p j q pqk
pq

g v f G v f G+ −
+ + + += + −∑  (7) 

 ( ) ( )( ), ,inhibit i p j q pqk i p j q pqk
pq

g v f G v f G+ −
+ + + += − +∑  (8) 

In (9) and (10), pqkG
 
represents the odd-symmetric Gabor kernels which provide 

optimum conjoint localization in both space and spatial frequency [20]. 

In contrast-insensitive oriented filtering, complex cell ijkc is the sum of half-wave 

above-threshold rectified signals from pairs of like-oriented simple cells of opposite 
contrast-polarity: 
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 ( ) 0ijk ijk ij k Kc y y for k K+= + ≤ ≤  (9) 

2.3   Spatial and Orientational Competition, Layer 6 and 4 

The interactions between the two competitions establish pre-attentive/attentive inter-
face. Top-down attentional feedback from higher cortical areas is predicted to be 
mediated by signals from layer 6, activates layer 6 in lower cortical areas, then modu-
late layer 4 cells via an layer-6-to-layer-4 on-center off-surround circuit, however, it 
cannot activate them because top-down attentional modulation is subliminal. Then 
modulatory effect is achieved by appropriately balancing the strength of excitatory 
and inhibitory signals within the on-center off-surround layer-6-to-layer-4 network. 

In spatial competition, layer 6 cell ijkx  receive bottom-up input, as well as three 

types of folded-feedback [2]-[5]. The first type is intracortical feedback from above-

threshold pyramidal cells ijkz  in layer 2/3. The second type is intercortical attentional 

feedback from upper visual areas. The third type is the surface contour feedback sig-

nals ijkm .  

 upper
excit E inhib Ig g att J g g= + + =  (10) 
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( ) ( )

, , , , , ,

, , , , , ,

E
E ijk ijk ijk pqk i p j q k i p j q k i p j q k

pq

I
I ijk ijk ijk pqk i p j q k i p j q k i p j q k

pq

g c z m G c z m

g c z m G c z m

+ + + + + +

+ + + + + +

⎧ = + + + +
⎪⎪
⎨
⎪ = + + + + +
⎪⎩

∑

∑
 (11) 

In oriented competition, layer 4 cells ijky  receive direct input from SOC outputs, as 

well as layer 6 cells. The competition acts at a smaller scale wherein in mutually or-
thogonal orientations inhibit each other the most, and embodies push-pull opponent 
processing mechanism [18].  

 ( ); ;E I
E kr ijr I kr ijr ijk pqk ijk ijk

r r pq

g G y g G y y C x c′= = = +∑ ∑ ∑  (12) 

In (10), upperatt is the boundary attention from higher cortex, J is a constant tonic 

activity [15]. In (12), pqkC′ is elongated ellipse Gaussian kernel, E
krG  and I

krG  gener-

ates orientation competition described above. The kernel used here are ON-center 
OFF-lateral ellipse kernels. 

2.4   Bipole Grouping Layer 2/3 

Long-range interactions among the pyramidal cells in layer 2/3 carry out perceptual 
grouping by forming and completing oriented boundaries in responses to inputs. 
These pooled boundaries realize boundary attention feedback to spatial competition, 
then folded-feedback to layer 2/3, as described above. These long-range connections 
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also activate interneuron that inhibit each other and nearby pyramidal cells via short-
range disynaptic inhibition, thus normalizing the total amount of inhibition emanating 
from the interneuron pool. The excitation and inhibition at targets cells get to a bal-
ance which helps to implement the bipole property: a) a cell can fire when it receive 
strong bottom-up excitatory input; b) when two collinearly aligned inducing stimuli 
are present, one on each flank of the cell, a boundary grouping can form even without 
direct bottom-up input. The bipole property has been reported in physiological re-
cordings from cells in cortical areas V1 and V2 [2]-[5], [19]. 

 ( ) ( ) ( )( )1 2 ;L L L R
excit ijk ijk ijk inhib ijk ijkg f y f h f h g w wγ γ= + + = +  (13) 

The long-range horizontal excitatory inputs /L R
ijkh obey: 

( ) ( ) ( ) ( ), , , , , , , ,;L R
ijk i p j q r i p j q R pqrk ijk i p j q r i p j q R pqrk

pqr pqr

h z z T H h z z T H+ + + + + + + += − • = − • −∑ ∑ (14) 

In (14), ( ) ( )/ 2 modR r K K= + . This is to realize spatially impenetrability [17]. 

pqrkH  is the bipole kernel. 

The interneuron activity /L R
ijkw is defined by: 

 
( )

( )
/

/

/1

L R
ijkL R

ijk R L
ijk

f h
w

Qf w
=

+
 (15) 

In (13), 1γ and 2γ are the gain factor, In (15), Q  is the interneuron cross-inhibitory 

weight.  

2.5   Surface Filling-In Domain 

Boundaries signals by the cells in layer 2/3 project to surface filling-in domains, 
where they gate the filling-in of surface feature signals arriving from the LGN. The 
boundary-gated spread of these surface features tends to generate uniform filled-in 
activity levels within each boundary compartment. The FIDOs in the present model 
are based on the diffusion network. FIDOs occurs separately via nearest-neighbor 
diffusion in ON and OFF filling-in domains. The final output is the difference of the 
ON and OFF FIDOs activities at each location, hence a double-opponent response.  

Surface cells activities are defined: 

 

/
/ / / /

,

( )ij
ij pq ij pqij ij

p q

ij ij ij

dY
DY Y Y v att

dt

Y Y Y

+ −
+ − + − + − + −

∈Ω
+ −

⎧
= − + − Ψ + +⎪

⎨
⎪ = −⎩

∑
 (16) 

In (16), att represents the surface attention. Ω , pqijΨ are defined in [11], [19]. 



 A Neural Network Architecture for Perceptual Grouping, Attention Modulation 333 

 

2.6   Surface Contours 

The activity of object surface is contrast-enhanced by on-center off-surround networks 
to generate contour output signals that feedback to layer 6 via SOC filtering process. 

The surface contour output signals /C+ − are modeled like Retina process with different 
Gaussian kernel parameters. These two channels are filtered by SOC, and then generate 

the third type of boundary attention ijkm described in spatial competition stage. The 

model equations in this stage are similar to Retina process and SOC filtering. 

3   Simulation 

3.1   Perceptual Grouping 

This section illustrates that the perceptual grouping is competent to segment natural 
scenes. Within this model, cooperative boundary grouping and the boundary atten-
tional modulation of these grouped boundaries results in relatively strong boundary 
activity.  That is to say pre-attentive grouping is its own attention modulation.  

3.2   Surface Filling-In 

This section illustrates the boundary signals pool into surface process, and gate the 
outwardly filling-in of surface feature signals arriving from the LGN without the 
surface-boundary feedback. The boundary-gated spread of these surface features tends 
to generate uniform filled-in activity levels within each boundary compartment.  

 

Fig. 1. Simulations on an example input image. Top-Left: Input image. Top-Middle: Output of 
LGN ON channel activities. Top-Right: Output of LGN OFF channel activities. Bottom-Left: 
Output of SOC filter. Bottom-Middle: Bipole cell outputs without surface attention. Bottom-
Right: Output of Surface Filling-in without surface-boundary feedback. 
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3.3   Boundary-Surface Interaction 

This section illustrates that the boundary-surface interactions while surface attention 
exists.  See Fig. 2. 

 

Fig. 2. Simulations on boundary-surface interaction. See text for detail. 

In Fig. 2, (a), (c) are consecutive instances in the dynamics of the model. (a) Ini-
tially, three inputs in the input stimuli map give rise to three sets of features and ob-
ject boundaries in feature and object boundary map, by contrast enhancement. The 
features start diffusing and bounded inside the boundaries and re-create the surfaces 
in the object surface map by filling-in process. The surface generates contrast-
sensitive contours in surface contour map by on-center off-surround shunting net-
work. At this time, surface attention is not present. (c) The same map as in (a), but a 
Gaussian spot-light of surface attention exists around locations which are expected. 
Surface attention modulates the surface filling-in process, and then effect boundary 
grouping via surface-boundary interactions. Note that, the surface that is primed by 
surface attention is enhanced in the positive feedback loop between surface and atten-
tion map while the other is suppressed. Via surface-boundary interactions, boundaries 
which locate in the surface attention areas gain more activity. The other unattended 
boundaries are suppressed. 

4   Conclusion 

In this paper, a neural network, based on LAMINART and FAÇADE theory, is pro-
posed to deal with boundary and surface perception. Boundary attention is critical for 
object form processing, while surface attention is critical in local surface feature 
learning and recognition, thus, elaborates the claim that boundaries and surfaces are 
the units of visual attention [4], [5]. Moreover, by simulation the boundary-surface 
interaction, the two of which are complementary processing in visual system, the 
model proposes that different kind of attention interaction with each other to complete 
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a specific target, which is also a possible way by the brain to settle the uncertainty 
problem. However, this paper doesn’t simulate how the boundary attention from 
higher cortex priming the perceptual grouping the boundary perception especially 
illusory boundary form. Present model does not clarify how the surface attention is 
mediated by the bottom-up stimuli and attention shifts between different targets to 
realize the visual search with eye opening and eye closing in Where stream. Present 
model neither take prototype attention into account which proved to be very important 
in visual recognition in What stream.  
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Fig. 3. Kernels used in each stage. (a): On-center Off-surround used in Contrast Normalization 
Network ON channel. (b): Off-center On-surround used in Contrast Normalization Network 
OFF channel. (c)Odd-symmetric Gabor kernel used in SOC filter. (d): On-center Lateral-
surround kernels used in Spatial Competition. (e): orthogonal orientations inhibit efficiently in 
Orientation Competition. (f): bipole kernels in Bipole Grouping. 
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Abstract. Neighborhood selection plays an important role in mani-
fold learning algorithm. This paper proposes an Adaptive Neighborhood
Select algorithm based on Local Linearity(ANSLL). Given manifold
dimensionality d as a priori knowledge, ANSLL algorithm constructs
neighborhood based on two principles: 1. data points in the same neigh-
borhood should approximately lie on a d-dimensional linear subspace; 2.
each neighborhood should be as large as possible. And in ASNLL algo-
rithm PCA technique is exploited to measure the linearity of finite data
points set. Moreover, we present an improved method of constructing
neighborhood graph, which can improve the accuracy of geodesic dis-
tance estimate for isometric embedding. Experiments on both synthetic
data sets and real data sets show that ANSLL algorithm can adaptively
construct neighborhood according to local curvature of data manifold
and then improve the performance of most manifold algorithms, such as
ISOMAP and LLE.

Keywords: neighborhood, manifold learning, local linearity, geodesic
distance.

1 Introduction

Manifold learning is an effective technology for nonlinear dimensionality reduc-
tion which is introduced to overcome the curse of dimensionality when dealing
with high dimensional data. Due to the pervasiveness of high-dimensional data,
it is widespread used in many applications such as pattern recognition, data
analysis, and machine learning. The basic assumption of manifold learning that
the high-dimensional data lie on or close to low-dimensional manifold is different
from that of classical linear dimensional reduction technologies, such as PCA[1]
and MDS[2]. And up to now, there are many manifold learning algorithms in
the literature, such as ISOMAP[3] and LLE[5,4], which are the representative
works in manifold learning. All of the existing manifold learning algorithms are
in a unified framework which consists of three steps described in the following:

1. Computing neighborhood of each point in original space.
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2. Constructing a special matrix based on the neighborhoods
3. Calculating spectral embedding using eigenvalue decomposition of that

matrix.
Here in the first step the neighborhood parameter (k for k nearest neighbors

or ε for ε-neighborhood) which should be manually specified beforehand plays
an important role in constructing a faithful low-dimensional embedding. If the
neighborhood parameter is too large, the local neighborhoods will include points
in different patches of data manifold, and result in fatal errors in the final embed-
ding. Too small neighborhood parameter, however, may divide the manifold into
several disconnected sub-manifolds, which also are not the expected embeddings.
So this paper concentrates on the problem of constructing neighborhoods auto-
matically and presents a novel adaptive neighborhood select approach based on
local linearity, then based on this approach we modify the method of construct-
ing Neighborhood Graph(hereafter NG for short) used in ISOMAP algorithm,
and the modified method can get more accurate geodesic distance estimate than
that in ISOMAP algorithm.

The rest of the paper is organized as follows: the related work is introduced
in section 2; then PCA is utilized to measure linearity of finite data points set
in section 3; the algorithm ANSLL is proposed in section 4; modified method to
construct NG for geodesic distance estimate is proposed in section 5; section 6
is the experiment results; a conclusion is made in section 7.

2 Related Work

There are two basic neighborhood selection algorithms: k nearest neighbors
algorithm(k-NN) and ε-neighborhood. These two algorithms used in many man-
ifold learning algorithms such as ISOMAP[3], LLE[5,4], Laplacian eigenmap[6],
LTSA[7]. However, all those manifold learning algorithms are sensitive to neigh-
borhood parameter which has to be specified manually beforehand[8]. What’s
more, these two algorithms can’t guarantee a connected NG, which is essential
requisition in most of manifold learning algorithms. Therefore, there are many
researches concentrated on improving neighborhood select approach in the fol-
lowing ways:

1. Construct connected NG. Since most manifold learning algorithms can’t
work on disconnected NG, it is important for a neighborhood algorithm to guar-
antee a connected NG. However, the NG constructed by k-NN algorithm and
ε-neighborhood cannot be guaranteed a connected one. Li Yang used k-edge-
connected and k-connected spanning subgraph of complete Euclidean graph of
all input data points to construct connected NG[7-10].

2. Select a fixed optimal neighborhood parameter automatically. The ba-
sic idea of this type of method is to exploit some heuristics to choose the
optimal parameter. However, only some weak heuristics have been developed.
For example the residual variance presented in ISOMAP algorithm is used to
automatically determine the optimal neighborhood parameter in [13]. In fact
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the residual variance, which is originally proposed to evaluate the quality of
mapping between the input data and output data, is not reasonable to measure
the quality of neighborhood parameter. Moreover, this method takes the fixed
neighborhood size for all data points; obviously it is not suitable for manifold
whose curvature varies sharply and the unevenly sampled manifolds, which are
both the real cases in many real applications.

3. Delete the “short circuit” edge from the NG. The neighbors determined
by the Euclidean distance always results in “short circuit” edges and some ap-
proaches try to delete all the “short circuit” edges from NG[15,16,14]. However,
the true “short circuit” edges are always hard to distinguish. The approaches
proposed in[15,16,14] regard edges that pass through low-density area as “short
circuit” edges, sometimes this is not the real case.

Due to the drawbacks of existing neighborhood select approaches, this paper
concentrates on constructing neighborhood for manifold learning. In ISOMAP
algorithm, NG is only used to estimate the geodesic distance of all pairwise
points, and the algorithm uses the Euclidean distances as the estimates of
geodesic distance between a point and its neighbors. So it is obvious that if
all data points in each neighborhood are in d-dimensional(assume d is the di-
mensionality of the data manifold) linear subspace, the ISOMAP will get more
accurate geodesic distance estimate than estimation in other case, this will
then further result in more faithful embedding. In another representative work
LLE algorithm based on geometric intuition that data manifold is locally lin-
ear, it reconstructs every points by the linear combinations of neighbors. So in
these two algorithms linearity can be the requisition for neighborhood. More-
over, many other manifold learning algorithms require that data points in each
neighborhood are in or close to d-dimensional linear subspace. Meanwhile, in
order to construct a connected NG, each neighborhood should contain points
as more as possible. In summary, there are two requisitions for each
neighborhood:

1. All data points in each neighborhood should be or approximate in a d-
dimensional linear subspace.

2. The number of data points in each neighborhood should be as large as
possible.

Based on the above two requisitions, this paper exploits PCA to evaluate
the linearity of a finite data set and proposes an adaptive select approach and
a modified method to construct NG. Paper[17] declares that they propose a
method for neighborhood select, which constructs each neighborhood based on
local geodesic distance estimate. However, comment on this method in paper
[20] identifies the ineffectiveness of the algorithm, in addition, the response of the
authors to this comment seems not so reasonable[21]. And in RML algorithm[18]
the neighborhood selection algorithm obtains the neighborhood through deleting
”invisible” edges and ”unsafe” edges. Even though it can get good performance
in RML algorithm, it is inclined to obtain small size neighborhood and not
suitable for other manifold learning algorithms.
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3 Using PCA to Measure Linearity of Finite Data Points
Set

In this section, we first introduce the PCA and then exploit PCA to evaluate
linearity of finite data points set.

PCA is a classical linear dimensionality reduction method and has widespread
applications. Given a data matrix X = [x1, x2, · · · , xn], where column vector
xi ∈ RD represents sample data. The goal the PCA is to project X into a d-
dimensional (d < D) linear subspace such that the projected data points are as
close as possible to the original data points. This can be formalized as follows:

min
n∑

i=1

‖ xi − V · (V T · xi) ‖2 (1)

where V is a D×d matrix and V T V = I. And the solution is given by the matrix
consisted of eigenvectors corresponding to the first d largest eigenvalues of the
covariance matrix XXT (assume that the mean of sample data X is zero).

This is the traditional view of PCA. In fact we can understand PCA from
another viewpoint. Suppose we want to evaluate how close data points in X to a
d-dimensional linear subspace for a given dimensionality d(in manifold learning,
the data manifold dimensionality d is always known as a priori). The formula
(1) gives us a good heuristic. If the data set X is really in a d-dimensional linear
subspace, then minimum of (1) is 0, and intuitionally the less the minimum, the
closer the data points set X to a d-dimensional linear subspace.

Denote the eigenvalues of the covariance matrix XXT by λi(0 < i ≤ D)
where λ1 ≥ λ2 ≥ · · · ≥ λD ≥ 0, and the corresponding eigenvectors are vi. So
the optimal solution of equation (1) is given by V = [v1, v2, · · · , vd]. Substituting
the optimal solution into the equation (1), then it can be rewritten as follows:

min
n∑

i=1

‖xi − V · (V T xi)‖2 =
n∑

i=1

‖xi‖2 −
n∑

i=1

‖V T xi‖2

=
n∑

i=1

‖xi‖2 −
d∑

j=1

n∑
i=1

(vT
j xi)2

= tr(XT X) −
d∑

j=1

λj =
D∑

j=1

λj −
d∑

j=1

λj

=
D∑

j=d+1

λj

Therefore the projection error
∑D

j=d+1 λj can evaluate how close X to a d-
dimensional linear subspace. However, this absolute projection error ignores the
scatter of X and varies as different concrete problems. Therefore, it is necessary
for us to normalize this absolute projection error by taking into account the scat-

ter of X . Then the term 1−
∑D

j=d+1 λj∑D
j=1 λj

=
∑d

j=1 λj∑D
j=1 λj

is adopted as the measurement
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to evaluate the linearity of X . Given a tolerable threshold η , if
∑d

i=1 λi∑D
i=1 λi

≥ η then
data points in X can be seen in a d-dimensional linear subspace.

4 Adaptive Neighborhood Select Based on Local
Linearity

As analysis in section 2, assume the dimensionality of the data manifold d is
known as a priori knowledge, a good neighborhood select algorithm should follow
two principles:

1. Data points in the neighborhood should be lie on or close to a d-dimension
linear subspace.

2. The number of data points in the neighborhood should be as large as
possible.

Then based on the PCA linearity measurement of finite data points set and
the above two principles, we propose an adaptive neighborhood select algorithm.
The basic idea is to expand each neighborhood while preserving its linearity. The
detail is described in fig.1.

ANSLL algorithm

input: high-dimensional data set X, the manifold dimension d,
the scope for candidate neighbors m, the tolerable threshold η.

output: the adaptive neighborhood of each point N (xi).
Initialize: for each xi, add its d + 1 nearest neighbors to N (xi)
Expansion: for each N (xi)
1. ∀xij ∈ N (xi) that has not been processed
2. · · · for k-th neighbor x

(k)
ij

(k = 1, 2, · · · , m) of xij

3. · · · · · · if x
(k)
ij

/∈ N (xi)
4. · · · · · · · · · compute eigenvalues λl(0 < l ≤ D) of covariance matrix of

samples N (xi) ∪ x
(k)
ij

5. · · · · · · · · · if
∑d

i=d λi∑D
i=1 λi

≥ η, add x
(k)
ij

into N (xi),

6. · · ·xij has been processed.

Fig. 1. ANSLL algorithm

In order to construct neighborhood N (xi), ANSLL algorithm firstly initialize
it with d + 1 nearest neighbors of xi. Then algorithm expands it through itera-
tively checking the m nearest neighbors of each point in that neighborhood. For
each candidate point x

(k)
ij

that is not in N (xi), ANSLL computes eigenvalues

λl(0 < l ≤ D) of covariance matrix of samples points N (xi) ∪ x
(k)
ij

and ANSLL

adds it to neighborhood N (xi) if and only if N (xi)∪x
(k)
ij

is “in” a d-dimensional
linear subspace according to the given tolerable threshold η. And this iterative
procedure stops until no point can be added to N (xi). In this iterative process,
as a matter of factor, there is no need to recompute eigenvalues of covariance
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matrix of sample points N (xi)∪x
(k)
ij

, which is time-consuming and costly, there
are many Incremental updating techniques can be used, such as Incremental
Principal Component Analysis(IPCA) and Incremental SVD techniques, which
can quickly compute the eigenvalues and eigenvectors based on previous eigen-
values and eigenvectors when a new sample is arriving. In our implementation
of ANSLL algorithm, LET-IPCA[19] is adopted.

5 Constructing Neighborhood Graph for Isometric
Embedding

In ISOMAP algorithm the geodesic distance is estimated by the shortest path
distance in the NG. And in this NG there is an edge between point xi and xj

if and only if xj ∈ N (xi) or xi ∈ N (xj), the length wij of the edge (xi, xj) is
the Euclidean distance dE(xi, xj) between xi and xj in the input space. Note
that each neighborhood constructed by our ANSLL algorithm lies on or close to
a d-dimensional linear subspace, for any two points in the same neighborhood,
even though there is no edge between them(no point is in the neighborhood of
the other), the direct Euclidean distance between them in input space is a more
accurate geodesic distance estimate than others because of the linearity of the
neighborhood. See an illustration example in fig. 2.

Therefore we improve the NG construction method used in ISOMAP as fol-
lows: connect any two points in the same neighborhood. Then the constructed
NG is used to estimate the geodesic distance as the way in ISOMAP. As a matter
of fact, if the entire input data set is in a d-dimensional linear subspace, then
all the data points are in one neighborhood, then the nonlinear dimensionality
reduction degenerates into linear method, such as ISOMAP, which degenerates
into MDS[2].
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Fig. 2. An example to illustrate the superiority of the improved NG construction
method. (a). 500 data points sampled from 2-dimensinal Swiss Roll manifold. (b).
a representative neighborhood constructed by ANSLL when dealing with the 500 sam-
pled data points in panel (a). All the points in panel b are in the neighborhood of
point A. Suppose point B and C are not in the neighborhood of each other, and the
shortest path between them is B − A − C. In original ISOMAP algorithm the estimate
of the geometric distance between B and C is dE(B, A)+dE(A,C), however, in the case
that all points are in a plane, obviously dE(B, C) is a direct and still a more accurate
estimate than dE(B, A) + dE(A, C). Then we add a new edge connecting B and C in
the NG.
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6 Experiment Results

We conducted many experiments on both synthetic data set and real world
data sets, all the experimental results show that our ANSLL can adaptively con-
struct neighborhood and significantly improve the performance of most manifold
learning algorithms such as ISOMAP and LLE. Moreover our algorithm is not
sensitive to the parameters m as long as m is a comparatively large number,
and the tolerable threshold η can be easily specified manually. In all the experi-
ments showed below we set m = 12, η = 0.95 if they are not specified. And we
call Isomap and LLE algorithm used our ANSLL algorithm ANSLL-Isomap and
ANSLL-LLE respectively.

6.1 Z-Shape Curve Manifold

First, we do experiments on data set uniformly sampled from a Z-shape curve
manifold. The fig. 3 shows the neighborhoods of two representative points con-
structed by two algorithms on the manifold. One point A is in the region where
the manifold curvature is very large; the other point B is in the region where the
curvature is very small.

Our ANSLL algorithm can adaptively construct the neighborhood according
to the curvature of the manifold, this can be seen from the A’s and B’s neigh-
borhood constructed by our ANSLL algorithm. The curvature of the manifold
at point A is very large, therefore the number of points in A’s neighborhood
constructed by ANSLL is small whereas B’s neighborhood contains much more
points because of the small curvature of the manifold at B. Comparing the neigh-
borhoods constructed by k-NN algorithm, we can see that k-NN has no such an
ability.

Moreover, comparing the neighborhoods constructed under different sample
size, A’s neighborhoods constructed by ANSLL always cover the same region
on the manifold in different sample size, the same is point B. However, region
covered by neighborhood constructed by k-NN varies as the sample size. This
phenomenon implies that our ANSLL constructs neighborhoods only according
to the intrinsic structure of the manifold(curvatures in different region) and this
construct process is little influenced by the sample size. We think this property
is just what a superior neighborhood selection algorithm should have. However,
the k-NN has no such a property either.

Then we apply LLE and ANSLL-LLE on 100 uniformly sampled data points,
the unfolding results of these two algorithms and the real unfolding are shown
on fig. 4. One can see that data points in the unfolding of LLE are no longer uni-
formly distributed, and the unfolding result of ANSLL-LLE algorithm is nearly
the same as the real unfolding of the sampled data points, this demonstrates
that our ANSLL algorithm can improve the performance of LLE significantly.

6.2 Swiss Roll Data Set

We run Isomap and ANSLL-isomap algorithms on 1000 data points randomly
respectively sampled from Swiss Roll manifold and Swiss Roll with hole manifold.
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Fig. 3. The neighborhoods of A and B constructed by k-NN algorithm(k = 7) and
ANSLL algorithm. All the points in a red ellipse make up of a neighborhood respec-
tively.

ANSLL-LLE unfolding

LLE unfolding

real unfolding

Fig. 4. The unfolding results of LLE and ANSLL-LLE and the real unfolding of 100
data points uniformly sampled from z-shape curve

The 2-D embeddings are shown in fig. 5. From the result we can see that ANSLL-
isomap algorithm can produce more faithful embedding than Isomap algorithm.
In particular, for swiss roll with hole manifold, Isomap amplifies the hole, while
ANSLL-isomap can preserve the shape of the hole more faithfully.

We exploit the residual variance proposed in paper [3] and geodesic estimate
error to quantitatively evaluate the performance of our method. Denote the
true geodesic distance matrix by Dg and its estimate by D̂g, then the geodesic
estimate error can be computed by the following formula:

error =
‖Dg − D̂g‖F

n2

where ‖ · ‖F is the Frobenius-norm of matrix and n is the number of examples.
In our experiment, the Swiss Roll data set is generated by the following matlab
code:

t=3*pi/2*(1+2*rand(n,1));h=21*rand(n,1);
X=[t.*cos(t) h t.*sin(t)];
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Fig. 5. Results of algorithm run on 1000 samples

So for any two points xi and xj , the true geodesic distance between them on
data manifold can be calculated as follows:

dg(xi, xj) =√
(hi − hj)2 +

1
4

(
ti

√
t2i + 1 + ln

∣∣∣∣ti +
√

t2i + 1
∣∣∣∣ − tj

√
t2j + 1 − ln

∣∣∣tj +
√

t2j + 1
∣∣∣)2

then we can easily obtain the true geodesic distance matrix Dg. Fig. 6 plots
the residual variance and geodesic estimate error of Isomap and ANSLL-isomap
under different parameters k and η when they obtain the 2-D embedding of 1000
data points randomly sampled from Swiss roll manifold. One can see that the
residual variance and geodesic estimate error ANSLL-isomap are smaller than
those of Isomap algorithm. So we can conclude that our ANSLL algorithm and
the improved NG construction method can significantly improve the performance
of Isomap algorithm.

6.3 Rendered Face Data Set

To further evaluate the performance of ANSLL algorithm on real world data
set, we use Isomap algorithm and ANSLL-isomap to obtain 3-D embedding of
Rendered face data set1. This data set consists of 698 face images with 64∗64
pixels collected under different poses and light conditions. Each face image is
represented as a 4096-dimensional vector. Denote the matrix that consists of
1 http://isomap.stanford.edu

http://isomap.stanford.edu
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Fig. 6. Residual variance and geodesic estimate error of two algorithms under different
parameters on 1000 data points randomly sampled from Swiss Roll manifold
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Fig. 7. Reconstruction error of two algorithms on Rendered face data set under
different parameters

light parameters and poses parameters by P and P̂ = P − (1/n)PeeT , then the
reconstruction error of embedding algorithm can be defined as follows:

error = min
L∈R3×3

‖P̂ − LY ‖F

where Y is the embedding coordinates obtained by algorithm. Then we use the
following relative reconstruction error to evaluate the performance:

errorr =
error

‖P̂‖F

The less this relative reconstruction error is, the better the algorithm recovers the
intrinsic parameters of this face data set. Fig. 7 plots the relative reconstruction
error of the 3-D coordinates computed by isomap and ANSLL-isomap under
different parameters k and η. One can clearly see that the relative reconstruct
error of Isomap algorithm is sensitive to the parameter k, and ANSLL-isomap
can get smaller relative reconstruction error, and the relative reconstruction error
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of ANSLL-isomap is not sensitive to the parameter η. This all demonstrates the
superiority of our ANSLL algorithm and improved NG construction method.

7 Conclusion

This paper concentrates on the neighborhood select problem in manifold learn-
ing. Existing neighborhood select algorithms are not so satisfied. In this paper we
propose an adaptive neighborhood select algorithm based on local linearity and
improves the NG construction method originally used in ISOMAP algorithm.
ANSLL algorithm adopts local linearity as the criterion of neighborhood. So it
can adaptively construct the neighborhood of each point only according to data
manifold curvature at that point. Meanwhile, the parameters can be specified
easily because of their independence of the concrete input data set, such as the
size of the input data. Experiments on both synthetic data set and real world
data set demonstrate that our ANSLL algorithm can construct more reason-
able neighborhoods than other algorithms, and the improved NG construction
method can get more accurate geodesic distance estimate than the method orig-
inally used in ISOMAP. Moreover experiments also show that most manifold
learning algorithms using our method can get more faithful low-dimensional em-
bedding than that not use. There are, however, still some problems we have to
solve in our ANSLL algorithm. ANSLL adopts the PCA to measure the linearity
of finite data set, so sometimes over fitting can be happened. In the future, we
will try to solve the over fitting problem.
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Abstract. Recently, spam has become an increasingly important problem. In 
this paper, a support vector machine (SVM) is used as the spam filter. Then a 
study is made of the effect of classification error rate when different subsets of 
corpora are used, and of the filter accuracy when SVM’s with linear, polyno-
mial, or RBF kernels is used. Also an investigation is made of the effect of the 
size of attribute sets. Based on the experimental results and analysis, it is con-
cluded that SVM will be a very good alternative for building anti-spam classifi-
ers, with consideration of a good combination of accuracy, consistency, and 
speed. 

Keywords: anti-spam, support vector machines, classification, filter. 

1   Introduction 

The proliferation of unsolicited commercial e-mail(UCE), more commonly known as 
spam, over the last few years has been undermining constantly the usability of e-mail. 
The availability of bulk mailing software and lists of e-mail addresses harvested from 
Web pages, newsgroup archives, and service provider directories allows messages to 
be sent blindly to millions of recipients at essentially no cost. Spam messages are 
extremely annoying to most users, as they clutter their mail-boxes and prolong dial-up 
connections. They also waste the bandwidth and CPU time of ISPs, and often expose 
minors to unsuitable (e.g. pornographic) content. 

Solutions to the proliferation of spam are either technical or regulatory [1]. Among 
the technical solutions, of more direct value are anti-spam filters, software tools that 
attempt to identify incoming spam messages automatically. The success of machine 
learning techniques in text categorization has led researchers to explore learning algo-
rithms in anti-spam filtering. In this paper, we focused on the use of SVMs, which are 
currently placed among of the best-performing classifiers and have a unique ability to 
handle extremely large feature spaces (such as text), precisely the area where most of 
the traditional techniques fail due to the “curse of the dimensionality”. Since SVMs 
have been shown to be very effective in the field of text categorization ([2],[8]), 
which we will utilize in this study. 

In addition, due to a variety of practical reasons, the investigation of this paper con-
siders only the text in the subjects and bodies of the messages, ignoring other headers, 
HTML markup, non-textual attributes, and attachments. Despite this limitation, we 
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believe that the work of this paper is useful, in that it provides a detailed investigation of 
what can be achieved using only the text of the messages, thereby acting as a solid basis 
on which further improvements can be tried. 

The remainder of this paper is organized as follows. In section 2, the feature extrac-
tion used in our work is presented, and in section 3 we simply describe SVM’s  
learning mechanism. In section 4, we describe the corpora and experiments. The con-
clusions and future work are presented in section 5. 

2   Feature Extraction  

2.1   Feature Representation  

A feature is a word. In the development below, w refers to a word, X is a feature 
vector that is composed of the various words from a dictionary formed by analyzing 
the documents. There is one feature vector per message. W refers to a weight vector 
usually obtained from some combination of the X ’s. There are various alternatives 
and enhancements in constructing the X vectors. Some of them are considered as 
following [3]: 

TF -Term Frequency: The i th component of the feature vector is the number of 

times that word iw  appears in that document. In our case, a word is a feature only if 

it occurs in three or more documents. (This prevents misspelled words and words 
used rarely from appearing in the dictionary).  

TF IDF−  uses the above TF  multiplied by the IDF  (inverse document fre-

quency). The document frequency ( ( )DF i ) is the number of times that word iw  

occurs in all the documents (excluding words that occur in less than three documents). 

The inverse document frequency ( IDF ) is defined as ( ) log( )
( )i

i

D
IDF w

DF w
= , 

where D is the number of documents. Typically, the feature vector that consists of 

the TF IDF−  entries is normalized to unit length. 
· Binary representation which indicates whether a particular word occurs in a par-

ticular document. A word is a candidate only if it occurs in three or more documents. 
· Use of a stop list in addition to any of the above: Words like “of,” “and,” “the,” 

etc., are used to form a stop list. Words on the stop list are not used in forming a fea-
ture vector. The rationale for this is that common words are not very useful in classi-
fication. 

2.2   Feature Selection Method 

A few of the mechanisms designed to find the optimum number of features (and the 
best features) are [3],[4] document frequency threshold, information gain, mutual 

information, term strength, and 2χ . Yang and Pedersen [4] have found experimen-

tally information gain to be one of the best attribute selection measures. Schneider [5] 
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experimented with alternative versions of information gain attribute selection, in-
tended to be more suitable to frequency-valued attributes. In this paper, the informa-
tion gain ( , )IG X C of each remaining candidate attribute X with respect to the 

category-denoting random variable C was computed, using the Boolean values of the 

candidate attributes, as shown below; Lc and Sc denote the legitimate and spam cate-

gories, respectively. The m  candidate attributes with the highest IG scores were then 
retained, with m depending on the experiment. 

2
{0,1}, { , }

( )
( , ) ( ) log

( ) ( )
L Sx c c c

P X x C c
IG X C P X x C c

P X x P C c∈ ∈

= ∧ == = ∧ = ⋅
= ⋅ =∑   

It can be shown that ( , )IG X C  measures the average reduction in the entropy of C  

given the value of X [6]. Intuitive, it shows how much knowing X helps us guess 
correctly the value of C . 

The main disadvantage of searching for the best features is that it requires addi-
tional time in the training algorithm. In the case of information gain, the features are 
ranked by the feature selection method from high to low, which is linear in the num-
ber of examples and linear in the number of features (giving quadratic complexity).  

2.3   Performance Criteria 

In information retrieval tasks, documents could be assigned multiple categories. For 
instance, a story about the high wages of basketball players could be categorized as 
belonging to both the term “financial” and the term “sports.” When there are multiple 
categories, performance measures such as recall and precision [3],[4] are used. Since 
our problem is two-class classification task, recall and precision are not needed here. 

In this paper, we use the following measures to indicate the filter’s performance: 

. Error Rate: Error rate is the typical performance measure for two-class classification 
schemes. However, two learning algorithms can have the same error rate, but the one 
which groups the errors near the decision border is the better one. 

.False Alarm and Miss Rate: We define the false alarm and miss rates as 

  
 

  

nonspam samples misclassified
miss rate

total nonspam examples
=

  
  

  

spam samples misclassified
false alarm rate

total spam examples
= . 

The advantage of the false alarm and miss rate is that that they are a good indicator of 
whether the errors are close to the decision border or not. Given two classifiers with 
the same error rate, the one with lower false alarm and miss rates is the better one. 

·Accuracy: We define the accuracy as that the filter can give the correct classification 
to all the examples classified. 

   and  found 

  

spam found correct nonspam correct
Accuracy

total examples classified
= . 
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All of the experiments were performed using stratified ten-fold cross-validation [7]. 
That is, each message collection was divided into ten equally large parts, maintaining 
the original distribution of the two classes in each part. Each experiment was repeated 
ten times, reserving a different part for testing at each iteration, and using the  
remaining parts for training. The results were then averaged over the ten iterations, 
producing more reliable results, and allowing the entire corpus to be exploited for 
both training and testing. When we refer to the training corpus of cross-validation 
experiments, we mean the nine parts that were used for training at each iteration. 

3   Support Vector Machines 

Support vector machines were originally designed for binary classification, and they 
were discussed extensively in this issue ([3],[9],[10],[11]). The key concepts we want 

to use are the following: there are two classes, { 1,1}iy ∈ − , and  there are N labeled 

training examples: 1 1( , ), ,x y  ( , )N Nx y , dx R∈  where d  is the dimensionality 

of the vector.  
If the two classes are linearly separable, then one can find an optimal weight vector 
*w  such that 

2*w is minimum; and * 1        1i iw x b if y− ≥ =i , 

* 1        1i iw x b if y− ≤ − = −i , or equivalently *( ) 1i iy w x b− ≥i . Training ex-

amples that satisfy the equality are termed support vectors. The support vectors define 
two hyperplanes, one that goes through the support vectors of one class and one goes 
through the support vectors of the other class. The distance between the two hyper-
planes defines a margin and this margin is maximized when the norm of the weight 

vector *w  is minimum. We may perform this minimization by maximizing the 

following function with respect to the variables jα : 

1 1 1

( ) 0.5 ( )
N N N

i i j i j i j
i i j

W x x y yα α α α
= = =

= − ⋅∑ ∑∑ i  

subject to the constraint: 0jα ≥  where it is assumed there are N training examples, 

ix is one of the training vectors, and i  represents the dot product. If 0jα >  then jx  

is termed a support vector. For an unknown vector jx  classification then corresponds 

to finding *( ) { }j jF x sign w x b= −i , where *

1

r

i i i
i

w y xα
=

=∑ , and the sum is over 

the r  nonzero support vectors (whose α ’s are nonzero). 

The advantage of the representation is that *w can be calculated after training and 
classification amounts to computing the dot product of this optimum weight vector 
with the input vector. 
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For the nonseparable case, training errors are allowed and we now must minimize 

2*

1

N

i
i

w C ξ
=

+ ∑ , subject to the constraint *( ) (1 ),   0i iy w x b ξ ξ− ≤ − ≥i . ξ  is a 

slack variable and allows training examples to exist in the region between the two 
hyperplanes that go through the support points of the two classes. We can equiva-

lently minimize ( )W α  but the constraint is now 0 i Cα≤ ≤  instead of 0jα ≥ . 

Maximizing ( )W α  is quadratic programming techniques. 

A range of kernel functions have been used in the literature, e.g., polynomial and 
RBF kernels. The choice of kernel affects the model bias of the algorithm. For in-
stance, the higher the degree n  of a polynomial kernel, the higher the order of the dis-
criminant function that can be discovered in the original vector space. However, re-
search in text classification has shown that simple linear SVMs usually perform as well 
as non-linear ones [8]. In our paper, we will experiment with linear kernels, polynomial 
kernels of various degrees and RBF kernels to compare the filters’ performance.  

4   Experiments 

4.1 Benchmark Corpora for Anti-spam Filtering 

In this paper, we used two publicly available data sets: PU1 and PU2. In order to 
bypass privacy problem, each token was replaced by a unique number throughout the 
corpus. The mapping between tokens and numbers is not released, making it ex-
tremely difficult to recover the original text.  

The legitimate messages in PU1 are the English legitimate messages that Androut-
sopoulos [7] had received and saved over a period of 36 months, excluding self-
addressed messages; this led to 1182 messages. Legitimate messages with empty 
bodies and regular correspondents, RC messages for brevity, were then removed. The 
spam messages in PU1 are all the spam messages that Androutsopoulos had received 
over a period of 22 months, excluding non-English messages and duplicates received 
on the same day.  

PU2 started from the legitimate and spam messages that Androutsopoulos’ colleague 
had received over a period of 22 months. The vast majority of his legitimate messages 
were RC. Table 1 provides more information on the composition of the PU corpora. 

 
Table 1. Composition and sizes of the PU collections. The third column shows the number of 
legitimate messages from regular correspondents (RC), while the fourth column counts the 
legitimate messages that were discarded for other reasons (e.g., empty bodies or duplicates); in 
PU1 and PU2 both types of legitimate messages were discarded in one step. The last column 
shows the legitimate-to-spam ratio in the retained messages. 
 

collection 
name 

legitimate 
initially 

RC 
messages 

other 
legit. 

discarded 

legitimate 
retained 

spam 
retained 

total 
retained 

L:S 
ratio 

PU1 1182 564 618 481 1099 1.28 
PU2 6207 5628 579 142 721 4.01 



354 C. Xie, L. Ding, and X. Du 

In all PU collections, attachments, HTML tags, and header fields other than the 
subject were removed, and the messages were then encoded as discussed above. 

Punctuation and other special symbols (e.g., “!”, “＄”) were treated as tokens. Many 
of these symbols are among the best discriminating attributes in the PU corpora, be-
cause they are more common in spam messages than legitimate ones. 

4.2   Corpus Experiments 

We now move on to the presentation of our corpus experiments, which were per-
formed using the PU1 and PU2 collections. All the experiments were performed using 
stratified 10-fold cross-validation. 

All e-mail messages consist of a subject and body and the linear SVMs were tried 
on either the subject alone, the body alone, or the subject and body together. In addi-
tion, a stop list was either used or not used. We used all words in the messages as long 
as they occurred in at least three messages. The original feature entries are TF  (term 
frequency) and could later be converted TF IDF−  or binary features. Thus there 
were six data sets constructed from the original 1099 messages (PU1), in the same 
way, six data sets were come from PU2 containing 721 messages: 

• bodnostop – words from the body only without using a stop list. 
• bodstop – words from the body only and the stop list was used. 
• subbodnostop – words from the subject and body without using a stop list. 
• subbodstop – words from the subject and body using a stop list. 

Results are shown in Table 2 and Table 3. It can therefore be seen that the smallest 
error rates are given by using the subject and body without using a stop list (subbod-
nostop) and that SVM should be used with binary features. There are two reasons we 
believe that the training time for SVM’s with binary features can be reduced. The first 
is that the vectors are binary and the second is that the feature vectors are sparse 
(typically only 4% of a vector is nonzero). This allows the dot product in the SVM 
optimization to be replaced with faster non-multiplicative routines. 

It should be emphasized that the spam filter will never actually reject any messages 
classified as spam. The use of the false alarm and miss rates is a mechanism to com-
pare performance. 

The running times for training and testing have not been optimized for SVM’s, 
however, since the SVM only has to execute one dot product, it would be expected to 
be fast.  

Table 2. For PU1, false alarm rates corresponding to a 5% miss rate 

 Linear SVM 
(TF features) 

Linear SVM 
(binary features) 

Linear SVM 
(TF-IDF features) 

bodnostop 0.0982 0.0734 0.0908 
bodstop 0.1202 0.1014 0.1302 

subbodnostop 0.0182 0.0161 0.0176 
subbodstop 0.0418 0.0402 0.0426 
subnostop 0.5278 0.4304 0.5376 

substop 0.7832 0.6525 0.6737 
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Table 3. For PU2, false alarm rates corresponding to a 5% miss rate 

 Linear SVM 
(TF features) 

Linear SVM 
(binary features) 

Linear SVM 
(TF-IDF features) 

bodnostop 0.1208 0.0978 0.1325 
bodstop 0.3245 0.2578 0.3365 
subbodnostop 0.0232 0.0202 0.0264 
subbodstop 0.0525 0.0408 0.0448 
subnostop 0.2343 0.2045 0.2796 
substop 0.4575 0.4565 0.5054 

 
The following experiments compare the performance of SVMs when using with 

linear, polynomial and RBF kernels. SVM training is carried out with the SVMlight 
package, more information about SVMlight, readers can refer to [12]. The experiments 
also uses with all the features. Table 4 shows the results on PU1 and PU2. The accu-
racy is used as a performance measure. 

Table 4. Various SVMs tested on PU1 and PU2, accuracy measure (%) was used 

SVM (poly) 
degree d= 

SVM (RBF) 
γ = 

 SVM 
(lin-
ear) 1 2 3 4 5 0.6 0.8 1.0 

PU1 93.4 93.5 92.6 94.1 92.9 93.1 92.1 93.4 92.9 
PU2 94.1 93.7 94.2 93.2 94.5 93.9 94.0 93.6 94.1 

 
We can see from Table 4 that simple linear SVMs usually perform as well as non-

linear ones (e.g., polynomial and RBF kernels), moreover, the advantage of linear 
SVM’s is that execution speed is very fast and there are no parameters to tune except 
the constant C .  So, in our filter’s architecture we use linear SVM, we can not only 
achieve comparable performance but also improve the time complexity of the filter. 

The last experiments are to investigate the effect of the parameter: the size of the 
attribute set. Here, each attribute corresponded to one token. The best m  attributes 
were retained based on information gain scores sorted, with m ranging from 40 to 
3000 by 80. As shown in Figure 1, retaining large numbers of attributes does not 
always lead to significant improvements in accuracy, in most cases the accuracy 
curves are almost horizontal after the first few hundreds of attributes, which implies 
that one can often obtain very similar results with much fewer attributes, furthermore, 
[7] has shown that in almost all cases, there is a significant increase in both learning 
and classification time as more attributes are retained. Hence, in a real-life application 
one should be skeptical about using large attribute sets. In addition, the filters based 
on SVM’s seemingly have similar accuracy in terms of accuracy between the  PU1 
and PU2, although the L:S ratio in PU1 is 1.28, and that in PU2 is 4.01. Since SVM’s 
are not directly trying to minimize the error rate, but trying to separate the patterns in 
high dimensional space, the result is that SVM’s are relatively insensitive to the rela-
tive numbers of each class. 
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Fig. 1. 38 attribute sets were tested on PU1 and PU2 in terms of accuracy measure, using linear 
SVM filter 

5   Conclusion and Future Work 

In this paper, we investigate on the use of SVMs to construct effective anti-spam 
filters. Two publicly available corpora PU1 and PU2 were used. According to ex-
periments, we come to the following conclusions: 

1) We can achieve the smallest error rates by using the subject and body with-
out using a stop list (subbodnostop) and that SVM should be used with bi-
nary features. 

2) In a choice of between using a stop list and not using a stop list, it is prefer-
able that a stop list not be used. 

3) Due to the simple linear SVMs perform as well as non-linear ones (e.g., 
polynomial and RBF kernels), we can use linear SVMs as filter’s learning 
component. 

4) Attribute selection based on information gain leads to good performance with 
a few hundreds of attributes. Using much larger attribute sets may lead to 
further improvement in accuracy, but the improvements are usually small, 
and they are counter-balanced by increased computational cost. 

For both data sets, SVM’s had acceptable test performance in terms of accuracy and 
error rate, especially, its dot product optimization, we can reach that SVM’s will be 
the perfect alternative as spam-filter’s learning component. 

The results of our experiments are promising, although we have not fully exploited 
the potential information in the email messages. Some papers in the literature suggest 
to consider other features than words in the messages, like the address of the sender, 
the number of capital letters, or some hand-crafted expressions like “win big money”, 
to produce more accurate classifier ([13],[14],[15]). In fact, what we propose is to 
follow a complete Knowledge Discovery process, identifying good candidates for 
message features, and producing accurate classifiers in the context of a real usage 
scenario. The best users for building such an scenario are probably ISPs, because they 
are the most affected users by the problem of spam. 
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In the long run, mixtures of different filtering approaches, including collaborative 
filtering, are more likely to be successful, and machine learning has a central role to 
play in such mixed filters. Combining different learning algorithms also seems to be 
promising, as different classifiers often make different errors [16]. 
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Abstract. The reasonalbe and effective determination of the weight allocation 
is very critical to multi-attribute decision-making. This paper presents a novel 
multi-attribute weight allocation method based on the fuzzy clustering analysis 
and the information entropy theory in rough sets theory. It first studies the fuzzy 
clustering analysis method based on fuzzy transitive closure with the introduc-
tion of the information entropy theory in rough sets. Furthermore, it discusses 
the detailed steps of the proposed approach thoroughly . After the fuzzy cluster-
ing of the source data, the overall reasonable threshold is extracted based on  
F-statistics and the multi-attribute weight allocation is obtained using the in-
formation entropy theory. Finally, a case study is given to show the reasonabil-
ity and validity of the proposed approach. 

Keywords: fuzzy clustering; rough sets; information entropy; weight allocation. 

1   Introduction 

The precondition of multi-attribute decision-making is the multi-attribute weight 
allocation. How to avoid the effect of individual subjective judgment and favoritism 
on the weight allocation and confirm the multi-attribute weight allocation subjectively 
and reasonably is very important to multi-attribute decision-making. 

Currently, there’re many methods to solve the problem, such as AHP, Delphi, in-
formation entropy, rough sets (RS) theory, similar coefficient, fuzzy clustering analy-
sis (FCA), etc. Although AHP method executes mathematical process to the expert’s 
judgments, AHP and Delphi are still the same methods essentially, because they both 
depend on the expert’s experience subjectively. The information entropy denotes the 
effectiveness of indicator’s entropy, and the weight allocation by the method is more 
credible than the former. However, it lacks of the comparison among the indicators. 
The rough sets method doesn’t need any prior information. However, it can only deal 
with the discrete decision table. And FCA method needs the prior information. 

Aiming at the disadvantages of those methods above, based on the FCA and RS 
theory, a novel multi-attribute weight allocation method is proposed in this paper, 
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which could reduce the effect of individual subjective judgment and favoritism on the 
weight allocation.  

The remainder of this paper is organized as follows: Section 2 introduces the basic 
knowledge of related theory; Section 3 presents a weight allocation method based on 
FCA and RS; Section 4 gives a case study; and Section 5 gives the conclusions and 
the future work perspectives. 

2   Basic Knowledge of Related Theory 

2.1   Fuzzy Cluster Analysis 

Cluster analysis or clustering is the assignment of objects into groups (called clusters) 
so that objects from the same cluster are more similar to each other than objects from 
different clusters. Often similarity is assessed according to a distance measure. Clus-
tering is a common technique for statistical data analysis. Since Bellman et al. [1] and 
Ruspini [2] first initiated the research on clustering based on fuzzy sets, fuzzy cluster-
ing has been widely studied and applied in a variety of different areas, such as ma-
chine learning, data mining, pattern recognition, image analysis and bioinformatics.  

Fuzzy clustering methods can be roughly divided into two categories. One involves 
distance-defined objective functions. The fuzzy c-means (FCM) algorithm and its 
variations are the well-known approaches in this category. However, the FCM-type 
methods need to have data presented in feature vectors so that the distance and proto-
types can be calculated. The other category involves fuzzy relations. Since these 
fuzzy relation-based methods require only a relation matrix of the data set, they are 
simpler to use and are applied to many areas. In this paper, we mainly discuss the 
method based on transitive closure of fuzzy equivalent relation [3][4]. 

2.2   Data Normalization 

Let { }1 2, , , nX x x x= be a set of n  objects to be classified and ( )1 2, , ,j j j jmx x x x= , 

where (1 )jkx k m≤ ≤ is the kth feature of the ith object. Therefore, the features of an 

object set can be described by a n m×  matrix ( )ij n mX x ×= . Then, the raw data should 

be normalized by the following formula:  

'

1
/ max( )ij ij kj

k m
x x x

≤ ≤
=  (1) 

2.3   Construct Fuzzy Similar Matrix 

Constructing fuzzy similar matrix to confirm the similarity ijr  between 

( )' ' ' '
1 2, , ,i i i imx x x x=  and ( )' ' ' '

1 2, , ,j j j jmx x x x= . There are many methods to calcu-

late ijr , such as similar coefficient method, distance method, nearness degree method, 

subjective assessment method, etc. In this paper, we use the nearness degree method 
based on the following formula: 
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' '

1

' '

1

min( , )

max( , )

m

ik jk
k

ij m

ik jk
k

x x
r

x x

=

=

=
∑

∑
 (2) 

Thus the fuzzy similar matrix R  is built up as follows: ( )ij n nR r ×= . 

2.4   Fuzzy Clustering 

The paper adopts a clustering method based on the transitive closure of fuzzy equiva-
lent relation. The transitive closure ( )t R  is gained by means of the ‘square method’ 

that fuzzy similar matrix is squared gradually, just as the following formula: 

2 4 2i

R R R R→ → → → →  

2

1
( ( ))

n

ik kj
k

R R R r r
=

= = ∨ ∧  
(3) 

when k k kR R R= , it means that kR is the transitive closure, and it is also the fuzzy 
equivalent matrix. 

After establishing the fuzzy equivalent matrix, specific clustering process is to en-
dow λ with different value from larger to smaller in turn. Then, get different clusters 
by calculating the λ -cut matrix. 

2.5   Confirm Reasonable Threshold Interval 

Obviously, there are different cluster as various λ  according to the fuzzy clustering 
analysis. However, how to select a reasonable threshold is an intractable problem to 
be solved. Generally, we choose the value of λ  according to expert’s experience. F-
statistics is an objective and feasible method to solve the problem. The method is 
described as follows. 

 

1

1 in

ik jk
ji

x x
n =

= ∑ , 1, 2, ,k m=  (4) 

Where in is the number of the ith cluster. ikx is the mean value of kth feature of ith cluster. 
 

1

1 n

k jk
j

x x
n =

= ∑ , 1, 2, ,k m=  (5) 

Where kx  is the mean value of kth feature of all clusters. 

Then, the F-statistics can be denoted as follows: 

( ) ( )

( ) ( )
( )

2

1 1

2

1 1 1

/ 1
1,

/
i

r m

i ik k
i k

nr m

ik jk
i j k

n x x r
F F r n r

x x n r

= =

= = =

− −
= − −

− −

∑ ∑

∑∑∑
∼  (6) 

Where r  is the number of cluster corresponding to λ . 
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The nominator in (6) expresses the distance distances between clusters and the de-
nominator expresses the inner-cluster distance. Therefore, the lager F  is, the cluster 
is more reasonable [5]. Look up Fα  in the upper critical values of the F  distribution 

at α  significance level. If F Fα> , it means that the cluster is reasonable relatively 

and the reasonable threshold interval is also confirmed. 

2.6   Rough Set Theory Based on Information Entropy 

The uncertainty of knowledge could be measured by the information entropy. The 
roughness of knowledge and the information entropy have a close relationship. We give 
some basic definitions of rough set theory based on information entropy below [6]. 

Definition 1. Given a probability approximation space ( ), ,U R P , the uncertainty of 

the system is denoted by its entropy ( )*H R , as the following formula: 

( ) ( ) ( )*

1

log
n

i i
i

H R P X P X
=

= −∑  (7) 

Where { }*
1 2/ , , , nR U R X X X= =  

Definition 2. Suppose { }*
1 2, , , mS Y Y Y=  is another equivalent relationship. The con-

ditional entropy or conditional uncertainty of knowledge *S given knowledge *R  (also 

called the equivocation of *S  about *R ) is the average conditional entropy over *R : 

( ) ( ) ( ) ( )* *

1 1

log
n m

i j i j i
i j

H S R P X P Y X P Y X
= =

= −∑ ∑  (8) 

Conditional entropy ( )* *H S R  is a reasonable measurement of the dependency of 

knowledge *S  relative to knowledge *R . 

Definition 3. Mutual information measures the amount of information that can be 
obtained about one random variable by observing another. It is important in commu-
nication where it can be used to maximize the amount of information shared between 
sent and received signals. The mutual information of *R  relative to *S  is given by: 

( ) ( ) ( ) ( ) ( )* * * * * * * *;I R S H S H S R H R H R S= − = −  (9) 

3   Weight Allocation Based on FCA and RS 

In order to analysis the significance of each attribute in the sample, as to relational 
data model which involves both condition attributes and decision attributes, the 
weight allocation could be obtained based on the significance and dependence of the 
attributes in rough sets theory. When there are only condition attributes in the data 



362 J. Wu, X. Wu, and Z. Gao 

 

model, the fuzzy clustering analysis method could be adopted to determine the weight 
allocation [7]. The detailed steps are as follows: 

Step 1: Construct original data matrix ( )ij n mX x ×=  and perform fuzzy clustering 

based on the transitive closure of fuzzy equivalent relation. Confirm the reasonable 
threshold [ , ]C C Ca bλ ∈ and its corresponding cluster when F Fα>  based on F-

statistics. 

Step 2: After deleting condition attribute ( )1,2, ,ic i m= , performing dynamic clus-

tering of the data matrix and confirm the reasonable threshold interval 

{ } { } { }[ , ]
i i iC c C c C ca bλ − − −∈ . 

Step 3: In order to ensure the reasonability of each threshold interval, confirm the 
overall reasonable threshold interval { } { }[min( , ),max( , )]

i ik C CC c C ca a b bλ − −∈ , 

(1 )k p≤ ≤ . 

Step 4: Confirm the information quantity ( )iI c  of each attribute. According to in-

formation entropy, after deleting a certain attribute, if obtaining more information 
from the original cluster, it means that the attribute provides more information, vice 
versa. Thus the information quantity ( )

k iI cλ  at the threshold kλ  can be denoted as 

the following formula: 

( ) { }( ) ( )1/ ; , 1,2, ,
k ki iI c I C C c i mλ λ= − =  (10) 

Synthesis all thresholds, the information quantity ( )iI c  is obtained as follows: 

( ) ( )
1

1
k

p

i i
k

I c I c
p λ

=

= ∑  (11) 

Step 5: Confirm the weight allocation based on the information quantity of each at-
tribute. 

( ) ( )
1

/
m

i i j
j

w I c I c
=

= ∑  (12) 

4   Case Study 

We applied the proposed method to the weigh allocation of a knowledge system (See 
Table 1). According to Step 1, performing fuzzy clustering analysis based on the 
transitive closure of fuzzy equivalent relation. The dynamic clustering of the datasets 
is depicted in Fig. 1. 
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Table 1.  A knowledge system 

Condition attribute (C)  
No. c1 c2 c3 c4 

1 0.51 0.45 0.53 0.44 
2 0.33 0.21 0.44 0.22 
3 0.44 0.32 0.61 0.44 
4 0.71 0.65 0.78 0.80 
5 0.20 0.31 0.26 0.40 
6 0.60 0.65 0.75 0.55 
7 0.40 0.48 0.65 0.25 
8 0.40 0.65 0.58 0.31 
9 0.80 0.73 0.90 0.85 

10 0.76 0.55 0.58 0.60 
 

 
 
 
 
 
 
 
 
 
 

Fig. 1. Dynamic clustering results 

Confirm the reasonable threshold interval based on F-statistics method. Calculating 
the F  corresponding to each λ , and the results is shown in Table 2. 

Table 2.  Results based on F-statistics method 

λ 0.90 0.87 0.86 0.85 0.83 0.79 0.78 0.67 
r 9 8 7 6 5 4 3 2 
F 10.55 4.04 6.03 8.04 7.63 8.54 2.75 2.24 

F0.1(r-1,n-r) 59.44 9.25 5.28 4.05 3.52 3.29 3.26 3.46 

F-F0.1(r-1,n-r) - - 0.75 3.99 4.11 5.25 - - 

 
It is insignificant that if all objects belong to one cluster or each object is a cluster. 

Therefore, we needn’t calculate F  when 1λ =  or 0.65λ = . Only 
when [0.79,0.86]Cλ ∈ , 0.1F F> . Thus [0.79,0.86]Cλ ∈  is the reasonable threshold 

interval. 
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λ
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Similarly, according to Step 2, confirm the reasonable threshold interval after delet-
ing conditional attribute (1 4)ic i≤ ≤ . When deleting 1c , the reasonable threshold 

interval is { }1
[0.84,0.86]C cλ − ∈ ; When deleting 2c , the reasonable threshold interval is 

{ }2
[0.82,0.9]C cλ − ∈ ; When deleting 3c , the reasonable threshold interval is 

{ }3
[0.78,0.86]C cλ − ∈ ; When deleting 4c , the reasonable threshold interval is 

{ }4
[0.82,0.86]C cλ − ∈ . 

According to Step 3, the overall reasonable threshold interval is obtained 

[0.84,0.86]kλ ∈ ， (1 3)k≤ ≤ 。  

When 1 0.84λ = , the original datasets including all attributes could be clustered 

to 6 clusters: {4, 6, 9}, {1, 3}, {7, 8}, {2}, {5}, {10}; After deleting attribute 1c , 

the datasets could be clustered to 6 clusters: {4, 6, 9, 10}, {1, 3}, {2}, {5}, {7}, 
{8}; After deleting attribute 2c , the datasets could be clustered to 7 clusters: {1, 3, 

7, 8}, {4, 9}, {2}, {5}, {6}, {10}; After deleting attribute 3c , the datasets could be 

clustered to 6 clusters: {4, 6, 9, 10}, {1, 3}, {2}, {5}, {7}, {8}; After deleting at-
tribute 4c , the datasets could be clustered to 5 clusters: {4, 6, 9, 10}, {1, 3, 7, 8}, 

{2}, {5}, {10}. 
When 1 0.84λ =  , According to (7), the entropy of the knowledge sys-

tem ( )
1

2.6464H Cλ = . According to (8), the condition entropy 

{ }( )
1 iH C C cλ − ( )1 3i≤ ≤  after deleting attribute ic  is (0.3245, 0.4, 0.3245, 

0.7245). Thus, using (9), the mutual information { }( )
1

; iI C C cλ −  is (2.1219, 2.0464, 

2.1219, 1.7219). According to (10), the information quantity ( )
1 iI cλ  is (0.4713, 

0.4887, 0.4713, 0.5808). 
Similarly, when 2 0.85λ = , the information quantity of each attribute is (0.4088, 

0.4887, 0.4452, 0.4606); when 3 0.84λ = , the information quantity of each attribute is 

(0.4713, 0.4887, 0.4713, 0.5808). 
According to (11), synthesizing all three thresholds, the information quantity of 

each attribute is (0.4505, 0.4887, 0.4626, 0.5407). 
According to Step 5 and formula (12), the final weight allocation is obtained as fol-

lows: w =(0.2319, 0.2516, 0.2381, 0.2784). 
As to the knowledge system in the case study, if adopting the method in [7][8], we 

should synthesis 16 thresholds to determine the final weight allocation. On one hand, 
this method involves more computation, on the other hand, only the overall reason-
able threshold and its corresponding cluster is good for the computation of weight 
allocation. If adopting the method in [9], after extracting the optimal threshold and 
performing weight allocation based on the attribute significance in RS theory, we find 
that the final weight allocation of each attribute is 0. Therefore, the proposed method 
in this paper is more valid, which calculate the weight allocation within the overall 
reasonable threshold interval. 
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5   Conclusions 

A valid and reasonable weight allocation is very critical to multi-attribute decision-
making. Therefore, we need to find an objective solution to execute weight allocation 
by mining in the database. Based on FCA in fuzzy sets and the entropy theory in RS 
theory, a novel multi-attribute weight allocation method is proposed. Since the pro-
posed method distills the inner information of the knowledge system and reduces the 
effect of individual subjective judgment and favoritism on the weight allocation, it is 
more objective and valid than other evaluation methods. The case study results dem-
onstrate the reasonability and validity of the proposed approach. 

The future work involves validating convergence property of this clustering and 
applying the method to other domains to validate the approach. 

Acknowledgments. This paper is supported by the Nature Science Foundation of 
Shaanxi, China (NO. 2007F40). 

References 

1. Bellman, R., Kalaba, R.L., Zadeh, L.A.: Abstraction and pattern classification. Journal of 
Mathematical Analysis and Applications 2, 581–585 (1966) 

2. Ruspini, E.H.: A new approach to clustering. Information and Control 15, 22–32 (1969) 
3. Yang, M.S., Shih, H.M.: Cluster analysis based on fuzzy relations. Fuzzy Sets and Sys-

tems 120, 197–212 (2001) 
4. Guh, Y.-Y., Yang, M.-S., Po, R.-W., Lee, E.S.: Establishing performance evaluation struc-

tures by fuzzyrelation-based cluster analysis. Computers and Mathematics with Applica-
tions 56, 572–582 (2008) 

5. Zhang, L., Qi, J.: Evaluation Model for Grid Safe Production Based on Fuzzy Clustering 
and Rough Set. In: International Workshop on Modelling, Simulation and Optimization, pp. 
196–199 (2008) 

6. Chen, C.-B., Wang, L.-y.: Rough Set-Based Clustering with Refinement Using Shannon’s 
Entropy Theory. Computers and Mathematics with Applications 52, 1563–1576 (2006) 

7. Huang, D.-x.: Means of Weights Allocation with Multi-Factors Based on Impersonal Mes-
sage Entropy. Systems Engineering Theory Methodology Applications 12(4), 321–325 
(2003) 

8. Huang, D., Wu, Z., Zong, Y.: An impersonal multi-attribute weight allocation method based 
on attribute importance. Systems Engineering Theory Methodology Applications 13(3), 
203–208 (2004) 

9. Liu, B., Li, H.: Method of factor weights allocation based on combination of fuzzy and 
rough set. Control and Decision 22(12), 1437–1441 (2007) 

 



Z. Cai et al. (Eds.): ISICA 2009, LNCS 5821, pp. 366–374, 2009. 
© Springer-Verlag Berlin Heidelberg 2009 

Spatio-temporal Model Based on Back Propagation 
Neural Network for Regional Data in GIS 

Jing Zhu, Xiang Li, and Lin Du 

Institute of Computer Science, China University of Geosciences, Wuhan, China 
jingzhu723@163.com, lixiang@cug.edu.cn, dulin006@sohu.com 

Abstract. This paper focuses on spatio-temporal non-linear intelligent prediction 
modeling for regional data, and discusses the application of Back-Propagation 
neural network (BPN) into analysis of regional data in geographic information 
system (GIS). With their characteristics of space-dependence and space volatil-
ity, the regional data determine the accuracy of the prediction model.With con-
sideration of the sectional instability of the spatial pattern, the paper brings 
forward a modeling method based on regional neural network. First, the space 
units of researching regions are divided into different sub-regions by improved 
K-means algorithm based on spatial adjacency relationship, corresponding with 
sub-regions. Then, a modular BP network is built up, which is composed with 
main network, gate-network and sub-network. This network is thus named as 
regional spatio-temporal neural network (RSTN) model. Afterwards, the 
sub-networks are traiend respectively for every sub-region, and the output of 
sub-networks is input of main network with adjustment of gate-network  The 
output of main network is predictive results. The spatio-temporal predictive ca-
pability of model is measured by average variance rate (AVR) and dynamic 
similar rate (DSR). At last,  the RSTN model and the global BPN model are 
compared by  the analysis of an example: prediction for influenza cases of 94 
countries in France. The comparison declares that RSTN model has more pow-
erful prediction capability. 

Keywords: Spatio-temporal analysis, Regional data, Modular BP network, Re-
gional spatio-temporal neural network model (RSTN model). 

1   Introduction 

Because of the imperative requirement in spatio-temporal functions of GIS like dy-
namic data update, management of history data, process simulation and trend predic-
tion, temporal GIS aroused general interest over the last decade. Spatio-temporal model 
is the core and the main difficult issue in temporal GIS. 

The purpose of building spatio-temporal model in GIS is to forecast system evolu-
tion trend through analyzing causal relationship of system variables come from actual 
observation data and make a best decision-making. Regression analysis model is a 
traditional method to solve it. But because the affect between various factors is very 
complex and the actual observation data is interfered by random factors inevitably, 
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causal relationship of system variables in GIS can’t be determined accurately by this 
method [2]. Conventional regression analysis methods need approximate understand-
ing of relationship between independent variable and dependent variable (linear and/or 
non-linear). So they will make wrong estimation to relationship of variables and lead to 
a predictive results with large error [4] [5]. 

Theory of artificial neural network (ANN) provides a new solution of this problem. 
Neural network have nice nonlinear characteristics, and it have more powerful   capa-
bility of pattern recognition and non-linear mapping approximation with arbitrary 
precision because of its flexible and effective learning methods, complete distributed 
study structure and high degree parallel processing mechanism. 

Prediction model based neural network widely used in weather forecast, ground-
water exploration, environment monitor, ocean tides and many other areas of study. In 
this paper, research on the neural network model for regional GIS data in the temporal 
and spatial analysis. Some similar researches on the forecast modeling method based on 
neural network have been declared, such as the literature [6], [7], [8], [9] which in-
volved in the study. They are almost all to establish global multi-layer feed-forward 
network based on test data set. However, spatial data in GIS have both global 
space-dependent property and local space volatility property. Simple global neural 
network model for temporal and spatial analysis of GIS may be unacceptable for the 
error from definition of boundary region. 

With thinking of local instability of space pattern, first of all, this paper zone the 
space units of study area into many sub-regions by improved K-means clustering al-
gorithm based on space adjacent relationship, in this process, make quantitative 
evaluation to different zoning programs by means of global and local Moran’s I sta-
tistics. Then corresponding with the space partition pattern, construct a modular BP 
network, establish a multi-layer feed-network for each sub-region. For comparison, 
establish a global neural network for entire study area. At last, take the numbers of 
reported influenza cases in 94 countries of France from 1st week of 1990 to 53rd week 
of 1993 [14] as an example to do spatial and temporal analysis. Take the influenza cases 
of (t)th week in each sub-region as input, and take the case numbers of (t+1)th week as 
prediction data. Moran's I, Getis' G and Geary's C and other statistics are used to detect 
the two different scale (global and regional) spatial pattern of regional data [1].  

2   Regional Data Spatio-temporal Model  

Cressie divided spatial data into three major classes: point pattern data, geo-statistics 
data and lattice data. Lattice data is also called regional data, it refers to the data type 
that represent properties related fixed polygonal regions.  

Spatio-temporal regional data has spatial and temporal attribute. First look at spatial 
aspect, just as Tobler’s geography first theorem expound, spatial objects assume an 
interdependent space pattern, and this interdependence will become weakened with 
growth of distance between different objects. On the other hand, it’s unrealistic to 
presume that space topology is fixed in researching region, especially in the situation 
that there are much more space units. 
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Look at temporal aspect, analyze by simple time series, to estimate properties of some 
one region at time t depend on properties of same region before time t. Some processes 
which have Markov properties at time like spatio-temporal modeling of infectious 
diseases even only consider the properties at time t-1. Otherwise, it will seriously affect 
the credibility and applicability of spatio-temporal model if ignore the other 
space-related regions’ properties before time t. 

2.1   Global and Regional Moran's I Statistics for Regional Data  

From exploratory spatial data analysis point of view, spatial data that is composed of 
two parts: spatial smooth and spatial rough. 

Spatial smooth reflect the global situation or the global characteristics of spatial 
data., Spatial rough reflect the local characteristics of spatial data.  

Moran's I, Getis' G and Geary's C and other statistics are used to detect the two dif-
ferent scale (global and regional) spatial pattern of regional data [1]. 

2.2   Standards of Zoning 

The purpose of zoning is dividing all space units into different sub-regions. The same 
attributes at different times can be regarded as different attributes. 

Cliff thinks the optimal zoning programs should have three criteria: simplicity, 
contiguity and compactness. Based on regional neural network modeling needs, the 
paper adds another two additional criteria. 

(1) Interdependence 
Interdependence of the same sub-region’s space units indicates that the space cor-

relation among them.  
(2) Instability 
While each sub-district has a completely smooth is not possible, but the lower in-

stability means that the better the forecast model. The stability of each sub-district can 
be measured by Std(I) [3]. 

2.3   K-Means Clustering Method Based on Space Adjacency Relations 

In this paper, make use of K-means clustering method to partition the space units based 
on the space adjacency relationships [10]. 

3   Modular Artificial Neural Network 

Conventional model of BP is relatively simple, just input, output and hidden layer 
three-tier architecture. Corresponding with the space partition pattern, this paper dis-
cusses a modular BP network. The idea of the model is to decompose complex task into 
several sub-tasks, through the various sub-tasks to achieve results throughout the mis-
sion. In the design of topological structure, there are several sub-networks and one 
gate-network be embedded in the main network. The main network has its own input, 
output and hidden layer.  Sub-networks have their independent output and hidden layer. 
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Sub-networks and the main network share input layer. Gate-network control and 
comprehensive the output values from sub-network, integrate the results and then 
submit it to the main network to the hidden layer processing, final get system output. 
Sub-networks could be independent of the BP network. This structure will submit the 
mission about zoning high-dimensional spatial data to the various sub-networks.  
Sub-networks are highly targeted, easy to extract the details of information, so as to 
improve the geographical accuracy. Fig. 1 gives the structure of the modular network 
model. 

 

Fig. 1. Structure of the modular BP neural network model 

 

In the training of modular networks model, the sub-networks and the gate-network is 
to be trained at the same time. For a given input vector, the gate-network will select one 
sub-network to deal with input data. Thus, the entire input space is divided into a 
number of sub-spaces, by the sub-networks to deal with space data. There is a number 
of modular network training at the same time, as the result, calculating intensity of 
modular BP model stronger than ordinary BP model. 

In mathematical model, assume L is the number of processing units of gate-network 
output layer, g=(g1,g2,…,gL) is the activation vector of gate-network output layer, 
S=(s1,s2,…,sL) is pre-activation vector of gate network output layer, yK=(yk1,yk2,…,ykn) 
is the activation vector of the gate-network K output layer, y=(y1,y2,…,yn) is the output 
vector of main network. Output of the sub-network i was adjusted by gt which is output 
activation vector of the gate-network. 
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The training of modular network is complied by updating the weight value of each joint 
unit. Updating the weight values is complied by identify the maximum of target equa-
tion. The definition of target equation is: 
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d= (d1,d2,…,dn) is the desired output of the main network. hK is used for the expression 
of the learning network equation, it is defined like formula (4): 
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The back propagation mode of error transmission is to be used for the main network to 
find the minimum error equation: 
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Training of modular network’s back propagation transmission includes: 
(1) sub- network’s error transmission: 
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IK=Ik1, Ik2,…,Ikn is the pre-activation vector of Kth network’s output layer:  
(2) gate-network processing units’ error transmission: 
gK on behalf of a priori probability, and hK on behalf of the posterior probability of 

the no. K sub-network’s output vector. Formula (5), (6) show that each sub-network 
error was carried out processing by posterior probability weighted. Gate-network will 
be trained to match the priori and posterior probability of samples. Such a mechanism is 
to promote competition among sub-networks, because if a subset of the network  
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begins to control the importation of samples of a certain part of the deal, the doors of its 
network by the weighted influence.  

4   Neural Network Modeling  

After determining the final zoning districts, build neural network spatio-temporal 
model for every sub-region separately. In this paper, the model is named as the Re-
gional Neural network Spatio-temporal model (RSTN model).  

The output of RSTN model is the predictive value X of each sub-region at time t and 
the input is the observations of relevant units before t time t. For the neural network 
mapping function as follows: 

           Xt = f (Xt-1, Xt-2, …, Xt-p) .  (7) 
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p is the time step size of sliding window, used to determine the relevance of modeling 
the time lag. For example, there are T time observations vectors X1, X2, …, XT, each 
Xt=[xt1, xt2, …, xtN] to express N observations of space units, when begin 1-step-ahead 
forecasting, the first input-output model’s input is X1,X2,…,Xp, expected output is Xp+1, 
the second input-output model’s input is X2, X3,…,Xp+1, expected output is Xp+2, so, the 
model T-p,s input is Xt-p, Xt-p+1,… ,XT-1, expected output is XT. 

At present, there are no suitable methods to determine the step P of sliding window. 
Some research literatures use spatial and temporal autocorrelation function and partial 
spatio-temporal autocorrelation function of a linear relationship to determine the time 
order of p. However, some scholars believe that this method is not appropriate to the lag 
of non-linear neural network. Practically use tests (try-and-error) approach. 

Performance evaluation to the RSTN model is primarily through checking the test 
data set to measure the predictive power of new input (That is generalization ability), 
including two indicators: the average variance (ARV), which reflect the model pre-
dictive accuracy of the output, and dynamic similar rate (DSR), which reflects how 
close between the predict trend of model and the actual trend.  

5   Application 

Research data is France's 94 counties reported cases of influenza per week [14], from 
the 1st week of 1990 to the 53rd week of 1992, total 157 weeks. Fig. 2 (a) shows the 94 
counties’ numbers in the French figure. 

Construct space statistics Q based on the average prevalence of influenza cases of 
every week, spatial distribution of is introduced in Fig. 2 (b). First-order space adja-
cency matrix W indicates the situation about directly adjacent sub-regions. Cases under 
the county average weekly of 94 counties to calculate the global Moran's I=1281, 
shows that the numbers of influenza cases in each county have spatial autocorrelation 
between each other, and shows a spatial pattern in which a high incidence area adjacent 
to a high incidence area, and a low incidence area adjacent to a low incidence area. 

Take influenza cases per week as the county's property data, so every space unit has 
157 attribute data. Partition 94 countries in France by K-means clustering algorithm 
with first-order adjacency matrix W as a constraint condition. As a result that the type 
number of clustering can not be determined in advance, take a K value one by one from 
4-16, and cluster compute it respectively, After correlation testing to different partition 
programs, select several numbers of K with better space correlation: 8,9,10,12,14,16. 
Then calculate those six different partition programs’ Std (I), finally select the most 
optimal number of K is 12. 

The spatial distribution pattern of each sub-region with 12 districts is indicated in 
Fig. 2(c).From Fig. 2(b) and Fig. 2(c) contrast can be seen that the final program of the 
district also reflects the spatial distribution pattern of influenza cases. 

To establish a RSTN model respectively for 12 sub-districts, each RSTN model forecast 
influenza cases of t week in every districts based on  influenza cases of t-1, t-2,…,t-p week 
in districts.  As the transmission cycle of influenza is about 1 week, to the RSTN model 
whose time unit is week, input can only consider the cases of t-1 week, that is, p=1. 
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Therefore, the nodes of the RSTN model’s output layer equal to the space unit 
number of corresponding sub-region, the nodes of RSTN model’s input layer is sum of 
space unit number of local district and space unit number of boundary districts. 

Fig. 2(d) for the No.1 promoter region and its adjacent border units, Table 1 for the 
nodes of each RSTN model’s input layer and output layer. 

Fig. 2. Partitioning for flu cases of 94 countries of France 

(a) IDs of 94 countries; (b) average weekly flu cases of 94 countries from 1st week of 1990 to 53th 
week of 1992; (c) the partition map of K=12 for 94 countries; (d) the first sub-region and it’s ad-
jacent areas 

Table 1.  The nodes of each RSTN model’s input layer and output layer 

Sub-region number Nodes of input Nodes of output 
1 36 20 

2 9 5 
3 15 6 
4 10 2 
5 8 3 
6 32 18 
7 17 7 
8 28 15 
9 6 1 

10 22 8 
11 24 8 
12 7 1 
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In order to compare the effect of RSTN model and ordinary BP model, establish a 
global BP model on the entire 94 study areas. The input of global BP is flu cases of t-1 
week, expected output is influenza cases in t week, that is, the nodes number of both 
input layer and output layer are 94. 

Put 156 number pairs (Xt-1，Xt ) (Xt-1 is observation vector of space unit at time t-1, 
Xt is observation vector of space unit at time t) into train dataset and test dataset ac-
cording to 90%:10%. Training dataset includes 140 pair samples; testing dataset in-
cludes 16 pair samples. 

    Using BP algorithm to train and adjust model, then test model by test set, finally 
archive ARV, DSR of 94 countries of France from RSTN model and global BP model 
which indicated by Fig. 3 and Fig. 4 (Abscissa is the number of county code, according 
to Fig. 1(a)). It can be seen that the predictive capability of RSTN model is better than 
the global BP model.  

 

   

 

 

6   Conclusion and Discussion 

Modular BP model embed gate-network and sub-network into main network. 
Sub-networks decompose and process complex input data, and gate-networks adjust 
outputs of sub-networks. Complex task will be broken down into sub-tasks, and results 
are consolidated to obtain a higher accuracy output data. 

It should be noted that it is necessary to refine further research on standards for the 
partitioning, corresponding spatio-temporal evaluation and testing methods. Its all are 
impact factors for the accuracy of the forecasts. 
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Abstract. The present paper introduces the development, valuable part and ap-
plication of neural network. It also analyzes systematically the existing prob-
lems and the combination of neural network with wavelet analysis, fuzzy set, 
chaos, rough sets and other theories, together with its applications and the hot 
spots of the research on neural network. The analysis proves that the prospects 
of neural network will be primising with the combination method, and that sub-
ject integration will be the chief interest for the neural network research. 

Keywords: Neural network. Rough set. Wavelet analysis. Chaos theory.  
Computational intelligence.  

1   Introduction 

Artificial neural networks(ANNs), fuzzy sets and evolutionary computing are re-
garded as the leading technologies of Computational Intelligence (CI). Recently, a 
great deal of attention has been paid to artificial neural networks and its related tech-
nologies. Neural networks were firstly brought forth by Warren McCulloch and Wal-
ter Pitts together in 1943[1]. They fabricate a simple artificial neural network neuron 
model, i.e., the M-P model. During the late 1940s, Donala O. Heb defined a kind of 
Hebbian rule [2]. During the late 1950s, Frank Rosenblatt put forth the perceptron 
network and ideal rule learning [3]. It was the enlightenment of neural networks re-
search. During the 1960s, the perceptron and LMS algorithm arose. The research of 
neural networks turned to its first high tide. During the 1970s, adaptive resonance 
theory (ART) was brought forward by Grossberg. By that time, the Perceptron was 
published, the research of neural networks turned to its low tide. During the 1980s, 
Hopfield put forth Hopfield Networks Models. Back propagation(BP)-algorithm was 
put forth in 1974, but it did not go round until 1982. Now, the BP algorithm is used in 
all kind of networks. Chua and Yang put forth Cellular Neural Networks in 1988, and 
the research of neural networks turned to its new high tide. Since the beginning of the 
1990s, the research of neural networks gained further development, at the meantime, 
it got integrated into fuzzy set, genetic algorithm, evolutionary algorithm, intelligent 
algorithm, etc.  

Based on the comprehensive recognition of human brain’s neural networks, artificial 
neural networks, as one kind of artificial neural network(ANN), were built. The func-
tions of ANN are as follows: associative memory, nonlinear mapping, classification and 
identification, computational optimization and knowledge processing. Among the five 
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functions, the main functions are as follows: associative memory, nonlinear mapping. 
Associative memory refers to the function and process of neural networks that neural 
networks retrieve the complete original information by means of stored information 
beforehand, or by way of self-adaptive mechanism of learning. Nonlinear mapping 
refers to the function and process of neural networks that neural networks can fit nonlin-
ear functions with arbitrary-precision by way of learning on system input-output origi-
nal, and automatically grasping the latent mapping rules.  

Architectures of artificial neural networks are shown in Fig.1. As shown in Fig.1, 
there are two kinds of architectures, one is feedforward ANN architecture, which 
allows signals to travel one way only; the other is recurrent ANN architecture, which 
has signals traveling in both directions by introducing loops in the networks.  

 
 

        
      (a) Feedforward ANN architecture                  (b) Recurrent ANN architecture 

Fig. 1. Architectures of ANN 

There are two kinds of learning models for neural networks, one is supervised 
learning, and the other is unsupervised learning. The main properties of neural net-
works are as follows: (1) the structural property of parallel processing, distributed  
storage and its fault tolerance; (2) ability characteristics of self-learning, self-
organization and adaptability.  

For their differentiated structures and information processing methods, neural net-
works have achieved remarkable success in many practical application fields, such as 
pattern recognition; image processing; nonlinear optimization; speech processing; 
natural language understanding; target identification target automatically; robot, ex-
pert system, etc.  

2   Subject Integration 

Main problems with ANNs are as follows: the learning sometimes is difficult and 
slow; the knowledge base is not transparent; the storage capability is limited. Now, 
the applied research hot spots of neural network are subjects’ integration, on which 
the present paper focuses. As for subject integration, artificial neural networks have 
mainly integrated with wavelet analysis theory, fuzzy set, chaos theory, rough sets, 
genetic algorithm, expert system, gray system theory, etc. 
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2.1   Neural Networks and Wavelet Analysis Theory 

In 1974, French engineer J. Morlet put forward the concept of wavelet transform. A 
wavelet basis is constructed by Y. Meyer in 1986. The paper “Ten lectures on wave-
lets”, which published by I. Daubechies in 1992, play an important role in promoting 
the popularization of wavelet analysis theory [4]. In 1994, “Lifting Scheme” was put 
forward by Wim Swelden in Bell Labs, which was regarded as the second wavelet 
analysis theory. The fundamental idea behind wavelets is to analyze the signal at 
different scales or resolutions, which are called multiresolution, Wavelets are a class 
of functions used to localize a given signal in both space and scaling domains [5].  

The wavelet transform (WT) decomposes a signal )(tf  by performing inner prod-

ucts with a collection of analysis function ψ (a, b), which are scaled and translated 

version of the waveletψ . The wavelet coefficient ),( baW  of the function )(tf  is 

defined as follows [5]:  
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In recent years, wavelet transform (WT) techniques have been effectively used for 
multi-scale representation and analysis of signals. Wavelet analysis is becoming a 
common tool for analyzing localized variations of power within a time series. By 
decomposing a time series into time-frequency space, one is able to determine both 
the dominant modes of variability and how those modes vary in time. 

Wavelet neural network is a new kind of hierarchical and multiresolution artificial 
neural network which based on wavelet analysis theory. It has recently attracted great 
interest, because of its advantages over radial basis function network as it is universal 
approximators but achieves faster convergence and is capable of dealing with the so-
called “curse of dimensionality”. Sheng-Tun Li presented a robust wavelet neural 
network based on the theory of robust regression for dealing with outliers in the 
framework of function approximation. In order to enhance the robustness of wavelet 
neural network, the training procedure of the initial wavelet neural network was per-
formed by the least trimmed squares (LTS) in robust regression [6]. Yuehui Chen 
presented a local linear wavelet neural network. The difference of the network with 
the original wavelet neural network was that the connection weights between the 
hidden layer and output layer of the original wavelet neural network were replaced by 
a local linear model. A simple and fast training algorithm, particle swarm optimiza-
tion (PSO), was also introduced for training the local linear wavelet neural network, 
and brought forth better feasibility and effectiveness[7].  

Neural network, wavelet analysis theory and wavelet neural network have been 
used in many fields. For example, S.Cao presented a forecast method which was ap-
plied to forecast solar irradiance by combining recurrent BP network with wavelet 
transformation, and the method had been proved remarkable improvement through an 
example in the accuracy of the forecast for the day-by-day solar irradiance of a year 
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compared with that without combining wavelet transformation[8]. B.-F. Chen showed 
that the addition of the wavelet analysis to ANN method could prominently improve 
the prediction quality[9]. Ghosh-dastidar Samanwoy proposed a novel wavelet-chaos-
neural network methodology, which resulted in the highest classification accuracy, a 
high value of 96.7% [10]. 

2.2   Neural Networks and Fuzzy Sets 

The name of Professor Lotfi A. Zadeh is one of the best known names in the modern 
mathematics. His seminal paper “Fuzzy Sets”, which was published in 1965 in Infor-
mation and Control, has opened the fuzzy set theory, very dynamic area of the mod-
ern mathematical thinking. The fuzzy set theory enables us to structure and describe 
activities and observations which differ from each other only vaguely, to formulate 
them in models and to use these models for various purposes, such as problem-
solving and decision-making. This is an ability we already have as human beings, but 
which is not present in classical mathematics and not as a consequence in any sci-
ence-oriented methodology.  

Now, Fuzzy set theory is applied into the fields of automatic control, decision 
analysis, pattern recognition and artificial intelligence. Fuzzy logic techniques often 
use verbal and linguistic information from experts, and neural network extracts in-
formation from system to be learned or controlled. Since neural networks and fussy 
system have different advantages in learning function and in explicit knowledge ex-
pression of fuzzy rules, respectively, they can complement each other. Fuzzy Neural 
Network is a product of integration of neural network with fuzzy system to obtain the 
benefits of both fuzzy systems and neural networks [11]. Since fuzzy neural networks 
are inherently neural networks, they are mostly used in pattern recognition applica-
tions.  

In particular, neural fuzzy systems and genetic fuzzy systems hybridize the ap-
proximate inference method of fuzzy systems with the learning capabilities of neural 
networks and evolutionary algorithms [12]. A fuzzy neural network (FNN) controller 
which emulated the conventional IP controller was proposed for a vector controlled 
induction motor drive, a Sugeno type FNN was adopted for the proposed control 
system and the fuzzy neural network was so designed that the FNN controller be-
haved a robust nonlinear IP controller [13]. 

There are many different angles to neural networks and fuzzy logic. The fields are 
expanding rapidly with ever-new results and applications. This is especially useful for 
the more complicated neural network architectures like the Adaptive Resonance The-
ory of Stephen Grossberg (ART)[14]. Fuzzy ART incorporated computations from 
fuzzy set theory into ART networks [15]. 

2.3   Neural Networks and Chaos Theory 

As we all know that studies in chaos and nonlinear science have been a hot research 
topic in the last two decades or so. Neural network is a highly complicated nonlinear 
dynamic system, and there exists the chaos phenomena, so Chaos Neural Network 
comes into being when neural network is combined with chaos. Chaos Neural Net-
work is regarded as one of intelligent information systems which can be used to 
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 realize the computation of the practical world. At the present time, the study of Chaos 
Neural Network is still in its infancy. The research limited to the chaos properties of a 
neuron, to behavior analysis of a simple Chaos Neural Network. Many of the research 
focus on Aihara Chaos Neural Network model or Inoue Chaos Neural Network 
model. Chaos Neural Network which is formed by chaos neuron gains dynamic asso-
ciative memory function. The artificial neural network model with chaos behavior is 
able to be used for image recognition or fault diagnosis, etc. 

It was theoretically proved that one-dimensional transiently chaotic neural networks 
have chaotic structure in sense of Li-Yorke theorem with some given assumptions using 
that no division implies chaos. In particular, it is further derived sufficient conditions for 
the existence of chaos in sense of Li-Yorke theorem in chaotic neural networks, which 
lead to the fact that Aihara has demonstrated by numerical method [16].  

The best indication that chaos can be practically utilized in artificial neural systems 
was the performance of one that had already been developed. The chaotic system, 
which was designed to optically recognize four different types of industrial parts and 
determine whether or not they appear to be defective, was compared to non-chaotic 
artificial neural system implementations of the same problem and was found to have 
significantly superior performance in positively identifying both acceptable and unac-
ceptable parts [17]. Selective memorization, faster pattern recognition, and recogni-
tion of new patterns are the beneficial behaviors of integration of chaos and neural 
networks. Lipo Wang proposed a new model of cellular neural networks (CNNs) with 
transient chaos by adding negative self-feedbacks into CNNs after transforming the 
dynamic equation to discrete time via Euler’s method. The new CNN model had 
richer and more flexible dynamics, and therefore may possessed better capabilities of 
solving various problems, compared to the conventional CNN with only stable dy-
namics [18].  

2.4   Neural Networks and Rough Sets 

Polish scholar Z Pawlak published the paper Rough Sets in 1982, which proclaimed 
the news of the birth of Rough Sets Theory. Rough Sets Theory is a theory which 
researches on the expression, learning and induction of deficient data or inexact 
knowledge, is to discover or uncover tacit knowledge or hidden laws by way of ana-
lyzing or approximatively classifying on data, deduction of the relation of data, based 
on the classification of observing and measuring data.  

Rough Sets Theory can be used in the following application areas:  
(1) express no definite or inaccurate knowledge; (2) acquire Knowledge through 

instances; (3) analyze nonconformity information; (4) infer from no definite or in-
complete knowledge; (5) reduce data based on holding back valuable information; (6) 
close pattern classification; (7) recognize and evaluate reciprocal relationship among 
data.  

Rough sets and neural network are chosen for the combined method study because 
they can discover patterns in ambiguous and imperfect data, and provide tools for data 
and pattern analysis. The common characteristic of rough sets and neural networks is 
that both approaches have the ability to learn decision models by examples. The 
rough neural networks used a combination of rough and conventional neurons[19]. F. 
Xue employed rough set approach and Elman neural network to construct  
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five-category evaluation model commercial banks in China. The result shows that 
both the hybrid model of rough sets and Elman neural network is effective. The clas-
sification accuracies of hybrid model (83.19%) are higher than those of logistic model 
(77.31%). [20]. A rough neuron can be viewed as a pair of neurons. One neuron cor-
responds to the upper bound and the other corresponds to the lower bound. Upper 
neuron and lower neuron exchange information with each other during the calculation 
of their outputs. A rough set (RS) and fuzzy wavelet neural network (FWNN) were 
integrated, and the advantages and effectiveness of this method were verified by test-
ing [21]. 

3   Conclusion 

Neural networks are now a subject of interest to professionals in many fields, and also 
a tool for many areas of problem solving. We discover that neural networks are capa-
ble of solving complex problems with parallel computational architectures. Now, the 
researches of neural networks divide mainly into three aspects as follows: neural 
networks application research, neural networks implementation technique research, 
and neural networks’ theory study. The orientation of this field development lies in 
several directions: applied research, theory study and implementation technique re-
search, etc. Now, the hot spots of applied research are subjects’ integration, on which 
the present paper focuses. The prospects of neural network will be bright by the way 
of subject integration. 
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Abstract. An approach to solve complex combinatorial optimizations problems 
is the Ant Colony Optimization Metaheuristic (ACO). There are several varia-
tions of this metaheuristic. One of them, the Max-Min Ant System, is an algo-
rithm that presents excellent performance for some classes of combinatorial 
problems, such as Traveling Salesman Problem and the Quadratic Assignment 
Problem. This paper presents a method of convergence control of the Max-Min 
variation of Ant Colony Optimization Metaheuristic using paraconsistent logic. 
The proposed method can be adapted to any variation of the Ant Colony Opti-
mization Metaheuristic. 

Keywords: artificial intelligence, ant colony, hybrid system, paraconsistent 
logic. 

1   Introduction 

The Ant Colony Metaheuristic is a recent strategy that mimics the social behavior of 
ants looking for food. It has been showed effective for solving some classes of com-
plex combinatorial problems. This strategy was first proposed by Dorigo in 
[2][3][4][5]. After this, several studies were developed to improve some algorithm 
aspects and provide a better convergence of the search method used by the ant colony. 
Some examples are the Elitist Ant System based on an elitist strategy [5-6], the rank 
based strategy (ASrank) [7], the MAX-MIN Ant System (MMAS) [8] and the Ant 
Colony System (ACS) [9]. 

In order to work with inconsistency, imprecision, and uncertain knowledge, which 
are not foreseen in the original implementation of this metaheuristic, this paper pre-
sents a new approach using a Non-Classical Logic called Paraconsistent Logic. This 
logic, described in [14], has the characteristic of non validation of the Law of Non-
Contradiction.  Evidently, if a contradiction may be accepted under the point of view 
of these logics, then the classical rule is invalid. Therefore the statement that any 
proposition is inferred from a contradiction is invalid. Paraconsistent Logic is based 
on analog methods to the ones used in standard logic. Nonetheless, it is more  
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appropriate for the treatment of inconsistencies, contradiction, and uncertain knowl-
edge. Values may be attributed to the propositions so as to enable the paraconsistent 
logic application in practical computational problems. 

The paper is organized as follows: metaheuristic Ant Colony Optimization 
(ACO) is presented in Section 2. In Section 3, the annotated paraconsistent logic is 
discussed. Section 4 describes the proposed hybrid algorithm which composes the 
characteristics of metaheuristic ACO and paraconsistent logic. It also shows the 
experimental results obtained with the application of this technique. The conclu-
sions are presented in Section 5. 

2   The Metaheuristic Ant Colony Optimization 

The metaheuristic ACO is a swarm intelligence strategy which tries to imitate an ant 
colony behavior with the purpose of using it to solve combinatorial optimization 
problems. This type of problem is a NP-Complex, which is mathematical jargon for 
“hard”. In this case the aim is to maximize or minimize a function defined over a 
finite domain. Although it is easy to determine a possible solution for this problem, to 
test all the possible solutions is computationally unfeasible. 

In metaheuristic ACO, the ants build randomized solutions in a probabilistic form, 
based on the pheromone trail as well as on the heuristic problem specific information. 
The use of the pheromone trail to register the experience accumulated by the ants 
during the resolution of the problem makes the metaheuristic ACO different from the 
traditional heuristic methods. 

2.1   Analogy with the Real Ants 

The metaheuristic ACO was inspired in the experiences carried out by Goss et al [1], 
using an Argentine ant colony. To accomplish this experiment, the researchers built 
an environment with only two possible paths linking the nest and the food source, 
according to Fig. 1. 

 

 
Fig. 1. Picture of the Argentine Ant Experiment 

Each path has a different length. In order to get the food and return to the nest, the 
ant has to choose or the longer path or the shorter path. The experimental observation 
was that, after a transitory phase, most of the ants started using the shorter path. Also 
it was observed that the probability of the ants of selecting the shortest path increases 
when the difference of the path length increases. The choice for the shortest path may 
be explained in terms of a positive feedback loop and the different distances.  

ComidaNest Food



384 L.E. da Silva et al. 

Therefore, the ants never need to interact directly. This indirect communication is 
based in the local changes in the environment. 

When the Argentine ants travel from the nest to the food source, they deposit a 
chemical on the ground called “pheromone”. When they arrive at an intersection 
point, they make a probabilistic decision based on the pheromone amount left on the 
paths. This behavior has an autocatalytic effect, because it increases the probability 
that this path will be chosen again in the future. In the beginning of the experiment, 
there is no pheromone on the path, and therefore, the ants travel from their nest to the 
food by choosing any path with the same probability. The ants that choose the shortest 
path get the food first. A new decision is made when they make the way back. The 
track that they used before will present a greater amount of pheromone. This means a 
higher probability of being chosen. During this iterative process, more pheromone is 
deposited on the shortest path than the longest path. This process makes the shortest 
path more and more attractive until all the ants start using it. 

2.2   Overview of Metaheuristic ACO 

The metaheuristic ACO may be summarized in the following way: the ants in the 
colony, in an asynchronous and competing way, construct solutions to the modeled 
problem through the path definition in graph G, which represents the problem. Each 
ant’s choice is done through a probabilistic decision, by considering the pheromone 
trail and the heuristic information. During the construction process, or after the ant 
finalizes the path in the graph G, the (others) ants in the colony may assess the solu-
tion constructed, and thus deposit pheromone on the trail in order to favor the best 
solution found by the colony. In a simplified way, the metaheuristic ACO is repre-
sented through the pseudo-code in Fig. 2. 

The iterations repeat until the end condition represented by the function stopCondi-
tion() is satisfied. The end condition may be the maximum time determined for the 
search or until some solution quality parameter is reached. 

The metaheuristic ACO fundamental operations are: build the solution by the ant 
colony, update the statistics and structures utilized in the implementation of the meta-
heuristic, and the execution of any additional operation, such as the Local Search 
algorithm [7], in order to improve the found solution. 

This operation is optional, but it can determine the quality and the metaheuristic 
convergence speed for a solution. 

 

 
Fig. 2. Pseudo-code of the Metaheuristic ACO 

For(int t = 0; t < nTry; t++) { 
  iter = 1; 
  do { 
      buildSolution(e); 
      updatePheromone(); 
      updateStatistics(); 
      iter++; 
  } while (!stopCondition()); 
} 
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In the step buildSolutions(), each ant in the colony constructs a complete solution 
from a random component of the problem. According to the solutions found, addi-
tional operations may be executed in order to identify the good and bad solutions. The 
identification of the solutions computed in step buildSolutions() may be carried out in 
step updateStatistic(). 

2.3   Implementation of the Metaheuristic ACO 

Based on the experiment developed by Goss et al [1], Dorigo proposed an algorithm 
using ACO to solve The Traveling Salesman Problem (TSP) [8]. This problem is a 
good benchmark to test and compare the multiple variations constructed for this 
metaheuristic. An extended bibliography about the TSP topic can be found in [10].  

The problem consists in determining a minimum route length to visit a group of 
cities. The traveler must visit all the cities only once. In order to use the ACO, firstly 
the problem must be modeled through a graph. The vertices represent the states of the 
problem and the edges determine the cost of the link between the vertices. Each ant 
traveling in the path spreads pheromone on its trail. The ant has a memory of the 
visited vertices in order to avoid the use of the same path more than once. When the 
ant is on vertex i, it chooses the next vertex j using the probability function according 
to Eq. 1. 
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Where τij(t) determines the amount of pheromone between vertices i and j in iteration 
t. ηij represents the heuristic function which is specific for each problem, α and β de-
termine the relevance of the pheromone trail in relation to heuristic, and l represents 
the unvisited neighborhood of vertex i. 

According to Eq. 2, the pheromone trail evaporates at a constant ρ, in order to 
avoid the convergence of all the ants to a sub-optimal trail. 
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The whole process is repeated until all the ants find a path. The best path is chosen 
and a new iteration happens. The algorithm ends after n iterations, or until a time limit 
has been reached. After that, the best path found in all the iterations is chosen as the 
best solution. Several variations of this algorithm have been developed with the pur-
pose of improving the performance and obtaining better results. For example, the 
Elitist Ant System based on an elitist strategy [5-6], the rank based algorithm (ASrank) 
[7], the MAX-MIN Ant System (MMAS) [8] and the Ant Colony System (ACS) [9]. 

The Elitist-based strategy deposits an additional amount of pheromone to the best 
constructed solution. The ASrank is a variation of the elitist algorithm, where only a 
rank of best solutions is allowed to update the pheromone trails, with a rate propor-
tional to the quality of the solution. The MAX-MIN Ant System defines maximum and 
minimum values for the pheromone trail which limits the convergence of the results 
to local minimals. The Ant Colony System introduces the possibility of updating the 
local pheromone, differently from the other strategies which update at the end of the 
construction process. 
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3   Annotated Paraconsistent Logic 

It is common the real world applications present characteristics like inconsistency, 
imprecision, and uncertain knowledge. Because the Classical Logic cannot deal with 
such characteristics, a new logic, called Paraconsistent Logic, was created in order to 
treat these characteristics [13, 14]. The results of several works and the possible ap-
plications about this logic were presented in [9 - 19]. 

In [15,16] the authors proposed an interpretation for the paraconsistent logic. The 
result is the Unit Square of Cartesian Plan (USCP) presented in the Fig. 3. In this 
interpretation a decision is made according to the degree of belief and disbelief about 
a fact. With this information, a taken decision could be true (D) or false (B), using the 
classical logic. And paracomplete (⊥), inconsistent (I) or undefined (U), using the 
paraconsistent logic.  

 
Fig. 3. Notable Points of USCP 

For a given pair (μ1, μ2), representing respectively the degree of belief and degree 
of disbelief, it is estimated the Degree of Certainty (DC) and the Degree of Uncer-
tainty (DU) as the equations Eq.3 and Eq 4 show: 

 

DU = μ1 + μ2 – 1 (3)

DC = μ1 - μ2 (4)
 
If four extra notable points are considered, as suggested in [15, 16], then the represen-
tation divide the USCP in new regions. This fact represents different conclusions that 
can be taken depending on the degree of belief and degree of disbelief about a fact. 

As suggested in [15, 16], four extra notable points are added: almost-true, almost-
false, almost-not-true and almost-not-false. As illustrated in the Fig 3, new regions 
are added to the USCP. This work considers, specially, four regions: totally inconsis-
tent, totally paracomplete, totally true and totally false. 

Using the degree of belief and disbelief, these regions can be described in the fol-
lowing conditions: 

 
If DC > 1/2 then output is totally true 
If |DC| > 1/2 then output is totally false 
If DU > 1/2 then output is totally inconsistent 
If |DU| > 1/2 then output is totally paracomplete 
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In order to describe the problem in more realistic way, a third variable is added to 
this interpretation. It is called Degree of Expertise (e) [15, 16]. This variable is in-
cluded in each diagnostic evaluation. 

 

 

Fig. 4. The Analyzer Cube 

The degree of expertise is represented by a perpendicular axis to the plane formed 
by the degree of belief and the degree of disbelief in the closed interval [0, 1]. In this 
case the 2-value Annotated Paraconsistent Logic (2vAPL) becomes the 3-value Anno-
tated Paraconsistent Logic (3vAPL), as shown in the cube in the Fig.4. 

Therefore the previous defined regions can be described by the following condi-
tions: 

If DC > e then output is totally true 
If |DC| >|- e| then output is totally false 
If DU > |1-e| then output is totally inconsistent 
If |DU| > |e-1| then output is totally paracomplete. 

4   The Proposed Algorithm 

This section describes the proposed hybrid algorithm that performs a filtering method 
in the Colony Ant Algorithm, as showed in the Fig 5. During each iteration step, each 
ant uses the 3vAPL in order to decide which path to take. When the decision is asser-
tive (Dx = totally true) this path is used by the ants. Otherwise, the probabilistic 
method based on Eq 1 is used. This mechanism can be used for any variation of the 
ACO metaheuristic. 

In order to use the 3vAPL, each ant uses the path knowledge, which is represented 
by the product between the pheromone and the heuristic information. The value of the 
best option is used as a belief degree and the value of the second best option is used as 
disbelief degree. The degree of expertise varies according to the number of iterations. 
The variation purpose in the degree of expertise is to become the ants more assertive 
at the end of each iteration. Because each time the ants use more the paraconsistent 
logic than the original probabilistic method, they take, each time more, the same deci-
sions and build similar solutions. The exceptions are the points where the difference 
between belief and disbelief does not allow a decision. 
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Fig. 5. Filtering the ACO Metaheuristic using 3vAPL 

According to the 3vAPL and given the same degree of belief and disbelief, differ-
ent degrees of expertise produce different diagnoses. The Fig. 6 shows the degree of 
expertise variation from 1 to 0. Each iteration the degree of expertise varies according 
to the Eq. 5. 

The algorithm becomes the ants more assertive causing the increase of the ACO 
convergence. Each time the ants build closer solutions. 

According to Fig. 6, if the degree of expertise is closer to 1, the diagnostic is al-
most always different of Dx. When the degree of expertise varies towards zero the 
diagnostic changes. When the degree of expertise is equal zero, the ants choose Dx. 

 

  

Fig. 6. The variation of the parameter in the cube 3vAPL and the different diagnoses to the 
same degree of belief and disbelief 

In each iteration the degree of expertise varies according to the Eq. 5. 
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Where i represents the iteration, δ represents the convergence variation and N repre-
sents the number of iterations. The convergence variation is showed in the Fig. 7. 
When δ = 1, the variation of the expertise is linear and, therefore, the convergence is 
linear also. For δ > 1, the convergence speed decreases and for 0<δ<1, the conver-
gence speed increases. 

The expertise variation goal is to increase the ant solution proximity. In a crescent 
manner the ants build solutions each time more similar. The difference is still the 
parts of the solution where it is not possible to use paraconsistent logic. 
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Fig. 7. Expertise variation determined by δ parameter 

In order to demonstrate the convergence increasing of the colony, it is computed 
the distance between the solutions of each ant. The Eq. 6, proposed in [7], computes 
the distance between the two travels s and s'. 

 

{ }'),(),(:),(|)',( sjisjijinssd ∉∧∈−=  (6) 

 
Where n is the number of the cities visited in the tour. The average distance for all the 
ant colony is computed in order to verify the convergence of the colony for a solution. 
With the proposed hybrid algorithm it is possible to control the convergence of the 
colony. The Fig 8 compares the convergence of the colony using the Max-Min 
method and the Max-Min hybrid with paraconsistent logic. 

In this experiment it is used the TSPLIB instance named eil76 with 76 ants, 5 tri-
als, and 300 iterations [11]. It is observed that the colony has a better convergence 
when using paraconsistent logic at each iteration. 
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Fig. 8. Convergence of the Paraconsistent Method versus MAX-MIN ACO metaheuristic 



390 L.E. da Silva et al. 

The Fig. 8 shows the convergence of the ants during one iteration of the experi-
ment. According to Eq. 6, the vertical axis denotes the average distance of the solu-
tion of the ants in the colony. The distance diminishes more sharply using the hybrid 
algorithm instead the Max-Min ACO metaheuristic. 

5   Conclusions 

An interesting strategy to solve complex computational problems is observed in how 
a colony of ants performs the search for food. The proposed approach uses the para-
consistent logic in the decision process and makes the colony able to deal with more 
realistic problems. As demonstrated in the previous sections, the proposed hybrid has 
better convergence of the ant colony at the end of each iteration. Another interesting 
characteristic is that the convergence can be controlled by the proposed method. 

The proposal for future works is to implement new strategies for the variation 
process, such as, to increase or to decrease the convergence of the ant colony. It is 
also considered the proposal of a new evaluation criterion for belief and disbelief in 
order to enable more ant accurate decisions. The application of this methodology for 
engineering problems requires also further researches.  
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Abstract. An Artificial Neural Network (ANN) is an information processing 
paradigm inspired by the biological nervous systems. It is composed of a large 
number of highly interconnected processing elements (neurones) working in 
unison to solve specific problems. The negative correlation learning encourages 
different individual network to study and trains different parts of the ensemble 
in order to make the whole ensemble study the whole training data better. This 
paper improves the method of negative correlation learning by using a BP algo-
rithm with impulse in the error function. The method is an algorithm in batches 
with more powerful generalization and study speed because it combines primi-
tive correlation learning with BP algorithm of impulse. 

Keywords: Artificial Neural Networks, Neural Network Ensemble, Negative 
Correlation Learning. 

1   Introduction 

Neural network simu lations appear to be a recent development. However, this field was 
established before the advent of computers, and has survived at least one major setback 
and several eras.Many importand advances have been boosted by the use of inexpensive 
computer emu lations. Follo wing an initial period of enthusiasm, the field survived a 
period of frustration and disrepute. During this period when funding and professional 
support was minimal, important advances were made by relatively few reserchers. 
These pioneers were able to develop convincing technology which surpassed the limita-
tions identified by Minsky and Papert. Minsky and Papert, published a book (in 1969) in 
which they summed up a general feeling of frustration (against neural networks) amo ng 
researchers, and was thus accepted by most without further analysis. Currently, the neu-
ral network field enjoys a resurgence of interest and a orresponding increase in funding. 

2   Artificial Neural Networks 

Artificial neural network (ANN) research is enlightened by biology to a certain ex-
tent, because the learning system of organism is made from an extremely complicated 
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network of mutual joint neuron. And the artificial neural network is similar on the 
whole with it. It is formed by the intensively joint of a series of simple units. Every 
unit has certain amounts of real number values input. (It may be an output of other 
units) ,and produce single real number values output. (The output  can become input 
of a lot of other units). At the beginning of the eighties, Scholars such as Rumelhart 
and Lecun[3] proposed the backpropagation algorithm of the multi-layer perceiving 
devices, which makes the research of the neural network become the focus of the 
study. From then on, the development of the neural network research is speedy. 

2.1   Perceptron 

By the end of the 50s ,the esthesia device that Rosenblatt had put forward is one of 
the main units forming the neural network. Esthesia device regards a real number 
value vector quantity as input, calculates the linear association of the input, then if the 
result is greater than a certain threshold value, exports 1, otherwise exports - 1. More 
precisely, if the input is 1x to nx ,the output calculating of the esthesia device is: 
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Every iw  is a real constant, or known as weight, which decides the contribution 

rate of output  of every ix . Among them, 0w−  is a threshold value, which is to 

make a sensor output, input and nn xwxwxwxw +++ .....332211  must be 
weighted more than the threshold value. 

To simplify the procedures, attached to a constant input 10 =x ,the formula above  
can be written in the style: 
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Studying an esthesia device, which means selecting the value of the weigh .So what 
the esthesia device should consider is that the supposed candidate space is equal to  
the weigh  vectorial  gathering of  all possible real number value .Formula (2)is called 
this unit to activate the function. In fact, it also can be the linear function, sigmoid 
function and so on, to activate the function. 

2.2   Feed-Forward Neural Network 

The neural network of feedforward is formed by several  joint unit. A neuron of the 
feed-forward neural network accepts the input from the front ,and outputs to the  
behind, without feedback.It can be described by a direction figure without cy-
cling.The nodes are divided into two groups in the picture, which are input nodes and 
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calculation units. The input of every calculation unit is unconditional, but the output is 
only one. And  the output can couple the inputs of other unconditional nodes. There 
are usually different layers in the feedforward network. The input of layer i is associa-

tive with 1−i  only , considering the input node is the first layer. The nodes of input 
and output are called seen-layers for they can be  linked  up to the external world and 
influenced by the environment directly, and the other intermediate layers are called 
latent layers, as shown in Fig. 1. Feed-forward ANNs allow signals to travel one way 
only; from input to output. There is no feedback (loops) i.e. the output of any layer 
does not affect that same layer. Feed-forward ANNs tend to be straight forward net-
works that associate inputs with outputs. They are extensively used in pattern recogni-
tion. This type of organisation is also referred to as bottom-up or top-down. 

 
 

Fig. 1. Feedforward neural network sketch map 

Kolmogorov proves that any continuous shining-upon function from input to out-
put can be realized by a latent network of 3 layers when the activating function of a 
neuron is micro. The premise is that enough latent units, proper activating functions 
of nonlinearity and weighs values. Normally  function to activate the neurons chooses 

Sigmoid function xe
xf −+

=
1

1
)(

, because the sigmoid function is non-linear, 
monotone, an unlimited number of micro,approximately regarding as threshold func-
tion with great weigh and close to an linear function with small weigh. 

The common neuron activation functions are also including hyperbolic function 
)tanh()( xxf = , and so on. 

3   Negative Correlation Learning 

1996, Solich and Krogh[4]provided the definition for the neural network ensemble, 
which was the neural network ensemble studied a same question with limited neural 
networks, The output of the ensemble under some input example is determined by all 
the output of the neural network forming the ensemble under the same input example. 

In the respect of the individual network of producing ensemble, the process of two 
stage designing is adopted by most methods, that is, firstly  the mission is to train  
individual networks independently and in turn, then make them form neural network 
ensemble . In this way, it not only loses the interaction between the individual net-
works, but also is without feedbacked between the stages of training and forming. So 
it could lead some individual networks having no contribution to the whole ensemble. 
In addition, the document points out, when the individual networks are  different 
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greatly in the neural network ensemble, the effect of the ensemble is better. However , 
it’s still a focus of research that how to get the individual networks with great differ-
ence and how to appraise difference degree between several networks at present. In 
this respect, the learning method of negative correlation provided by Liu and Yao in 
1990 is a very potential method. 

Negative correlation Learn ing (NCL) is a successful approach to designing neu-
ral network (NN) ensemble. Like many other learning methods, all the available 
data areused to train the ensemble during a single training session. However, in 
many real-world applications, the data are not available at one time. Therefore, it is 
desirable for a learning algorithm to be capable of acquiring knowledge from new 
data. Such a learning process is referred to as incremen tal learning [3]. In general, it 
is suggested that an incremen tal learning algorithm should enable the ensemble to 
use any new training data to further improve its performance, and preserve previ-
ously learned knowledge without access to the previous data. This could involve the 
ensemble having to accommodate new classes of data that are introduced with the 
new data [4] [5]. 

3.1   The Basic Concepts of Negative Correlation Learning 

The order of the negative correlation learning is to encourage differently individual 
networks of the different individual networks ensemble study learn to train different 
parts in the data ,in order to study the whole training gathering better for the neural 
network ensemble . The  difference between the negative correlation learning and the 
other methods of neural network ensemble is that , the way to train individual net-
works in other method is an independent or in- order way; while the way in the nega-
tive correlation learning is to induce a relevant punishment item for training these 
individual network simultaneously through the error function of the individual  net-
work of the neural network ensemble. That is to say, the purpose of every individual 
network’s training is to make the result of the whole neural network ensemble best. 

Given  the training data set ))}(,()),...,1(,{( 1 NdXdXD n

→→
= ,N stands for the 

sample size,where RX p∈
→

i    is the p-dimensional training pattern,we consider esti-

mating d by forming an neural network ensemble whose output is a simple averaging 

of outputs iF
of a set of neural networks.All the individual networks in the ensemble 

are trained on the same training data set D  

∑ =
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Where  )(nF i  is the output of individual network i  on the n th training pattern )(nx , 
)(nF  is the output of the neural network ensemble on the n th training pattern,and 

M  is the number of individual network in the neural network ensemble. 
The idea of negative correlation learning is to introduce a correlation penalty term 

into the error function of each individual network so that the individual network can 
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be trained simultaneously and interactively.The error function iE  for individual i on 

the training data set D  in negative correlation learning is defined by 
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2 )())()((
2

11 λ  
 

(5) 

Where N is the number of training patterns, ( )nEi  is the value of the error function 

of individual networks i  at presentation of the n th training pattern,and ( )nd  is the 

desired output of nth training pattern. In the right of the formula, the first item is the 
experience error function for individual networks i  .The second is the item of rele-

vance punishment. ip  stands for the function of the relevance punishment item of 

individual networks i  . By minimizing p  ,every individual network Error is  nega-

tive correlated with all the rest of the networks of individual errors, adjusting the 
punishment power through the reference 10 ≤≤ λ  . The form of the punishment 

function of  ( )npi on the sample n  is:  
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Observing formula  (4), (5) , (6) ,and (7), we can get:  
 

(1) During the training process,all the individual network interact with each other 
through their penalty terms in the error function.Each network Fi  minimises not 

only the difference between ( )nFi and )(nd ,but also the difference be-

tween )(nF and )(nd . That is ,negative correlation learning considers error what 

all other neural network have learned while training an neural network. 
 (2) For 0=λ ,there are no individual network are just training independently using 
BP.That is, independent training using BP for the individual networks is a special case 
of negative correlation learning. 
 (3) For 1=λ   ,from formula (7) we get                       
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The error function of the neural network ensemble on sample n  can be defined as 
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Observing formula (8)and(10),we can get:                                                 
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The minimisation of the error function of the ensemble is achieved by minimising   
the error functions of the   individual networks.Form this point of view,negative  orre-
lation learning provides a novel way to decompose the learning task of the ensemble 
into a number of subtasks for different individual networks. 

3.2   Deviation - Variance - A Compromise between the Covariance 

Mean-Squared Error (is abbreviated as MSE) can be used for weighing the generali-
zation performance of neural network and neural network ensemble.  

The mean-squared error formula of  the neural network that is widely known to all:  

( )2)),(]|[( DxFxdEEE DDmse −=
22 )]),([)],([(])|[)],([( DxFEDxFExdEDxFE DDDD −+−=  

(12)

The formula  (12) indicates, the  mean-square error can be shown as the sum of  de-
viation item and the variance item. The best way to obtain smaller deviation and 
smaller variance is to try hard to understand the priori information of the goal quation. 
The observation of  deviation and variance is useful to explain the following prac-
tices : go to look for the accurate priori knowledge of the form of  solution; make use 
of  training samples  as much as possible; it is essential to study the match situation of 
algorithms and designated question. The mean-squared error formula of neural net-
work ensemble is similar to the mean-squared error formula of  the neural network: 
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In the right of the formula (13), the first item is reflected the deviation of the neural 
network ensemble,  the second is reflected the variance, and the third is reflected the 
covariance of the neural network ensemble . The negative correlation learning can 
make the generalization performance of the neural network ensemble better through 
adjusting λ to keep the balance of deviation, variance and covariance.    

3.3   Improved Negative Correlation Learning 

In the primitive negative correlation learning, the training algorithm of every individ-
ual network in the neural network ensemble is the standard BP algorithm. Because of  
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the inherent characteristic of standard BP algorithm, the shortcoming is slow restraint 
for individual networks. The algorithm with impulse BP makes the renewing weigh in 
No.n time partly depend on the renewing weigh in No.n-1 time in order to search for 
the result with long step and accelerate the restraint. 
    In this paper, combining   the algorithm with impulse BP , the author provides an 
improved negative correlation learning for the study in batches of the neural network 
ensemble. 
Sept 1. Begin; 

Sept 2. Create neural networks  of  number M a  single-unit output of  BP as individ-
ual networks in neural network ensemble of number M , BPNi  stands for individual 

network i ; 

Sept 3. Initialize the weigh value of all individual networks into small value at ran-
dom; 
Sept 4. Before meeting the condition of stopping: D-training for every training sample 

),( tx
→

,do: 

    (1) For every individual Network BPNi ,do:Enter BPN i
  into sample

→
x , and calcu-

late the output ou  of every unit in BPNi ; 

    (2) Calculate ∑=
=

M

k
ktotal o

M
o

1

1  , ok  stands for the BPNi  output of  individual 

network of No. k; 
    (3) For every BPN i

of individual networks, do: 

a. For the output of every unit k in BPN i ,calculate the error item 

)()()1( ototald kokd kf kk −+−−← λλδ , f k
stands  for the derivation of the  acti-

vation function of unit k, λ stands for the punishment factor; 
b. For every hidden unit h in BPN i ,calculate the error item 

∑
∈

←
)(hDownstreamj

jhjhh wf δδ .Downstream (h) stands for the output units gathering con-

taining unit h in the direct input. w jh  is the weigh value associated with the input of 

No.h in unint j. 
    (4) About  every individual network BPNi , calculate  the renewed value )(iwmnΔ  of 

every hidden- layer node and output node according the current sample. For  example, 
the current training sample is the first sample in this turn, so 

xiw mnmmn δη=Δ )(  ,otherwise, )()( iwxiw mnmnmmn Δ+=Δ δη . 

    In the formula, )(iwmnΔ  stands for the renewed part of weigh value  between node 

n to m in the training turn of No.i, xmn  stands for the input from node n to unit m ,η  

is the study rate;Renew every weigh value of the network,in the formula 
)1()( −Δ+Δ+= iwiwww mnmnmnmn α  , α is the impulse factor ,Goto 4; 

  Sept 5. End. 
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4   Conclusion 

In this paper, the author introduces the basic conception of the negative correlation 
learning of the neural network ensemble,and analyses deviation, variance,a compro-
mise between the covariance. Besides,the author provides an improved negative  
correlation learning, combined by the negative correlation learning and the study al-
gorithms with impulse. Although there are some improvement in the study of the 
negative correlation learning of the neural network ensemble in the paper, much work 
are still waiting for complete in the study. For example,when selecting the proper 
punishment factor,the neural network ensemble can obtain very good generalization 
performance. But the selection of punishment factor often depends on experience pa-
rameters. It is the coming mission that how to select the proper punishment factor 
quickly. 
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Abstract. Floorplanning is a critical step in the physical design of Very
Large Scale Integrated (VLSI) circuits. Its main target is optimizing
the layout area and interconnection wire length of chips, which can be
transformed into a Multi-objective Optimization Problem (MOP). In this
paper, we propose a discrete Particle Swarm Optimization (PSO) algo-
rithm for MOP which could take many key objectives into consideration
and give a good compromise between them. The experiments on MCNC
benchmarks show that the proposed algorithm is effective, and gives out
many optional results for user’s choice according to partialness, which
can not be finished by traditional methods.

Keywords: discrete PSO, MOP, floorplanning.

1 Introduction

With the development of deep sub micrometer technologies, the complexity of
Very Large Scale Integrated (VLSI) circuits design increases drastically [1]. As an
important stage in the VLSI physical design cycle, floorplanning deals with the
positions, shapes and orientations of circuit modules and makes sure no two of
them overlap. It commonly aims at minimize the layout area and interconnection
wire length simultaneous [2]. Floorplanning has been proved to be NP-hard [9].
For years many algorithms have been developed applying stochastic search meth-
ods, such as simulated annealing and genetic algorithms, however, only a few of
them work explicitly on multiple objectives optimization[3]. Literatures[4,5,6]
used the weighted sum approach to minimize the area and wire length simulta-
neously. This approach always has a difficulty to assign the weights, and may
results in undesirable bias towards a particular objective.

As a population-based evolutionary algorithm, Particle Swarm Optimization
(PSO) was introduced by Eberhart and Kennedy in 1995 [7]. It is inspired by
the flocking behavior of birds, in which the flight of each individual is influenced
by its own experience and its companions’. PSO seems particularly suitable for
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multi-objective optimization mainly because of its high speed of convergence
that the algorithm presents for single-objective [8]. However, the development of
multi-objective PSO algorithms(MO-PSOs) is still in the preliminary stage [10].
In this paper, we propose a discrete PSO algorithm to solve the multi-objective
optimization in floorplanning. The objective is to minimize the layout area and
total interconnection wire length simultaneously. The particle is encoded into an
integer sequence in which each number stands for some module. A set of non-
dominance solutions is maintained while iterating. To decide the global best, a
fitness with phenotype sharing is defined, thus a non-dominance solution with
lower neighborhood density would be selected [11].

The rest of the paper is organized as follows. Section 2 gives a brief intro-
duction to the floorplanning problem. Section 3 describes the mechanism of
PSO. Section 4 depicts proposed algorithm for floorplanning in detail. Section
5 summarizes the results obtained on the MCNC benchmarks. Section 6 offers
concluding remarks followed by acknowledgements.

2 Problem Description

2.1 Data Structure

VLSI floorplan is to arrange the modules on a chip and the set of modules can be
represented as S = {M1, M2, . . . , MN}, where N is the number of the modules
and Mi (i=1,2,. . . ,N) represents the i-th module. There are two different kinds
of modules:

1. Hard module. The hard module’s shape is fixed, and is denoted as (W, H),
where W is the width while H is the height of the module.

2. Soft module. Soft module’s area is also fixed, but the ratio of width/height is
included in a given range. It can be denoted as (S, L, U), where S represents
the area, L and U the lower and upper boundary of the width/height ratio.

2.2 Floorplan Structure

There are two layout structures in floorplan, namely, slicing and non-slicing
floorplan. Slicing structure can be divided into two parts with recursive method.
The recursive process ends when each part holds a single module.

Fig. 1. Slicing floorplan and its slicing tree
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Fig. 2. Non-slicing floorplan

Figure 1 shows a slicing floorplan and its corresponding slicing-tree respec-
tively. The number in the figures denotes the division line and the letter denotes
the subregions divided. Figure 2 shows a non-slicing floorplan.

3 Particle Swarm Optimization

PSO is initialized with a population of random solutions of the objective func-
tion. The individuals in the population are called as particles. The updates of
the particles are accomplished according to the following equations. Equation
(1) calculates a new velocity for each particle (potential solution) based on its
previous velocity (vt−1

id ) and the personal best location (pid, or pBest) which the
particle has achieved so far and the global best location (pgd, or gBest) of the
population in history. Equation (2) updates i-th particle’s position in solution
hyperspace.

vt
id = w × vt−1

id + c1r1(pid − xt−1
id ) + c2r2(pgd − xt−1

id ) (1)

xt
id = xt−1

id + vt
id (2)

where t is the iteration index, d is the number of dimensions (variables), w is the
inertia weight, c1 and c2 are two positive constants, called acceleration constants,
r1 and r2 are two random numbers within the range [0,1]. A constant, Vmax is
often used to limit the velocities of the particles and improve the resolutions of
the search space.

According to (1) and (2), the first part of (1) represents the previous veloc-
ity, which provides the necessary momentum for particles to roam across the
search space. The second part, known as the cognitive component, represents
the personal thinking of each particle. The cognitive component encourages the
particles to move toward their own best positions found so far. The third part
is known as social component, which represents the collaborative effect of the
particles, in finding the global optimal solution[12]. The social component always
pulls the particle toward the global best particle found so far.

4 Discrete PSO for Multi-objective Floorplanning

4.1 Floorplan Representation

The slicing floorplan based on the floorplan representations can only solve the
planning problems with limited scope. On the contrary, the non-slicing floorplan
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is much more general, and can describe any type of packing in the practice appli-
cations. Due to this reason, many researchers focus on the non-slicing floorplan
representations.

In recent years, many important representations of non-slicing floorplan have
been proposed: Corner Block List (CBL) representation [13]; Sequence Pair (SP)
representation [14]; Bounded Slicing Grid (BSG) representation [15]; O-tree repre-
sentation [4]; Transitive Closure Graph (TCG) representation [5], etc. Literature
[2] introduces integer coding representation in the format of 〈V1, V2, . . . , Vi, . . . ,
Vn〉, where 1≤ Vi ≤n, Vi = j and it denotes that the i-th module is placed at j -th
position. Then a heuristic operator is deployed to adjust the modules while taking
both their shapes and directions into consideration. Literature [16] adopts the in-
teger coding representation proposed in [2], and modifies the heuristic adjustment
method. In this paper, the representation is similar to that in [2], but it only con-
tains the orderofmodeling, doesnot include the information of shape anddirection
of the modules. As a result, the modified representation canworkwith a much more
complicated modeling method to perform the floorplanning. In addition, the shape
and direction of the modules need to be encoded to convert the linear modules se-
riation into a two-dimensional floorplanning. Considering hard modules and soft
modules, the coding representation can be divided into two parts:

1. Hard module. The shapes of the modules are fixed while their directions are
undetermined. Let αj and βj denote the alternate direction and order of
the module Mi: α represents the relative long edge of Mi which is placed in
horizontality and β in verticality correspondingly, j is the order of module
Mi.

2. Soft module. In practice, the shapes of soft modules don’t vary arbitrarily,
some candidate ratios of width/height, such as 0. 5, 1. 0, 1. 5, . . . will be
given for choice[9]. So alphabets A, B, C, . . . can be used to denote the
order of coding: ‘A’ denotes the first one , ‘B’ the second one, etc. For
example,suppose one soft module has three ratios 0.5, 1, 2, and can be coded
by A, B, C. thus Ai denotes that current module is module i and it adopts
the first ratio 0.5.

Therefore, as to the sequence < α4, β1, A3, B2>, it represents that the order of
the modules is M4, M1, M3, M2 where M1, M4 are hard modules, M2, M3 are
soft modules, M3 adopts the first ratio and M2 adopts the second ratio.

4.2 Heuristic-Based Layout Decoder

During the decoding process, the layout of modules as specified by a floorplan-
ning is determined from a sequence. Let code x stands for the module sequence,
and some rules are needed to convert modules sequence to two-dimensional floor-
planning. Each particle x is converted into module sequence according to the
rules listed below:

1. Place the corresponding module of first element in x to the left bottom.
2. Place the other modules in the order of left to right.
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Fig. 3. Rules to place modules

3. If the module to be placed is overlapped with the assumed width, the algo-
rithm just starts a new line above the current one.

4. If the area usage proportion in the last line is less than 50%, the assumed
width should be increased to integrate the last line into the previous several

lines. That is, the assumed width is increased by sn/
n−1∑
i=1

hi; if the area

usage proportion in the last line exceeds 50%, the assumed width should
be narrowed to fill the last line with some modules placed in the previous

several lines. That is, the assumed width should be decreased by s∗n/
n∑

i=1
hi.

Where Sn denotes the area of the last line, and S∗
n is the area not be placed

yet in the last line, and hi is the height of the i-th line.

One special constraint should be added to Rule 2. That is, if the module to be
placed can be shifted a little right to reduce the height of floorplanning when
placing modules from left to right, the algorithm just places the module in the
lower place. For example, in Fig.3, if module j is to be placed in the order left
to right, it should be placed at point a. But this arrangement is not suitable
because placing module at point b could make its height lower. Considering the
constraint mentioned above, module j should be placed at point b.

4.3 Optimization Objectives

In this paper, the layout area f(x) can be written as follows:

f(x) = W (x) × H(x) (3)

where W(x) is the floorplanning width of the corresponding particle x, and H(x)
is the floorplanning height of x.

Half-perimeter wire length (HPWL) is computed for all the nets to estimate
the total wire length required. The HPWL is extensively employed because its
calculation is relatively simple and accurate [17]. It is equal to the weighted sum
of half-perimeters of the bounding boxes that encompass the modules incident
on each net. Therefore, the wire length can be determined as follows.

L = xmax − xmin + ymax − ymin (4)
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where xmax and xmin are the maximum and minimum x -coordinate of the
HPWL bounding box of the net, respectively. ymax and ymin are the maximum
and minimum y-coordinate of the HPWL bounding box of the net, respectively.
Thus considering a floorplanning problem with m nets, its layout comes out to
be A, its total wire length is

t(A) =
m∑

i=1

L(i) (5)

4.4 Discrete PSO

The proposed discrete PSO algorithm incorporates the crossover and mutation
operators in Genetic Algorithm (GA) to deal with the modules sequences.

The notion of mutation operator is incorporated into the first part of (1).

At
i = F1(Xt−1

i , w) =
{

F1(Xt−1
i ) r1 < w

Xt−1
i r1 ≥ w

(6)

where F1 indicates the mutation operator with the probability w, and r1 is
random number.

The second part and the third part of (1) adopt the notion of crossover operator.

Bt
i = F2(At

i, c1) =
{

F2(At
i) r2 < c1

At
i r2 ≥ c1

(7)

Xt
i = F3(Bt

i , c2) =
{

F3(Bt
i ) r3 < c2

Bt
i r3 ≥ c2

(8)

where F2, F3 indicate the crossover operator with the probability as c1, c2,
respectively. r2 and r3 are two random numbers.

Then we can get the following equation.

Xt
i = F3(F2(F1(Xt−1

i , w), c1), c2) (9)

4.5 Multi-objective Approach

For multi-objective optimization, we adopt the concept of dominance to compare
solutions. The personal best position can be use to store non-dominated solu-
tions generated in the past. While iterating, a set of non-dominated solutions is
maintained, and a global best should be selected from this set. Thus to make a
decision, a selection method is necessary, which should promote the swarm flying
towards the true pareto front and distributing along the front as uniformly as
possible.

The fitness function defined in [11] is applied, in which a particle is evaluated
by both pareto dominance and neighborhood density. For a global best, a non-
dominated solution with lower fitness value is selected. In particular, if several
solutions have the same fitness value, we choose a random one. The detail of the
fitness function is given below.
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Definition 1. As to particle xi and xj, the distance of the k-th objective is

fkdij = |fk (xi) − fk (xj)| (10)

Therefore, the objective distance of particle xi and xj is given as

fdij = f1dij + f2dij + . . . + fmdij (11)

where m is the dimension of the objective.

Definition 2. The number which particle xi is dominated is defined as

D (i) =
p∑

j=1

nd(i, j) (12)

where p is the size of neighborhood, and nd(i,j) is one if i-th particle dominates
j-th particle and zero otherwise.

Definition 3. For a given fdij, the sharing function is defined as

sh (fdij) =
{

1 if fdij ≤ σ
0 otherwise (13)

where σ is sharing parameter, m is the dimension of the objective.

Definition 4. The neighbor density measure of i-th particle is defined as

N (i) =
p∑

j=1

sh (fdij) (14)

where p denotes the size of neighborhood.

Definition 5. Given a N(i) and D(i), the fitness function of i-th particle is

F (i) = (1 + D (i))α × (1 + N (i))β (15)

where α and β are nonlinear parameters.

4.6 Algorithm Description

The details of algorithm are described as follows:
Step 1: Load modules data and initial the parameters of the PSO algorithm

(such as population size, generations, etc.).
Step 2: Initialize population, calculate the layout area and wire length, and

fitness value of each particle.
Step 3: Set the pBest of each particle and select the non-dominated solutions.
Step 4: Adjust the position and velocity of each particle according to (6)-(9).
Step 5: Calculate the layout area and wire length, and fitness value of each

particle.
Step 6: Update pBest of each particle and the non-dominated solutions.
Step 7: If termination condition is satisfied, the algorithm stops; otherwise,

go to step 4.
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5 Experimental Results

The algorithm was implemented as a MATLAB program running on a computer
with 2.00 GHz CPU and 2.00 Gb RAM. The experiments were tested on MCNC
benchmarks. The parameters for the PSO algorithm were set to the following
values: w decreased linearly from 0.9 to 0.4, c1 decreased linearly from 0.82 to
0.5, and c2 increased linearly from 0.4 to 0.83. Population size was set as 100,
and maximum number of generations was 5000. The nonlinear parameters in
fitness function α and β were set to be 3 and 1, respectively. The algorithm has
been run 10 times on each problem.

In order to validate algorithm, we compare it with O-tree [4], enchanced O-
tree [6] and TCG [5]. All the three algorithms applied weighted sum approach to
optimize the objectives (equal weights to area and wire length), thus they only
gave out one solution for a run. Fig. 4-8 show the pareto fronts obtained and the
compared results. It can be seen that the solutions distribute uniformly along the
pareto fronts, and the two objectives are in conflict, as any improvement in one
objective causes deterioration in the other. In terms of wire length, our algorithm
outperforms all the other methods on apte, hp and ami33, but is a little worse
on xerox and ami49. In terms of area, we obtain multiple solutions which are
not worse than the compared results on apte, ami33, xerox and ami49. For hp,
the area results are a little bigger which gives the high wire length savings.

To have a clearer view, we choose two solutions for each benchmark, which
are close to the compared results, and show the comparison in Table 1. The
algorithm is able to obtain better solutions on apte and competitive solutions
on ami33. For hp, the remarkable shorter wire length results are obtained at
the cost of small increase in area. For ami49, the area results are smaller than
that in O-tree and enhanced O-tree. Although the results obtained are a little
worse in some cases, our algorithm is able to provide multiple layout schemes
for floorplanning while other three algorithms only give out one solution.

Table 1. Comparison among our algorithm, O-tree, enhanced O-tree and TCG(A =
area(mm2), W = wire length(mm))

Algorithm
apte xerox hp ami33 ami49

A W A W A W A W A W

Our algorithm
48.4 202 20.3 490 9.7 95 1.24 49.6 38.8 886
48.5 195 21.0 423 9.8 82 1.25 49.5 39.3 855

O-tree 51.9 321 20.4 381 9.5 153 1.28 51 39.6 689
enhanced O-tree 52.0 321 20.4 381 9.4 152 1.30 52 39.9 703

TCG 48.5 378 20.4 385 9.5 152 1.24 50 38.2 663

6 Conclusions

In the paper, we describe a discrete PSO algorithm for multi-objective floorplan-
ning. It is easy to implement and can be extended for problems with more than
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two objectives. The experiment results on MCNC benchmarks show that the
approach is able to obtain a well distributing pareto front, and provide multiple
layout schemes for users. In some cases, the results obtained are not so competi-
tive compared with results in other literatures. It is probably due to the fact that
discrete PSO is usually easy to fall in to local optimum, and the settings of some
parameters need further study. Therefore, future work will focus on enhancing
the efficiency of the proposed DPSO.
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Abstract. An improved particle swarm optimization algorithm, CSPSO (Cha-
otic Species-based particle swarm optimization), is proposed for solving the 
template matching problem. Template matching is one of the image comparison 
techniques widely applied to component existence checking in the printed cir-
cuit board (PCB) and electronics assembly industries. The proposed approach 
adopts the special nonlinear characteristic and ergodicity of chaos to enrich the 
search ability of the species-based particle swarm optimization (SPSO). To test 
its performance, the proposed CSPSO-based approach is compared with SPSO-
based approach using two experimental studies. The CSPSO-based approach is 
proven to be superior to the original SPSO-based one in term of efficiency. 

Keywords: Chaotic Particle Swarm Optimization, Template Matching, PCB 
Manufacture. 

1   Introduction 

Template matching has been widely used in solving object locating and recognizing 
problems. This technique, especially in two dimensional image domains, has various 
applications, such as object recognition, object tracking and stereo correspondence. 
Templates can either be extracted by exemplar images [1, 2, 3] or created from mod-
els [4, 5, 6]. Template matching techniques can be classified based on the features 
used, for example, edge pixels [7], intensity patches [8] and wavelets coefficients [9, 
10]. In general, template matching requires similarity measures between the features 
of a template and the window of the captured image. Among several matching meth-
ods, Normalized Cross-Correlation (NCC) has been widely used as the similarity 
measurement [11, 12]. It reduces the sensitivity to captured images when compared 
with classical image subtraction and hence improves the robustness of the matching 
process. However, the evaluation of the correlation is computationally expensive 
because of the search for the closest captured image pixel of each template pixel. 
Sliding a template over the captured image in a pixel-by-pixel fashion is inefficient, 
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especially in a multiple template matching problem. In order to speed up the template 
matching process, Species-based Particle Swarm Optimization (SPSO) has been 
adopted to enhance the efficiency of the multiple template matching problem in a 
printed circuit board (PCB) inspection task [13].  

For PCB inspection, a number of inspection approaches with various capabilities 
and benefits have been proposed [3, 13-15]. Recently, evolutionary methods have 
been adopted to solve the template matching problem in PCB inspection. The Genetic 
Algorithm (GA) based template matching approach has been proposed by Crispin et 
al. and Li et al. in 2006 [3, 15]. The matching process has been improved, however, 
the computation resource required by GA was still high. In 2008, a PSO based tem-
plate matching algorithm was proposed [13]. Due to its simplicity, compared with 
GA, the run time has been greatly reduced with less parameter adjustment. Although 
the PSO based solution has been successfully demonstrated, a premature phenomenon 
can be observed due to its dependence on initial parameters and random initialization. 
In this paper, an improved SPSO template matching algorithm, incorporating chaos 
theory, is proposed. Chaos is a kind of behavior of certain dynamical systems, and it 
is complex and highly sensitive to initial conditions. Chaotic motion does not follow 
any regular pattern but is deterministic. Most importantly, every state is visited one 
time only. Due to its unique ergodicity, embedding chaos in PSO can improve the 
searching ability [16]. This paper describes a chaotic SPSO template matching 
method. The improved algorithm in the chosen cases provides an obvious enhance-
ment in terms of speed. 

In order to make the paper self contained, section 2 describes normalized cross-
correlation. Section 3 introduced why the template matching problem is formulated as 
a multimodal optimization problem. In section 4, the CSPSO is discussed. Section 5 
shows the tests of the proposed the CSPSO template matching method. The test re-
sults and comparison are included. Finally conclusions are drawn in Section 6.  

2   Template Matching Using Cross-Correlation 

Using cross-correlation for template matching is motivated by the idea of distance 
measure, which is the squared Euclidean distance. 

2 2

,
,

( , ) [ ( , ) ( , )]I t
x y

d u v I x y t x u y v= − − −∑  (1) 

 
where I is the source image and the total sum is over x, y under the template, t, located 
at u, v. In the expansion of d2: 

2

,
,

2 2( , ) [ ( , ) 2 ( , ) ( , ) ]( , )I t
x y

d u v I x y I x y t x u y v t x u y v= − − − + − −∑  (2) 

 

The term 2( ( , )t x u y v− −∑ is constant, and if the term 2 ( , )I x y∑ is approximately 

constant, then the cross-correlation term can be expressed by: 
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,

( , ) [ ( , ) ( , )]
x y

C u v I x y t x u y v= − −∑  (3) 

where C is a similarity measure between the window of the source image and the sub-
image (template). However, several shortages can be found when applying Equation 
(3) for template matching. For example, the equation is variant to changes in image 

amplitude, the image energy 2 ( , )I x y∑  cannot vary with position, and the range of 

C is dependent on the size of the template. Thus, normalizing the image and feature 
vectors to a unit length overcomes the disadvantages: 

,,
2 2

,, ,
1/ 2

[ ( , ) ][ ( , ) ]

[ ( , ) ] [ , ) ]
( , )

{ }

u vx y

u vx y x y

I x y I t x u y v t

I x y I t x u y v t
N C C x y

− − − −

− − − −
= ∑
∑ ∑

 
(4) 

where t is the mean grey-level intensity of the template and 
,u v

I is the mean grey-

level intensity of the captured image in the region coincident with the template. NCC 
is the Normalized Cross-Correlation. In multiple template matching, at each point (x, 
y), the NCCM value refers to the maximum of a set of NCC values which are calcu-
lated using corresponding templates. For example, at (x, y), NCC1 is computed using 
template 1 and NCC2, obtained using template 2 respectively. k is the number of tem-
plates. The NCCM value at a particular location can be obtained by: 

1 2( , ) m a x { ( , ) , ( , ) , . . . . . . , ( , ) }M kN C C x y N C C x y N C C x y N C C x y=  (5) 

where, 

,,
2 2

,, ,
1/ 2

[ ( , ) ][ ( , ) ]

[ ( , ) ] [ , ) ]
( , )

{ }
k

u vx y

u vx y x y

I x y I t x u y v t

I x y I t x u y v t
N C C x y

− − − −

− − − −
= ∑
∑ ∑

.
 

 

3   Reason for Formulating a Multimodal Optimization Problem 

Although one can directly apply the multiple template matching technique for multi-
ple objects detection, it is not efficient. Since the obtaining of one NCC value at each 
pixel needs repeated calculation of a set of NCC values to select the maximum, it is 
exceedingly time consuming. In the multiple template matching problem, the compu-
tational complexity, O, for an given image of size W × L and a total of b objects is 
(W•L)b. For a test image (Figure 3), the complexity is around (712•612)6, which is 
approximately 6.8x1033. In order to get an optimal solution with a shorter computa-
tional time, an efficient search method which can track multi-peaks (multiple NCCM) 
becomes essential.  

Multimodal optimization, used to locate all the peaks, has been extensively studied 
by many researchers [17, 18]. It is a fact that formulating the multiple template 
matching problem as a multimodal optimization problem is a successful method [13].  
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4   Chaotic SPSO for Template Matching  

Since the paper presents a version of a combined evolutionary search method for 
template matching, a brief literature review on SPSO is included. The CSPSO will 
then be introduced to solve the template matching problem. 

4.1   Species-Based PSO (SPSO) 

A PSO algorithm is an optimization technique which maintains a population of indi-
viduals, namely particles, where each particle is guided by the social interaction in 
order to reach the most promising area of the search space. The particles start at a 
random initial position in a multi-dimensional search space and search for the mini-
mum or maximum of a given objective function by flying through the search space. 
The movement of i-th particle, xi, depends on its velocity, vi, and the location where 
the personal best position so far, pi = (pi1, pi2, … pid), has already been found, or the 
neighborhood best position, lbesti = (lbesti1, lbesti2, … lbestid). When a particle’s 
neighborhood is defined as the whole swarm, the PSO is called the global version, 
otherwise it is a local one. Equation (6) updates the velocity of each particle, whereas 
equation (7) updates each particle’s position in the search space, and c1, c2 are cogni-

tive coefficients and 
1ϕ , 

2
ϕ  are two uniform random numbers from U(0, 1) [19].  

 

1 1 2 2( ) ( )id id id id id idv w v c p x c lbest xϕ ϕ= ⋅ + ⋅ ⋅ − + ⋅ ⋅ −  (6) 

 

id id idx x v= +  (7) 

 

The standard PSO, however, fails to locate multiple optima since the principle of PSO 
uses the best-fit particle in the whole swarm or a fitter particle chosen from its 
neighborhood to guide the whole swarm to converge to a single optimum. Li (2004) 
proposed a SPSO which enables the particles to search for multiple optima simultane-
ously to overcome the deficiency found in the standard PSO [20]. The notion of  
species in the SPSO can be represented by a group of particles that share common 
attributes based on some similarity measure, and it is measured in term of a distance. 
The smaller the distance, the more similar they are. The centre of a species is a spe-
cies seed which is the best-fit individual in the species, and all the particles in the 
species are confined within a circle of radius rs.  

4.2   Chaotic SPSO (CSPSO) 

Chaotic dynamics is incorporated into the SPSO, so that the search behavior can be 
enhanced. Comparing the tent map with the logistic map, the tent map shows the 
outstanding advantages and higher iterative speed [21] which is more suitable for the 
uniform distribution function in the interval [0, 1]. In this paper, chaos variables are 
generated using the tent map for initialization. The tent map is defined by the follow-
ing formula: 
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( )1 01 2 0.5 ,0 1 0,1,2,n nz z z nμ+ = − − ≤ ≤ = L，  

where [0,1]μ ∈  is a bifurcation parameter. 

(8) 

                   

When μ = 1, the tent map exhibits entirely chaotic dynamics and ergodicity in the 

interval [0, 1]. Figure 1 shows the distribution of two chaos sequences after 1500 
iterations with the initial point (x10 = 0.231, x20 = 0.356) in a 2D space. Each point can 
be described by (x1j, x2j), j = 1, 2, …, 1500. 

 
Fig. 1. Distribution of chaos variables 

The tent-map chaotic dynamics is used to initialize the particle swarm in the SPSO. 
Firstly, the tent map, 1μ = , is used to generate the chaos variables and update (8), 

and gives: 

( )( 1) ( )1 2 0.5i i
j jz zμ+ = − − 1, 2, ,j P= L  (9) 

 
where zj denotes the j-th chaos variable, and i denotes the chaos iteration number. Set 
i = 0 and generate P chaos variables by (9) and let i = 1, 2, …, m and generate the 

initial swarm. Then, the above chaos variable ( )i

jz  will be mapped into the search 

range of the decision variable: 

( )( )
min, max, min, ,  1,2, ,i

ij j j j jx x z x x j P= + − = L  (10) 
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The chaotic-initialized particle swarm, Xi, can be obtained by: 

1 2( , , , )i i i iPX x x x= L 1, 2, ,i m= L  (11) 

4.3   CSPSO for Template Matching 

When the template matching method is adopted, objects can be matched with one 
template. If the multiple-template matching method is used, multiple objects can be 
matched with the corresponding template. Both require a NCC value space of a cap-
tured image, for example, the test image (Figure 2), with 382 pixels x 362 pixels. 
Every NCC value is calculated exhaustively at each pixel by the template matching 
approach. Another test image (Figure 3), with 762 pixels x 612 pixels, has been tested 
in previous research studies [3, 13]. Each NCC value is calculated at each pixel by the 
multiple-template matching method. It is a fact that there are six global optima and 
many local optima. Each global optimum identifies a successful matching of the tem-
plate and the preferred object. The problems of locating the component and locating 
multiple resistors can be solved when all the global optimum are detected. Applying 
the CSPSO, each particle, initialized within the 2D search space and encoded in float 
format, represents one position. The solution is in terms of a rounded value of the 
particle location, which shows the corresponding pixel coordinates. The flow chart of 
the CSPSO-based multiple-template matching method is shown in Figure 4. 
 

 

 
 
 
 
 

 

Fig. 2. The test image of the main board and the component template 

   

 

 

Fig. 3. The test image of the printed circuit board (PCB) and the resistor templates 
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Fig. 4. The flow 0063hart of the CSPSO-based multiple-template matching 

5   Experiments and Results 

In order to reveal the improved performance of the proposed CSPSO-based template 
matching method, two experimental studies have been conducted. In the first study, 
 

 
800th iteration (6 components detected) 

 
2000th iteration (8 components detected) 

 
3500th iteration (9 components detected) 

 

Fig. 5. The snap-shots of the CSPSO-based template matching process of the main board (1st 
Study) 
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the template matching process is done based on the captured image of the main board 
(Figure 2). Then, the multiple-template matching process is done for the PCB image 
in the second study (Figure 3). In the first study, the parameters in the setup are: the 
swarm size is 50, the inertia weight is 0.5, the cognitive coefficients c1 = c2 = 2, the 
radius parameter is 30, and the particle velocity initializes between [−6, 6]. The algo-
rithm is coded in MATLAB and executed on a personal computer with an Intel 
1.6GHz CPU and a 1G RAM. The searching process at the 800th, the 2000th & the 
3500th iteration is shown in Figure 5.  

In the second study, the parameters in the setup are: the swarm size is 50, the inertia 
weight is 0.5, the cognitive coefficients c1 = c2 = 2, the radius parameter is 80, and the 
particle velocity initializes between [−4, 4]. The searching process at the 3500th, the 
5000th & the 6800th iteration is shown in Figure 6. 

In order to show the improved performance of the proposed CSPSO-based template 
matching method, comparisons of the above studies have been done using the 
CSPSO-based approach and the SPSO-based approach. For both methods, the pa-
rameter settings in each study are identical in order to maintain a fair comparison. The 
results are shown in Tables 1 to 4. 

 

 
3500th iteration (4 resistors detected) 

 
5000th iteration (5 resistors detected) 

 
6800th iteration (6 resistors detected) 

 

Fig. 6.  The snap-shots of the CSPSO-based multiple-template matching process of the PCB 
(2nd Study) 
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Table 1. Comparison of CSPSO template matching method with SPSO template matching 
method in the 1st Study 

Algorithm Min. Run Time 
(s) 

Max. Run 
Time (s) 

Successful 
Rate* (%) 

Time (Mean of 30 runs 
and Std. err.) 

SPSO 1.3440 3.8600 100 2.32 ±0.95 

CSPSO 0.4530 2.9690 100 1.96 ±0.80 

* Successful rate means how many times that all components can be successfully detected out of 30 runs. 

Table 2.  Number of components detected successfully within 3 sec. in the 1st Study 

Algorithm Min. detected 
components 

Max. detected 
components 

Detected components (Mean 
of 30 runs and Std. err.) 

SPSO 6 9 7.40 ±0.95 

CSPSO 9 9 9.00 ±0.00 

Table 3.  Comparison of CSPSO multiple-template matching method with SPSO multiple-
template matching method in the 2nd Study 

Algorithm Min. Run 
Time (s) 

Max. Run 
Time (s) 

Successful 
Rate* (%) 

Time (Mean and Std. 
err.) 

SPSO 13.6250 53.3600 100 32.39 ±14.48 

CSPSO 11.2970 32.8440 100 20.26 ±6.64 

* Successful rate means how many times that all resistors can be successfully detected out of 30 runs. 

Table 4.  Number of components detected successfully within 40 sec. in the 2nd Study 

Algorithm Min. detected 
resistors 

Max. detected 
resistors 

Detected resistors (Mean 
of 30 runs and Std. err.) 

SPSO 2 6   5.13 ± 1.37 

CSPSO 6 6 6.00 ± 0.00 

According to the comparisons, the proposed CSPSO-based approach has advan-
tages over the SPSO-based approach. Although both approaches have 100% success-
ful rate in locating all components, the CSPSO-based approach has a better efficiency 
than the SPSO-based approach in terms of averaged, maximum and minimum run 
time (Table 1). In the three-second-constrained test, the SPSO-based approach could 
not detect all nine components in all runs, unlike the CSPSO-based approach (Table 
2). Similar phenomena can be observed in the results of the 2nd study (Tables 3 and 4).  
The CSPSO-based approach guarantees to detect all components within the time con-
straints which can be considered as the processing time upper limits for the inspection 
tasks. The multiple-template matching process has been improved over 35% using the 
CSPSO-based approach, in terms of averaged run time.     
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6   Conclusions 

In this research, a chaotic species-based particle swarm optimizer is proposed for 
improving template matching problems. It is applied to solve the components and 
resistors detection problem based on the template matching and multiple-template 
matching techniques, and experimental results have been obtained. The results 
showed that the proposed CSPSO-based approach successfully located all the targets 
in all runs, and with a higher efficiency. In addition, the standard errors of the aver-
aged run time in both experimental studies were reduced using the proposed ap-
proach. It is a clear fact that the CSPSO-based approach can improve the template 
matching process in both efficiency and stability. In the future, the CSPSO-based 
approach will be applied to other template matching problems, in a larger scale. There 
is also a need to investigate how to best choose the species radius of the CSPSO mul-
tiple-template method, for example, by looking for a method to choose the species 
radius adaptively during the matching process.  
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Abstract. Many optimization problems in real world are dynamic in the sense 
that the global optimum value and the shape of fitness function may change 
with time. The task for the optimization algorithm in these environments is to 
find global optima quickly after the change in environment is detected. In this 
paper, we propose a new hybrid model of particle swarm optimization and cel-
lular automata which addresses this issue. The main idea behind our approach is 
to utilized local interactions in cellular automata and split the population of par-
ticles into different groups across cells of cellular automata. Each group tries to 
find an optimum locally which results in finding the global optima. Experimen-
tal results show that cellular PSO outperforms mQSO, a well known PSO 
model in literature, both in accuracy and complexity in a dynamic environment 
where peaks change in width and height quickly or there are many peaks.  

Keywords: Dynamic environments, Particle swarm optimization, Cellular 
Automata. 

1   Introduction 

In the real world, many applications are non-stationary problems which need to not 
only finding the global optimal solution but also keeping trace of its change. Parti-
cle swarm optimization algorithms (PSO) have gained popularity in recent years. 
PSO is a population-based method, a variant of evolutionary algorithms with mov-
ing towards the target rather than evolution, through the search space. The basic 
idea behind this approach is iterative ameliorating of global participant’s perception 
of the target by exchanging local information among them. However due to the 
static context of PSO usage, some issues arise when using them in dynamic envi-
ronments. These challenges lie in two aspects: outdated memory due to changing 
environment and diversity loss due to convergence. Of these two the diversity loss 
is by far more serious. It has been demonstrated that the time taken for a partially 
converged swarm to re-diversify, find the shifted peak, and then re-converge is 
quite deleterious to the performance of PSO [1]. 

In this paper we address diversity loss problem in adapting PSO to dynamic envi-
ronments and propose a variant of multi swarm method to solve it. To this aim, em-
bedded cellular automata are utilized to maintain diversity of particles and to scatter 
them over the search space. Particles in each cell of cellular automata search for a 
local optimum and broadcast the best solutions to neighborhood. Comparing the best 
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results found in neighboring cells and the best position in their cell, particles in a cell 
sets their direction towards the best solution found in their neighborhood and their 
best personal experience. However in moving towards dynamic optimum, preserving 
particle density in each cell below a threshold is of great concern. Hence upon arriv-
ing in a cell, a portion of particles may be reinitialized to keep particle density below 
this threshold. This mechanism makes the swarms spread out over the highest multi-
ple peaks across the environment, meanwhile helps convergence onto a local opti-
mum in a short time. Extensive experiments show that the proposed cellular PSO 
results less offline error than mQSO[2] a well known PSO model in literature, in 
environments which have many peaks or width and height of the peaks change very 
fast. 

The rest of this paper is organized as follows: Section 2 provides a brief introduc-
tion on PSO and an overview of the previous works on adapting PSO into dynamic 
environments. Section 3 introduces cellular automata as the foundations of our ap-
proach following by detailed specification of the proposed algorithm in section 4. 
Section 5 gives out the experimental results of the proposed model along with its 
comparison to best results gained in previous works. Finally in section 6 we conclude 
our paper. 

2   Related Work 

2.1   Particle Swarm Optimization 

The particle swarm optimization (PSO) algorithm is introduced by Kennedy and 
Eberhart [3] based on the social behavior metaphor. The fundament for the develop-
ment of PSO is hypothesis that a potential solution to an optimization problem is 
treated as a bird without quality and volume, which is called a particle, flying through 
a D-dimensional space, adjusting its position in search space according to its own 
experience and its neighbors.  

In PSO, the ith particle is represented as  pi=( pi1, pi2,,…, piD,) in the D-dimensional 
space. The velocity for particle i is represented as  Vi=( vi1, vi2,,…, viD,), which is usu-
ally clamped to a maximum velocity Vmax, specified by the user. In each time step t, 
the particles calculate their new velocity then update their position according to eq. 
(1) and eq. (2) respectively. 

( ) ( ) ( )( ) ( )( )1 1 2 21 best
i i i i it t t tv v c r p p c r lbest p+ = + − + −  (1) 

( ) ( ) ( )1 1i i ip t p t v t+ = + +  (2) 

Where c1 and c2 are positive acceleration constants used to scale the contribution of 
cognitive and social components respectively. r1 and r2 are uniform random variables 
in range [0,1].  best

ip  is the best personal position of particle i which has been visited 
during the lifetime of the particle. lbest is the local best position that is the best posi-
tion of all neighboring particles of particle i. 
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2.2   PSO in Dynamic Environment 

The application of PSO to dynamic problems has been explored in various literatures. 
In this section we provide a brief overview of the most relevant works which shapes 
foundations of our approach through addressing diversity loss in dynamic optimiza-
tion problems. 

The main idea behind multi-swarms approaches is to divide swarms into sub 
groups and place them on the best peaks found so far, while letting some particles 
explore for new peaks. Following this idea, Blackwell and Branke [2, 4] has sug-
gested dividing the whole population into several sub swarms incorporating three 
concepts, namely quantum particles, exclusion and anti-convergence. Quantum parti-
cles appear at random positions around the sub-swarm best ensuring a close chase of 
moving peaks. Exclusion operator regarding local interaction between swarms, upon 
falling their distance beneath a minimum threshold, reinitializes one with the aim of 
keeping diversity at a desired level. Moreover taking into account the possibly of 
existing more peaks than swarms, it is necessary to keep constantly patrolling for new 
and better peaks. To this end anti-convergence operator has been proposed. 

In [5], Blackwell et. al. introduced two variants of the canonical method in [6] ad-
dressing self adaptation problem. One starting with a single swarm and adding addi-
tional swarms as needed regarding a predefined number of total particles, the other 
fixing overall number of particles and dynamically distributes particles to swarms, 
usually starting with many swarms, slowly converging to the required number of 
swarms to cover all peaks. In both methods, by reducing the number of permanent 
quantum particles and converting all neutral particles to quantum particles for one 
iteration only after a change, convergence speed towards local peaks by maximizing 
its use of neutral particles has been increased.  

Lung and Dumitrescu used two collaborating populations of equal size to avoid 
premature convergence and to efficiently trace the moving optimum [7]. One is re-
sponsible for preserving the diversity of the search by using crowding differential 
evolutionary algorithm while the other keeps track of global optimum with a PSO 
algorithm. The collaboration mechanism is applied whenever a change is detected in 
the search space, or if the best individual in second population is too close to the best 
solution. The search of the second population is restarted by re-initializing it with the 
positions of individuals in the first population.  

In [8] Li and Yang proposed a multi-swarm method which  maintains the diversity 
through the run. To meet this end two type of swarms are used: a parent swarm which 
maintains the diversity and detects the promising search area in the whole search 
space using a fast evolutionary programming algorithm, and a group of child swarms 
which explore the local area for the local optima found by the parent using a fast PSO 
algorithm. This mechanism makes the child swarms spread out over the highest mul-
tiple peaks, as many as possible, and guarantees to converge to a local optimum in a 
short time. 

Du and Li [9] suggest dividing particles into two parts, of which the first uses a 
standard PSO enhanced a Gaussian local search and the second  uses differential mu-
tation acting as a patrol team around first to extend the search area of algorithm, and 
catch up with the moving optimum. The introduced strategies in these two parts,  
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respectively enhances the convergence ability of the algorithm and avoids being 
trapped into the local optimum. 

3   Cellular Automata 

Cellular automata are mathematical models for systems consisting of large number of 
simple identical components with local interactions in which space and time are dis-
crete. It is called cellular because it is made up of cells like points in a lattice or like 
squares of checker boards, and it is called automata because it follows a simple 
rule[10]. Informally, a d-dimensional CA consists of a d-dimensional lattice of identi-
cal cells. The simple components act together to produce complicated patterns of 
behavior. Each cell can assume a state from a finite set of states. The cells update 
their states synchronously on discrete steps according to a local rule. The new state of 
each cell depends on the previous states of a set of cells, including the cell itself, and 
constitutes its neighborhood (Figure 1). The state of all cells in the lattice is described 
by a configuration. A configuration can be described as the state of the whole lattice. 
The rule and the initial configuration of the CA specify the evolution of CA that tells 
how each configuration is changed in one step. Cellular automata perform complex 
computations with a high degree of efficiency and robustness. They are especially 
suitable for modeling natural systems that can be described as massive collections of 
simple objects interacting locally with each other [11, 12]. 

 

 

4   Proposed Model 

In previous multi-swarm methods [2, 5, 8] in order to prevent sitting of two or more 
swarm on a peak, every pair of swarms have to calculate their distance so that if they 
were too close, the worse swarm reinitialize. In the proposed model we omit the bur-
den of exhaustive distance calculations by cellular automata into the search space as 
shown in Fig 2. Hence, we call our model “Cellular PSO”. Although the term "Cellu-
lar PSO" was first used in [13], it was used as a synonym of a local best PSO with a 
Von Neumann neighborhood. 

In our model, D-dimensional cellular automata with CD equal cells are used in a 
D-dimensional environment. Therefore, a particle in search space can be assigned to 
one cell in cellular automata. This concept is used to preserve diversity in the search 
space. We define particle density of a cell c at time t, ρc(t) to be the number of parti-
cles which are positioned in boundaries of cell c at the specified time t. By keeping 
 

 
(a) 

 
(b) 

Fig. 1. Neighborhood in a 2-D cellular automata: a. Moore neighborhood b. von Neumann 
Neighborhood 
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Fig. 2. Embedding cellular automata in a 2-D Search Space 

 the particle density of all cells bellow a specified thresholdθ, we prevent all particles 
from converging to one cell. Therefore, only a portion of all particles can investigate a 
sub-space while there are particles available to search other parts of the space. More-
over, when particle density of cell i rise up beyond the acceptable thresholdθ, some of 
the particles in cell i are randomly selected to be reinitialized in the cellular automata 
as follows.  

First, status of a selected particle is changed to inactive. Then a randomly selected 
cell is assigned as destination of the particle. Distance of current cell and the destina-
tion cell is calculated and is set as the hop count for the selected particle. Afterwards 
at the next iteration, neighbors of cell i read this particle's information as part of state 
of cell i and add this inactive particle to their state while decreasing the particle's hop 
counter. This will continue until the destination cell receives this particle as part of 
one of its neighbors' state. At this time, particle will be activated and will begin 
searching in the new neighborhood.  

Moreover, the proposed model only uses local interaction between cells of cellular 
automata (lbest PSO model) to maintain better diversity among the cells. lbesti for all 
particles in cell i is defined the best position found in neighborhood of cell i, including 
cell i. 

In the proposed model, state of cell i is consists of following information.  
1. Best position found in cell i. (cbesti) 
2. Best position found in cell i and neighborhood of cell i since last environ-

ment change. (lbesti) 
3. Information of all particles currently exists in cell i, including particle posi-

tion, velocity, state, destination, and hop count. Where particle state can be 
active or inactive. When a particle is inactive it does no function evaluation. 
Particle's destination and hop count are only meaningful for an inactive par-
ticle which is headed to another cell as mentioned above. 

A change is detected by monitoring of lbest as in [14, 15]. After detecting an envi-
ronment change, memory of all cell including cbesti and lbesti and all particles' history 
is reset.  

At the beginning, N particles are initialized into cellular automata randomly. Then 
at iteration t cell i updates its state according to its current state and it neighboring 
cells' with the following rule. 

1. lbesti is updated by reading state of its neighbors, e.g. cell j, according to up-
date lbest procedure in Fig. 3.   
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Procedure updatelbest 

begin  

for All cell j, cellj is a neighbour of cell i do  

if  f(lbesti) < f(cbestj) then 

lbesti← cbestj 

end if 

for all pk∈Pj do 

if (pk is inactive) then 

pk.hop ← pk.hop-1; 

endif 

if (pk.hop > 0) then 

add pk to Pi 

else if ( pk.hop == 0 and pk.dst=i) then 

activate pk  

add pk to Pi 

endif 

endfor 

endfor 

end 

Fig. 3. Update lbesti  

,, 

Procedure updateParticles 

begin 

for all active particles pj  then 

update particle velocity according to eq. 3 

update particle position according to eq. 2 

if  cellof(pj(t+1) ≠ i then 
 deactivate pj 

 pj.dst← cellof(pj(t+1) 

 pj.hop← distance(i, pj.dst) 

 pj.initialize← false 

end if 

end for 

end 

Fig. 4. Update particle procedure for cell i 
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2. All particles pk in cell i updates their velocity according to eq. (3) 
( ) ( ) ( )( ) ( )( )1 1 2 21k k k k i kt t t tv w v c r pbest p c r lbest p+ = + − + −         (3) 

3. Particle's next position is calculated by eq. (2). If pk is leaving cell i to one of 
its neighbors e.g. cell j where i≠j, then cell ci will set the state of particle pk 
to inactive. Then at time t+1 when cell j receives state of cell i, it will acti-
vate particle pk and will add it to its state. (Fig. 4) 

 

4. After updating position of all particles, cell i checks its particle density. If the 
particle density in cell i, ρi(t), is above the specified threshold θ, some parti-
cles should scatter among the cellular automata. Therefore, θ-ρi(t) particles 
in cell i are randomly selected to be reinitialized in cellular automata as men-
tioned above. This will decrease particle density below the thresholdθ while 
increasing diversity of particles in search space. (Fig. 5) 

 
 

Procedure ParticleDensityControl 

begin 

if ρi> θ then 

R←select θ-ρi(t)  particles randomly; 

for all particle pi∈R do 

pi(t+1).statue ← inactive 

pi(t+1).destinationCell ← a random cell of CA 

pi(t+1).hop ←distance of pi(t+1).destinationCell,c 

pi(t+1).init ← true 

end for 

end if 

end 

Fig. 5. Density control procedure for cell i 

5   Experimental Study 

5.1   Dynamic Test Function 

Branke [16] introduced a dynamic benchmark problem, called moving peaks bench-
mark problem. In this problem, there are some peaks in a multi-dimensional space, 
where the height, width and position of each peak change during the environment 
change. This function is widely used as a benchmark for dynamic environments in 
literature [8, 17].  

The default parameter setting of MPB used in the experiments is presented in Ta-
ble 1. In MPB, shift length (s) is the radius of peak movement after an environment 
change. m is the number of peaks. f is the frequency of environment change as  
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number of fitness evaluations. H and W denote range of height and width of peaks 
which will change after a change in environment by height severity and width severity 
respectively. I is the initial heights for all peaks. Parameter A denotes minimum and 
maximum value on all dimensions. 

For evaluating the efficiency of the algorithms, we use the offline error measure, 
the average deviation of the best individual from the optimum in all iterations.  

 

5.2   Experimental Settings 

In this study we have tested our proposed model on MPB and compared the results 
with mQSO [2]. In  [2] Blackwell and Brank have shown that mQSO results less 
offline error than standard PSO with re-initialization [15] and Hierarchical Swarms 
[18]. Therefore we omit the results of those algorithms and only compare cellular 
PSO with mQSO 10(5+5q) and mQSO10 (10+0q) which have the parameters reported 
in [2] (rexcel=31.5, rconv=0.0). 

For Cellular PSO (CPSO), based on the previous experimental work[19], the ac-
celeration constants C1 and C2 were both set to 1.496180, and the inertia weight w 
was 0.729844. We set maximum velocity for a particle equal to the neighborhood 
distance on the cellular automata. Hence, a particle will not move further than 
neighboring cells. The size of swarm has been set to 100 particles for all the experi-
ments respectively. In cellular PSO, cellular automata with 10D cells in a 
D-Dimensional space have been used. In the cellular automata neighborhood has been 
defined as Moore neighborhood with a neighborhood of 1 cell for D=2,3, and 2 cells 
for D=4,5. Moreover, the maximum allowed particle density (θ), was set equally in all 
cells to 10 particles per cell. 
 

5.3   Experimental Results 

Average offline error and 95% confidence interval in 100 runs for different frequency 
of environment change and different number of peaks for both CPSO, 
mQSO 10(5+5q), and mQSO 10(10+0q) algorithms are presented in Table 2 -Table 7. 
For each environment, offline error of the all algorithms have been compares  

Table 1. Parameters of Moving Peaks Benchmark 

Parameter Value 

number of peaks m 10 
f every 5000 evaluations 

height severity 7.0 
width severity 1.0 

peak shape cone 
shift length s {0.0} 

number of dimensions D 5 
A [0, 100] 
H [30.0, 70.0] 
W [1, 12] 
I 50.0 
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statistically (with error 0.05) and the result(s) of the algorithm(s) performing signifi-
cantly better than others is printed in bold. 

In the fastest changing environment, where the peaks change every 500 iterations 
(Table 2), cellular PSO performs significantly better than mQSO for different number 
of peaks. This superiority also exists in the environment here the peaks change every 
1000 iterations (Table 3), for different number of peaks but for the 10 peaks environ-
ment in which there is no significant difference between offline error for CPSO and 
mQSO 10(5+5q). 

By decreasing the dynamicity of the environment (increasing f), a trend in differ-
ence of CPSO and mQSO can be seen in which CPSO breaks out to perform the same 
as or even worse than mQSO 10(5+5q) where the number of peaks is around 10 (Ta-
ble 3 through Table 6). This trend, which can be due to specific tuning of 
mQSO 10(5+5q) for 10 peaks environments [2], is describe as follows. 

The trend begins in environment with f=1000 (Table 3) where CPSO performs sig-
nificantly better than mQSO 10(5+5q) for all number of peaks but the 10 peaks envi-
ronment where there is just no significant difference between offline error of CPSO 
and mQSO 10(5+5q). This pattern expands in the environment with f=2500 (Table 4) 
where not only for the environments with 30 or less peaks CPSO and mQSO 10(5+5q) 
do not have any significant difference in offline error, but also for the 10 peaks envi-
ronment mQSO 10(5+5q) results significantly less offline error than CPSO. Almost 
the same pattern repeats for the environment with f=5000 (Table 5), but with not only 
mQSO 10(5+5q) performs better than CPSO in the 10 peaks environment but also it 
expands this superiority for the single peak environment. The increasing trend can be 
better seen in the least changing tested environment where f=10000 (Table 6) in 
which CPSO can only compete with mQSO 10(5+5q), in terms of offline error, for 
environments which have 30 peaks or more. 

Furthermore, for environments that positions of the peaks also change with s=1 
(Table 7 and Table 8), CPSO still outperforms mQSO in low dimensional highly 
dynamic environments (D=2 and f=500) or when the environment has few peaks. But 
when either the dimension or number of peaks increases, mQSO 10(5+5q) performs 
significantly better than cellular PSO. 

Although introducing new parameters in cellular PSO, e.g. size of cellular auto-
mata and particle density threshold, might be considered a drawback for the proposed 
model, the experimental results that cellular PSO can outperform mQSO[2] in various 
environments without changing value of its the parameters.  

Table 2. Offline error for different number of peaks ( f =500 and s=0) 

m CPSO mQSO 10(10+0q) mQSO 10(5+5q) 
1 9.78±0.79 35.22±3.10 24.97±2.61 
5 1.91±0.18 5.83±0.86 3.91±0.56 

10 1.44±0.13 2.56±0.17 1.89±0.17 
20 2.40±0.06 3.39±0.05 2.94±0.04 
30 2.90±0.08 3.84±0.05 3.50±0.05 
40 3.12±0.07 4.09±0.05 3.81±0.05 
50 3.31±0.08 4.29±0.05 3.92±0.05 
100 3.57±0.06 4.59±0.04 4.31±0.05 
200 3.75±0.07 4.72±0.05 4.45±0.05 
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Table 3. Offline error for different number of peaks ( f =1000 and s=0) 

m CPSO mQSO 10(10+0q) mQSO 10(5+5q) 
1 7.37±0.53 14.56±1.49 12.25±1.42 
5 1.56±0.17 3.18±0.43 2.68±0.23 

10 1.33±0.11 1.77±0.09 1.29±0.07 
20 2.22±0.08 2.64±0.05 2.46±0.06 
30 2.74±0.08 3.20±0.05 3.05±0.06 
40 2.89±0.08 3.42±0.05 3.36±0.06 
50 2.98±0.07 3.58±0.06 3.45±0.06 
100 3.27±0.08 3.95±0.06 3.78±0.06 
200 3.43±0.08 4.03±0.06 3.92±0.07 

Table 4. Offline error for different number of peaks ( f=2500 and s=0) 

m CPSO mQSO 10(10+0q) mQSO 10(5+5q) 
1 6.10±0.55 6.49±0.59 5.43±0.58 
5 1.17±0.18 1.87±0.21 1.38±0.11 

10 1.08±0.09 1.48±0.10 0.90±0.06 
20 2.19±0.11 2.39±0.07 2.21±0.08 
30 2.62±0.11 2.87±0.09 2.71±0.08 
40 2.77±0.12 3.07±0.08 2.92±0.08 
50 2.94±0.09 3.28±0.08 3.20±0.10 
100 3.08±0.10 3.66±0.09 3.56±0.09 
200 3.22±0.11 3.77±0.10 3.66±0.10 

Table 5. Offline error for different number of peaks (f =5000 and s=0) 

m CPSO mQSO 10(10+0q) mQSO 10(5+5q) 
1 5.23±0.47 3.36±0.31 2.92±0.30 
5 1.09±0.22 1.25±0.13 0.97±0.08 

10 1.14±0.13 1.54±0.13 0.85±0.08 
20 2.20±0.12 2.23±0.11 2.09±0.12 
30 2.67±0.13 2.67±0.10 2.62±0.13 
40 2.70±0.13 2.98±0.13 2.99±0.13 
50 2.77±0.13 3.13±0.13 3.02±0.13 
100 2.97±0.14 3.58±0.13 3.41±0.14 
200 3.14±0.12 3.52±0.11 3.48±0.13 

Table 6. Offline error for different number of peaks ( f =10000 and s=0) 

m CPSO mQSO 10(10+0q) mQSO 10(5+5q) 
1 4.18±0.39 1.59±0.16 1.49±0.15 
5 0.85±0.16 0.67±0.10 0.53±0.06 

10 1.10±0.18 0.90±0.08 0.57±0.07 
20 2.26±0.18 1.98±0.09 1.86±0.11 
30 2.57±0.17 2.49±0.11 2.48±0.13 
40 2.72±0.18 2.88±0.12 2.87±0.13 
50 2.89±0.16 3.05±0.12 2.89±0.13 
100 2.90±0.16 3.28±0.13 3.27±0.13 
200 3.17±0.17 3.68±0.13 3.34±0.13 
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Table 7. Offline error for CPSO for different number of peaks and dimensions, f =500 and s=1 

m D 2 3 4 5 

1 4.58±0.16 7.43±0.33 9.23±0.34 11.41±0.68 

5 3.45±0.10 4.40±0.15 6.43±0.19 6.83±0.18 

10 3.42±0.06 4.29±0.08 6.34±0.12 6.81±0.17 

20 3.44±0.03 5.11±0.05 6.50±0.08 7.73±0.07 

30 3.42±0.03 5.46±0.07 6.78±0.06 8.39±0.11 

40 3.35±0.03 5.65±0.07 6.89±0.05 8.64±0.11 

50 3.29±0.03 5.63±0.07 6.96±0.05 8.63±0.11 

100 3.03±0.02 5.41±0.05 6.87±0.05 8.93±0.12 

200 2.76±0.01 5.00±0.04 6.61±0.04 8.68±0.11 

Table 8. Offline error for mQSO10(5+5q) for different number of peaks and dimensions, f =500  
and, s=1 

m  D 2 3 4 5 

1 9.01±0.24 17.43±1.98 22.81±3.20 28.38±1.89 

5 5.15±0.12 6.96±0.45 7.57±0.57 8.80±0.45 

10 4.63±0.06 5.59±0.20 5.50±0.21 5.74±0.08 

20 4.36±0.03 5.27±0.07 6.01±0.06 6.80±0.04 

30 4.18±0.03 5.37±0.07 6.49±0.07 7.28±0.04 

40 4.04±0.02 5.49±0.06 6.66±0.08 7.52±0.04 

50 3.92±0.02 5.48±0.07 6.82±0.06 7.67±0.04 

100 3.51±0.01 5.21±0.05 6.92±0.04 7.92±0.04 

200 3.09±0.01 4.73±0.04 6.76±0.04 7.91±0.04 

6   Conclusions  

In this paper, we have proposed a new particle swarm optimization algorithm called 
cellular PSO which tackles dynamic environments. Cellular PSO combines the power 
of particle swarm optimization with cellular automata concepts by embedding cellular 
automata into the search space and keeping particle density in each cell bellow a 
specified threshold. With local information exchange between cells, particles in each 
neighborhood look for a peak together.  

Compared to other well known approaches, our proposed model results more accu-
rate solutions in highly dynamic environments, modeled by MPB[16], where peaks 
change in width and height. Moreover, in the environments where positions of the 
peaks also change, cellular PSO results less offline error than mQSO where either 
number of dimensions or number of peaks are small. In addition, experimental results 
show that this superiority can be achieved without changing value of parameters of 
cellular PSO. Furthermore, cellular PSO requires less computational effort since 
unlike mQSO [2] it does not need to compute distance of every pair of swarms on 
every iteration. 
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Abstract. The layout design with dynamic performance constraints belong to 
NP-hard problem in mathematics, optimized with the general particle swarm 
optimization (PSO), to slow down convergence and easy trap in local optima. 
This paper, taking the layout problem of satellite cabins as background, pro-
posed an adaptive particle swarm optimizer with a excellent search perform-
ance, which employs a dynamic inertia factor, a dynamic graph plane radius 
and a set of dynamic search operator of space and velocity, to plan large-scale 
space global search and refined local search as a whole in optimization process, 
and to quicken convergence speed, avoid premature problem, economize  
computational expenses, and obtain global optimum. The experiment on the 
proposed algorithm and its comparison with other published methods on con-
strained layout examples demonstrate that the revised algorithm is feasible and 
efficient.   

Keywords: particle swarm optimization; premature problem; constrained lay-
out optimization; dynamic performance constraints. 

1   Introduction  

In recent years, a more complex layout problem is attracting a lot of attention, such as 
the layout design of engineering machine, spacecraft, ship, etc. Solving these kinds of 
problems need to consider some additional dynamic performance constraints, for 
instance, inertia, equilibrium, stability, vibration, etc. They are called as layout prob-
lem with behavioral constraints (constrained layout). Constrained layout belonged to 
NP-hard problem, which has not been well resolved till now. One effective way to 
solve the problem is to explore new algorithms. Recently, with the development of 
computational intelligent methods, for instance, the genetic algorithm, especially the 
evolutionary algorithms have demonstrated  their superiority in the combinatorial 
optimization problem[1,2,3]. 

As a newly developed population-based computational intelligence algorithm, 
Particle Swarm Optimization (PSO) was originated as a simulation of simplified 
social model of birds in a flock [4]. The PSO algorithm is easy to implement and 
has been proven very competitive in large variety of global optimization problems 
                                                           
∗ The work is supported by Key Project of Chinese Ministry of Education (104262). 



 Constrained Layout Optimization Based on Adaptive Particle Swarm Optimizer 435 

and application areas compared to conventional methods and other meta-heuristics 
[5]. Since PSO introduction, numerous variations of the basic its algorithm have 
been developed in the literature to avoid the premature problem and speed up the 
convergence process, which are the most important two topics in the research of 
stochastic search methods. To make search more effective, there are many ap-
proaches suggested by researchers to solve the problems, such as variety mutation 
and select a single inertia weight value methods, etc, but these methods have some 
weakness in common, they usually can not give attention to both global search and 
local search, preferably, so to trap local optima, especially in complex constrained 
layout problems [6, 7, 8]. 

In this paper, an adaptive particle swarm optimizer with a better search perform-
ance is designed, which employ multi-adaptive strategies to plan large-scale space 
global search and refined local search as a whole according to the specialties of con-
strained layout problems, and to quicken convergence speed, avoid premature prob-
lem, economize computational expenses, and obtain global optimum. We tested the 
proposed algorithm and compared it with other published methods on constrained 
layout examples. The experimental results demonstrated that this revised algorithm 
can rapidly converge at high quality solutions.  

2   Mathematical Model and PSO 

Mathematical Model. Taking the layout problem of satellite cabins as an example, 
the principle can be described as follows [3]: There is a two-dimension rotating circu-
lar table (called graph plane) with radius R and n dishes (called graph units) with 
uniform thickness, each of which has a radius ri and mass mi (i=1, 2,…, n), are in-
stalled on the graph plane as shown in Fig.1. Suppose that the frictional resistance is 
infinite. Find the position of each graph unit such that the graph units highly concen-
trate on the center of the graph plane and satisfy the following constraints: 

(1)  There is no interference between any two graph units. 
(2)  No part of any graph unit protrudes out the graph plane. 
(3) The deviation from dynamic-balancing for the system should not exceed a per-

missible value [δJ]. 
 

 

Fig. 1.  layout pattern of graph units 

Suppose that the center of the graph plane is origin o of the Cartesian system, the 
graph plane and graph units are just in plane xoy, the thickness of the graph units is 
ignored, and xi,yi are the coordinates of the center oi of the graph unit i, which is its 
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mass center also. The mathematical model for optimization of the problem can be 
formulated as follows: 
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PSO Algorithm. In the original PSO formulae, particle i is denoted as Xi= (xi1, 
xi2,...,xiD), which represents a potential solution to a problem in D-dimensional 
space. Each particle maintains a memory of its previous best position Pbest, and a 
velocity along each dimension, represented as Vi=(vi1,vi2,...,viD). At each iteration, 
the position of the particle with the best fitness in the search space, designated as 
gbest, and the P vector of the current particle are combined to adjust the velocity 
along each dimension, and that velocity is then used to compute a new position for the 
particle. 

In the standard PSO, the velocity and position of particle i at (t+1)th iteration are 
updated as follows: 
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Constants c1 and c2 are learning rates; r1and r2 are random numbers uniformly dis-
tributed in the interval [0, 1]; w is an inertia factor. 

To speed up the convergence process and avoid the premature problem, Shi pro-
posed the PSO with linearly decrease weight method [9]. Suppose wmax is the maxi-
mum of inertia weight, wmin is the minimum of inertia weight, run is current iteration 
times, runmax is the total iteration times, inertia weight is formulated as:  

( ) ( ).maxran/ranminwmaxwwmaxw ∗−−=  (7) 

3   Adaptive Particle Swarm Optimizer 

Due to the complexity of a great deal local and global optima, PSO is revised by four 
adaptive strategies to adapt the constrained layout optimization. 
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3.1   Improved Inertia Factor w 

The w has the capability to automatically harmonize global search abilities and local 
search abilities, avoid premature and gain rapid convergence to global optimum. First 
of all, larger w can enhance global search abilities of PSO, so to explore large-scale 
search space and rapidly locate the approximate position of global optimum, smaller 
w can enhance local search abilities of PSO, particles slow down and deploy refined 
local search, secondly, the more difficult the optimization problems are, the more 
fortified the global search abilities need, once located the approximate position of 
global optimum, the refined local search will further be strengthen to get global opti-
mum.  

According to the conclusions above, we used (8) as new inertia weight decline 
curve for PSO [10]. 

( )( )3030 ^maxrun/run*expmax*ww −=  (8) 

3.2   Dynamic Radius Expanding Strategy 

In (3), the graph plane radius R is constant, which will influence the fitness value 
computation and the result of search. In the search process, the more smallness the R 
is, the more convergence graph units are, and the algorithm quicken convergence 
speed, economize computational expenses. Evidently, taking the lesser radius to re-
place the R, the optima are searched in smaller area. But the lesser radius is kept in all 
search time, (2) and (3) will not be satisfy, so the lesser radius is expanded along with 
the search process, in this wise, the topological space is searched from smallness to 
bigness, the algorithm will get the lesser layout radius as well as harmony for (1), (2), 
(3) and (4). Suppose the lesser radius is R’, which is constructed as: 

( )( )( )340301 ^maxrun/run*exp.R'R −∗−∗=  (9) 

3.3   Dynamic Search Space Strategy  

Considering that all particles gather gradually to the current best region along with the 
run of the algorithm, the search space, which is becomingly reduced, is propitious to 
quicken convergence. Because of curtailment of the flight range, the global optima 
may be lost, synchronously, the capability of the algorithm, which breached the local 
optima, is debased [9, 10].  Therefore, the improved algorithm not only reduces the 
search space to quicken convergence, but also avoids the premature problem, thus an 
adaptive reducing and expanding strategy of search space are designed. In the end of 
each cycle, the algorithm figures out the global optimum of swarm, if the current 
optimum is better last one, reduce search space, or else expand search space, in the 
same breath, randomly initialize the speed and position of each particle. Suppose 
zmax’ and zmin’ are the current range of search space of the swarm, zmax and zmin 
are the initial range of search space of the swarm, respectively, the computed equation 
is defined as: 
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3.4   Dynamic Search Velocity Strategy  

To cooperate above strategy, adaptive reducing and expanding strategy of search 
velocity are designed. In addition, the range of velocity affects the convergence preci-
sion and speed of algorithm strongly [9, 10]. Suppose vmax and vmin are the range of 
search velocity of each particle, the computed equation is defined as: 
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t
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3.5   Algorithm Designing and Flow 

PSO, which is modified by the above methods, has the excellent search performance 
to optimize constrained layout problem, the design of the algorithm is as follows: 

All particles are coded based on the rectangular plane axis system. Considering that 
the shortest periphery envelope circle radius is the optimization criterion based on the 
above constraint conditions for our problem, the fitness function and the penalty func-
tion, which are constructed in our algorithm, respectively, can be defined as: 
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where λi (λ1=1,λ2=1,λ3=0.01) is the penalty factor. 

The flow of the algorithm is as follows: 

Step1. Set parameters of the algorithm; 

Step2. Randomly initialize the speed and position of each particle; 

Step3. Evaluate the fitness of each particle using (12) and determine the initial val-

ues of the individual and global best positions: t
idp , t

gdp ; 

Step4. Update velocity and position using (5), (6) and (8); 

Step5. Evaluate the fitness using (12) and determine the current values of the indi-

vidual and global best positions: t
idp , t

gdp ;  

Step6. Check the t
gdp , 1−t

gdp , adaptive reducing and expanding the range of search 

space and velocity using (10) and (11); 

Step7. Loop to Step 4 and repeat until a given maximum iteration number is at-
tained or the convergence criterion is satisfied. 
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4   Computational Experiments 

Taking the literature [2], [3] as examples, we tested our algorithm, the comparison of 
statistical results are shown in Tab.1and Tab.2, respectively.      

Parameters used in our algorithm are set to be: c1=c2 =2, wmax=0.55, runmax=2000. 
The running environment is: MATLAB7.1, Pentium IV 2GHz CPU, 256MRAM, Win 
XPOS. 

Example1. Seven graph units are contained in the layout problem. The radius of a 
graph plane is R=50mm. The allowing value of static non-equilibrium J is 
[δJ]=3.4g*mm. The result is in Table 1 and the geometric layout is shown in Figure 4 
(the particle size is 50). 

Table 1. Comparison of experimental results of example 1 

(a) Datum and layout results of example 1 

Graph units Literature [2] result Literature [3] result Our result 
number 

r(mm) m(g) x(mm) y(mm) x (mm) y(mm) x(mm) y(mm) 

1 
2 
3 
4 
5 
6 
7 

10.0 
11.0 
12.0 
11.5 
9.5 
8.5 

10.5 

100.00 
121.00 
144.00 
132.00 
90.25 
72.25 

110.25 

-12.883 
8.8472 
0.662 
-8.379 
-1.743 
12.368 
-21.639 

17.020 
19.773 
0.000 

-19.430 
0.503 

-18.989 
-1.799 

14.367 
-18.521 
2.113 

19.874 
-19.271 
-3.940 
-0.946 

16.453 
-9.560 
-19.730 
-4.340 
11.241 
22.157 
2.824 

-2.124 
5.306 
19.809 
8.609 

-14.951 
-22.151 
-13.323 

-0.396 
-20.137 
-2.138 
18.521 
-16.662 
-0.091 
16.776 

 
(b) The performance comparison of layout results of example 1 

Computational 
algorithm 

The least circle 
radiusincluded all 
graph units (mm) 

Static 
non-equilibrium 
(g.mm) 

Interference 
Computational 

time(s) 

Literature [1] 
Literature [2] 
Literature [3] 

Our 

32.837 
32.662 
31.985 
31.924 

0.102000 
0.029000 
0.018200 
0.000014 

0 
0 
0 
0 

1735 
1002 
1002 
427 

 
(c) The comparison of layout results of example 1 based on 40 times algorithm running  

Times Times The least 
Circle radius 

(mm) 
Literature 

[3]algorithm 
Our 

algorithm

The least 
Circle radius  

(mm) 
Literature 
[3]algorithm

Our 
algorithm 

≤32.3 
(32.3,32.5]
(32.5,32.7]
(32.7,32.9]

10 
16 
5 
2 

18 
12 
4 
4 

(32.9,33.1]
(33.1,33.3]

>33.3 
 

2 
2 
3 
 

1 
1 
0 
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(a) Literature [2] layout result  (b) Literature [3] layout result  (c) Our layout result 

Fig. 2. The geometry layout of example 1 

Example 2. Forty graph units are contained in the layout problem. The radius of a 
graph plane is R=880 mm. The allowing value of static non-equilibrium J is 
[δJ]=20g*mm. The result is inTable2 and the geometric layout is shown in Figure3 
(the particle size is 100). 

Table 2. Comparison of experimental results of example 2 

(a)Datum and layout results of example 2 

Graph units Literature [8] layout result Our layout result 
number 

r(mm) m(g)  x(mm)  y(mm)   x(mm) y(mm) 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 

106 
112 
98 

105 
93 

103 
82 
93 

117 
81 
89 
92 

109 
104 
115 
110 
114 
89 
82 

120 
108 
86 
93 

100 
102 
106 

11 
12 
9 

11 
8 

10 
6 
8 

13 
6 
7 
8 

11 
10 
13 
12 
12 
7 
6 

14 
11 
7 
8 

10 
10 
11 

192.971 
-69.924 
13.034 

-291.748 
343.517 

-251.1434 
95.268 

-619.634 
725.062 
127.487 
358.251 
694.612 
-151.494 
-486.096 
-406.944 
-531.396 
-281.428 
535.186 
349.187 
494.958 
-696.916 
-43.153 

-143.066 
-433.688 
-741.858 
292.820 

0 
0 

-478.285 
21.066 

-351.055 
674.025 
-252.899 
-421.032 

0 
175.174 
-104.181 
-206.946 
-350.475 
278.028 
-378.282 
27.583 

-570.129 
-82.365 

-668.540 
-527.668 
236.466 
196.294 
-725.316 
-159.158 
0.000 

431.997 

-406.913 
-133.026 
-652.724 
-208.031 
-56.032 
355.418 
306.078 
-8.460 

-193.583 
137.983 
-559.517 
-446.045 
-437.198 
222.554 
56.175 

-219.852 
150.121 
269.361 
-274.170 
10.145 

-557.408 
195.358 
-54.318 
-40.402 
-7.734 

599.694 

509.203 
353.611 
-119.745 
-394.883 
-262.519 
294.143 
-43.401 
676.766 
574.468 
-35.444 

-387.886 
-246.870 
176.132 
129.841 
479.052 
149.187 
-230.622 
465.973 
-219.527 
-465.729 
356.793 
624.570 
-669.958 
-69.055 
133.495 
-278.410 
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Table 2. (Continued) 

Graph units Literature [8] layout result Our layout result 
number 

r(mm) m(g)  x(mm)  y(mm)   x(mm) y(mm) 

27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 

111 
107 
109 
91 
111 
91 
101 
91 
108 
114 
118 
85 
87 
98 

12 
11 
11 
8 
12 
8 
10 
8 
11 
12 
13 
7 
7 
9 

-540.511 
154.296 
-317.971 
41.295 
103.622 
215.467 
540.248 
58.125 

-235.120 
510.413 
-29.219 
300.625 
234.066 
411.043 

495.023 
-671.681 
463.365 
-271.016 
538.523 
-213.844 
306.466 
341.687 
227.217 
520.918 
725.331 
240.313 
-494.031 
119.080 

-248.828 
431.355 
-649.609 
638.328 
-442.274 
672.381 
480.829 
-231.328 
438.638 
371.393 
576.449 
162.079 
-396.209 
226.556 

-607.028 
-503.252 
117.956 
90.684 
-43.810 
-88.260 
-105.474 
-51.749 
99.378 

-290.542 
303.176 
309.374 
-454.664 
-494.041 

(b) The performance comparison of layout results of example 2 

Computational 
algorithm 

The least 
circle radius 
(mm) 

Static 
non-equilibrium 

(g.mm) 
Interference 

Computational 
time(s) 

Literature [1] 
Literature [2] 
Literature [3] 
Our algorithm 

870.331 
874.830 
843.940 
769.819 

0.006000 
11.395000 
0.003895 
0.000325 

0 
0 
0 
0 

1358 
1656 
2523 
1724 

 

(a) Literature [3] layout result                                    (b) Our layout result 

Fig. 3. The geometry layout of example 2 
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5   Conclusions 

From table 1 table2, we can deduce that: PSO with four improved adaptive strategies 
harmonized the large-scale space global search abilities and the refined local search 
abilities much thoroughly, which has rapid convergence and can avoid premature, 
synchronously. The effectiveness of the algorithm is validated for the constrained 
layout of the NP-hard problems; the algorithm outperformed the known best ones in 
the in quality of solutions and the running time. In addition, the parameters of wmax, 
zmax, vmax and R’ are chose by human experience, which has the certain blemish. 
How to choose the rather parameters are one of the future works. 
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Abstract. Many real-world problems are dynamic, requiring an optimization 
algorithm which is able to continuously track a changing optimum over time. 
This paper presents a new variant of Particle Swarm Optimization (PSO) spe-
cifically designed to work well in dynamic environments. The main idea is to 
divide the population of particles into a set of interacting swarms. These 
swarms interact locally by dynamic regrouping and dispersing. Cauchy muta-
tion is applied to the global best particle when the swarm detects the environ-
ment of the change.  The dynamic function (proposed by Morrison and De 
Jong) is used to test the performance of the proposed algorithm. The  
comparison of the numerical experimental results with those of other variant 
PSO illustrates that the proposed algorithm is an excellent alternative to track 
dynamically changing optima. 

Keywords: multiple swarms, Cauchy mutation, dynamic optimization. 

1   Introduction 

Over these years, most research in evolutionary computation focuses on static optimi-
zation problems [1, 2]. However, many real-world problems are dynamic optimization 
problems (DOPs), where changes occur over time. This requires optimization algo-
rithms to not only find the optimal solution in a short time but also track the optimal 
solution in a dynamic environment. 

It has been argued [3] that evolutionary algorithms (EAs) may be a particularly 
suitable candidate for this type of problems, and over the past decade, a large number 
of EA variants for dynamic optimization problems have been proposed. Recently, the 
application of PSO to dynamic problems has also been explored [4-10]. 

Similar to EAs, PSO is a population-based technique, inspired from observing the 
social behaviors of flock of birds, a swarm of bees, or a school of fish and so on.  
Although that PSO has been proved as an efficient optimization algorithm for static 
functions, it is not adaptive to dynamic optimization. This is due to the following 
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reasons [4]: outdated memory, diversity loss and particles can not detect the change.  
Of these three difficulties, the diversity loss is by far more serious [10]. 

Various adaptations to PSO have been suggested to tackle the difficulties men-
tioned above, such as recalculating, re-randomizing, maintaining the diversity over 
time and multiple swarms or populations scheme and so on. In all of the approaches, 
multiple swarms or populations scheme has been proved to be beneficial. Blackwell 
and Branke [10] first introduced a version of a multi-swarm PSO, which aim to main-
tain a multitude of swarms on different peaks. Parrott and Li [9, 12] developed a 
speciation PSO, which could track multiple optima simultaneously with multiple 
swarms. 

This paper introduces a new dynamic multi-swarm method. Dynamic multiple 
swarms mean the neighborhood topology of the sub-swarms are changing by regroup-
ing and dispersing. Cauchy mutation is also applied to generate the new positions of 
the particles, which can balance the loss of diversity and the preservation of informa-
tion from previous search. Experimental results demonstrate that our proposed algo-
rithm performs well in dynamic optimization problems. 

The rest of the paper is structured as follows: Section II provides background in-
formation on dynamic environments and PSO. Section III introduces dynamic multi-
ple swarm optimizer with Cauchy mutation. Section IV discusses the experimental 
setup, problems used in experiments, performance measurements specific to dynamic 
environments, and analyses experimental results. Section V concludes the paper, 
summarizing the observations. Topics for further research are also mentioned in this 
section.  

2   Background 

In this section, we will first provide a more formal introduction to dynamic optimiza-
tion and measures to deal with DOPs, then PSO are discussed.  

2.1   Dynamic Optimization 

In contrast to static optimization, the goal in dynamic optimization is not only to reach 
the optimum but also to track its trajectory as closely as possible in the search space 
over time. A dynamic optimization problem can be described as: 

( , ) min, ,Nf x t x R t T→ ∈ ∈
r r

                                  (1) 

The objective function f depends on both the solution vector x
r

and time t . 

Many literature assume that the time of a change in the environment is known to 
the algorithm, or can be detected, e.g., by a reevaluation of the objective function at 
one or several of the attractors [7]. In this paper, our main focus is the effective 
mechanism to respond to the change of environment. These approaches can be 
grouped into one of the following categories: 

1) Recalculate the fitness value of each particle. The problem of outdated memory 
is usually solved by either simply setting each particle’s memory position to its cur-
rent position , or by reevaluating every memory position [5]. These approaches are 
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sensitive to the position of the new optimum; too close to the old one will be benefi-
cial to find the optimum quickly.  

2) Re-randomize a portion of the swarm, ranging from 10% to 100% of the particle 
[7]. Because changes in many real world problems are usually smooth so that it is 
often beneficial for PSO to make use of the useful information from previous search. 
However, It is difficult to determine a useful amount of diversity: Too much will 
resemble restart, while too little doesn’t solve the problem of convergence. 

3) Use memory to recall useful information from past generation [4]. This idea 
seems especially useful when the optimum repeatedly returns to previous locations.  

4) Maintain diversity throughout the run [4]. The diversity of the swarm is always 
maintained before or after any change. In this way, the algorithm can easily adapt to 
the changes since individuals are widely spread in the search space. The probability to 
find the solutions to the new problem becomes higher.  

2.2   Particle Swarm Optimization Algorithm 

As has already been explained in the introduction, particles move through the search 
space driven by attraction of their personal best found solution so far, and the best 
found solution in the neighborhood. 

In a PSO algorithm, each particle is a candidate solution equivalent to a point in a 
D-dimensional space, so the ith particle can be represented as ix

r
, each particle “flies” 

through the search space, depending on two important factors:
ip

ur
, the best position the 

current particle has found so far; and
gp

ur
, the global best position identified from the 

entire population (or within a neighborhood). 
In the beginning, particle positions and velocities are generated randomly. The al-

gorithm then proceeds iteratively, updating all velocities and then all particles update 
their positions and velocities using the following equations (2), (3). 

1 2*( * 1*( ) * 2*( ))i i g i i iV V c r p x c r p xχ= + − + −
ur ur uur ur uur ur

                         (2) 

         1i i ix x v+ = +
uuur ur uur

                                                 (3) 

Where 1, 2c c  represent the cognitive ans social parameters, respectively. r1 and r2 

are random numbers uniformly distributed in [0, 1].   

2

2

2 4c c c
χ =

− + −
                                                (4) 

Here, 1 2 4c c c= + >  and is commonly set to 4.1, , and the constant 
multiplier χ is approximately 0.7298.  

3   Dynamic Multiple Swarm Optimizer with Cauchy Mutation 

Although the dynamic multi-swarm particle swarm optimizer performs quite well for 
multimodel problems [11], it is not applicable to DOPs. Some other measures must be 
made up in the dynamic environment. Our proposed algorithm---dynamic multiple 
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swarms optimization with Cauchy mutation (DMS-PSO-CM) has the following char-
acters to deal with dynamic problems. 

1) Small Sized Swarms 
As the [11] showed that a comparatively smaller population size enhances to optimize 
for most multi-modal problems, a population with three to five particles can achieve 
satisfactory results. For dynamic multi-swarm optimizer which with small neighbor-
hoods performs better on complex problems. Another advantage is that small size 
swarm reduces the number of fitness evaluations, thus make the whole swarm could 
cope with the changing environment rapidly and flexibly. Hence, for the DMS-PSO-
CM, small neighborhoods are used again. We divide the whole population into small 
sized swarms; each swarm makes a local search in the search space. 

2) Disperse while sub-swarms are too close  
Since the small sized swarms are searching using their own best historical informa-
tion, they are easy to converge to local optimum, sometimes on different peaks, or on 
the same peak. In this case, we use dispersing mechanism to prevent the sub-swarms 
from converging to one local optimum. So every L generations, we will calculate the 
distances from the location of the global best particle to the other particles’. Here L is 
called dispersing period. According to the distances, we divide the all the sub-swarms 
into two categories, 70% of the particles nearby the global best particle and 30% of 
particles far away from the global best particle. Then the 70% of sub-swarms will 
update their positions in the opposite direction as the following equation as the fol-
lowing equation (5), thus avoid “having all the eggs in one basket”. 

 

                                 i i ix x v+1                                                     (5)  

3) Randomly Regrouping  
As all the sub-swarms evolve alone, if we keep the neighborhood structures un-
changed, then there will be no information exchanged among the swarms, and it will 
be a co-evolutionary PSO with these swarms searching in parallel. In order to avoid 
this situation, a randomized regrouping schedule is introduced. Every R generations, 
the population is regrouped randomly and starts searching using a new configuration 
of small swarms. Here R is called regrouping period. In this way, the good informa-
tion obtained by each swarm is exchanged among the swarms. Simultaneously the 
diversity of the population is increased. The new neighborhood structure has more 
freedom when compared with the classical neighborhood structure.  

4) Cauchy mutation after detect the change of environment 
Hu and Eberhart [7] list a number of these methods which involve randomization of 
the entire, or part of, the swarm. He point out that randomization implies loss of in-
formation gathered so far, it hard to decide the amount of swarm to re-randomize. 

Gaussian mutation if often used to jump out of the local optimum, at the same 
time, it could preserve the information from the previous search. Xin Yao [16] sug-
gested Cauchy mutation can perform better than Gaussian mutation. He also made a 
theoretical analysis for the first time on the relationship between the distance to the 
global optimum and the search step size, and the relationship between the search step 
size and the probability of finding a near optimum.   
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So in the paper, we decide to use Cauchy mutation to jump out the previous opti-
mum if the change of environment happened, and at the same time, to keep the useful 
information. The Cauchy mutation is shown in the formula (6): 

( ) * (0,1)g gmut p p Cλ= +
ur ur

                                     (6) 

gp
ur

 is the global best particle’s position found so far before the change of the envi-

ronment,  C(0,1) is the Standard Cauchy distribution. It's good exactly from experi-
ence obtained in some experiments that λ =0.1*(Xmax-Xmin). Here Xmax and Xmin 
is the boundary of the search space. 

When the swarm detected the change, we could use Cauchy mutation to generate 
the particles’ positions, where a portion of the particles are around the best position 
searched before, others may be further to search in a wide fitness landscapes. As is 
known that most real-world problems, the changes are most rather smooth and, thus, 
we can transfer the knowledge from past by Cauchy mutation with the mean 

gp
ur

and 

step size λ  . 
The pseudo code of DMS-PSO-CM is as following: 
 

m: Each swarm’s population size 
n: Swarms’ number 
L: Dispersing period; 
R: Regrouping period 
Max_gen: Max generations, stop criterion 
 
1: Initialize m*n particles (position and velocity) 
2: Divide the population into n swarms randomly, with m 

particles in each swarm. 
3:  For i=1: Max_gen 
4:      Update each swarm using local version PSO 
5:      If (the change of environment= =1) 
6:          Cauchy mutation; 
7:      End 
 
8:     if mod (i, L) = =0 
9:      Calculate the distances between global best 

particle and other particles; 
10:        Disperse 70% of the particles nearby the 

gbest; 
11:    End 

 
12:    If mod (i, R) = =0, 
           Regroup the swarms randomly; 
13:    End 
14:  End 

4   Experimental Study 

To investigate the new proposed algorithm’s ability to track the location of moving 
optimum, performances of three PSO models are compared over a range of different 
dynamic environments. Apart from the new proposed DMS-PSO-CM, a standard PSO 
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model (SPSO) and a randomized PSO variant (PSO-R50) are included, which is with 
50% of the particles reinitialized when a change occurs.  

4.1   Dynamic Test Function 

The fitness landscape generated by DF1 [14] is made of a series of cones. For a 2-
dimensional problem, the static evaluation function in DF1 is defined as (7): 

2 2

1,
( , ) max { ( ) ( ) }

i N i i i i
f X Y H R X X Y Y== − − + −                   (7) 

Where N denotes the number of cones in the environment, each cone is independently 

specified by its location ( , )i iX Y , where [ 1,1],
iiX Y ∈ − . Its height is

i
H and slope 

is
i

R . these cones are blended using the max function.  

A range of dynamic changes on the landscape can be produced by using a one-
dimensional, nonlinear logistics function (8) that has simple bifurcation transitions to 
progressively more complex behaviors: 

        1 1* *(1 )i i iS A S S− −= −                                            (8) 

With 1.2A = , DF1 generates a small constant 0.1667iS = . If 3.3A =  is chosen, a 

pair of large different {0.8236, 0.4794}iS ∈  is generated. 3.99A =  produces a sequence 

of chaotic S values. Fig.1. shows the changing landscapes. 
 
 

 
                               (a)                                                        (b) 

Fig. 1.  The changing fitness landscapes generated by DF1, before and after the movement of 
location of the peaks. (a) Before (b) After. 

4.2   Experimental Setting 

1) DF1 settings 
For the purpose of comparing the performance of DMS-PSO-CM with others SPSO 

and PSO-R50, the parameters of DF1 are that：The number of peaks N=15, the 

height of cones Hi∈[1,10], the slope of cones Ri∈ [8,20], the dimension of the prob-
lem is 2.  

The peaks make a step change at different frequencies {10,50,100}gΔ ∈ , that is, 

applying a step move to the peaks at every 10, 50 and 100 generations respectively.  
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2) PSO setting 
For all the three algorithms, we use an initial swarm population of 30, which are ran-
domly generated for each variable in the range [-1, 1], we set both c1 and c2 to 2.05, 
and χ =0.7298. For our new proposed algorithm, we divide the swarm population into 
10 sub-swarms; each swarm’s population size is 3. When {50,100}gΔ ∈ , we set  

dispersing period R=10, as 10gΔ = , we set regrouping period R=5.  The dispersing 

period L is 5 for different gΔ . 

4.3   Performance Measurement and Results 

The DF1 is an artificial maximization problem, so the exact position of the global 
optimum in the search space is already known. We use the track error to measure the 
performance, which means the average distance in the search space between the opti-
mum and the best known solution before the change of the environments. The error is 
shown in equation (9). 

_

1 1

( )

_

run num T

i j

avg

Dist T

error
run num

= ==
∑ ∑

                                        (9) 

Where run_num is times that every algorithm runs, and T  is times of the change of 
the environment, Dist is the distance from the highest peak’s location to the best par-

ticle’s position before the change of the environment, the smaller this avgerror  is, the 

fitter the particle is considered to be, and the better the PSO variant’s ability in track-
ing the highest peak. All the results for 40 runs are list in Table 1. 

Table 1. Comparison results on DF1 with different gΔ   and A  for three PSO models 

gΔ  A SPSO PSO-R50 DMS-PSO-CM 

1.2 0.1489 0.6081 0.4546 
3.3 0.4310 0.6146 0.4472 10 

3. 99 0.416 0.5777 0.4284 
1.2 0.1658 0.2107 0.0497 
3.3 0.3163 0.2544 0.0874 50 

3. 99 0.341 0.4149 0.128 
1.2 0.1579 0.1606 0.0363 
3.3 0.4097 0.2159 0.0755 100 

3. 99 0.412 0.3489 0.1078 

 
Morrison [15] showed that a representative performance measurement in a dy-

namic environment should reflect algorithm performance “across the entire range of 
landscape dynamics”. So we use the mean tracking error (MTE) to measures the per-
formance. MTE means the average distance in the search space between the optimum 
and the best known solution at the end of each generation, as shown figure2-4 with 
the settings: {1.2, 3.3, 3.99}A ∈  and {10, 50,100}gΔ ∈ . 
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In figure2-4, the horizontal axis is the best particle’s distance to the goal every gen-
eration; the vertical axis is the generations. From the figures, we could compare the 
tracking performance of the three algorithms at each generation.  
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Fig. 2. g=10, A=1.2, 3.3 and 3.99. The left figure A=1.2, means small const step size changed; 
the middle figure A=3.3, means two large steps size changed; the right figure A=3.99, means 
chaotically changing step size. 
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Fig. 3. g=50, A=1.2, 3.3 and 3.99. The left figure A=1.2, means small const step size changed; 
the middle figure A=3.3, means two large steps size changed; the right figure A=3.99, means 
chaotically changing step size. 
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Fig. 4. g=100, A=1.2, 3.3 and 3.99. The left figure A=1.2, means small const step size changed; 
the middle figure A=3.3, means two large steps size changed; the right figure A=3.99, means 
chaotically changing step size. 
 

Black hollow triangle, red circle, blue star in the above figures show the distance 
from the best particle’s position to the highest peak for three PSO variants at each 
generation ,  the higher of the triangle, circle and star, the further from the goal.  

As the Fig.2 shows, as the 10gΔ =  , all of the three algorithms behave similar un-

der this rapidly changing circumstance, the SPSO perform better because it does not 
converge during so less generations, at the same time, it could make a quick response 
to the change of the environment. 



 Multi-swarm Particle Swarm Optimizer with Cauchy Mutation for DOPs 451 

Fig.3 shows, as the 50gΔ = , SPSO is easily trapped into the optimum, thus 

lead to the loss of diversity, and then perform badly when next optimization oc-
cur. From the left figure to right figure, we could see that, the change of the envi-
ronment becomes more complex with the A increases, thus all of the algorithms 
tend to deviate the trajectory of the highest peak. In each figure, we can see that 
DMS-PSO-CM behaved well. 

When 100gΔ = , means that all the algorithms have a longer time to adapt and 

track the optimum. The Fig.4 shows DMS-PSO-CM still behaves excellently as 
has expected.  

4.4   Analysis of Empirical Data 

In general, we can conclude from Table 1 and Fig2-4 that the performance of the 
three PSO variant deteriorate as gΔ becomes smaller and A becomes larger. This also 

shows the difficulty of optimization problems has increased.  
For the SPSO, it has not the mechanism to cope with the changed environment, so 

it converge quickly to a local optimum when the frequency of update gΔ  is larger, it 

could not jump out of the local optimum because of the loss of the diversity. On the 
contrary, when gΔ is 10, it perform better. 

For the PSO-R50, it is not sensitive to step size factor A , for differ-
ent {1.2, 3.3, 3.99}A ∈ , the performances vary little as gΔ  is fixed. We found that the 

update frequency gΔ decides the ability of these re-randomized methods although the 
results have an insignificant difference. Maybe the re-randomizing leads to the in-
crease of the swarm diversity drastically. But as soon as possible, the swarm loses the 
diversity again.  

For our proposed DMS-PSO-CM, it performs well as has expected especially 
with {50,100}gΔ ∈ . The first reason that DMS-PSO-CM performs well is Cauchy 
mutation involved. Although re-randomize all of the particles’ positions, it’s not 
like the PSO-R50 model. Re-randomization in PSO-R50 is uniform mutation 
actually; the swarm will lost the previous information and has to restart a new 
search. But for the Cauchy mutation we proposed, most of the new generated 
particle positions are around the previous best particle. Controlling the step size 
λ  can guarantee the new generated swarm nearby the highest peak. The second 
reason is that the multiple swarms could dynamically change the neighbor topol-
ogy by regrouping. The information among the sub-swarms can communicate 
quickly, so the algorithm could balance exploration and exploitation. The last 
reason is that the dispersing mechanism can prevent all sub-swarms from con-
verging to the same peak. So our proposed algorithm can perform well in complex 
dynamic environment. 

For an in-depth study of all of the three algorithms’   capability in maintaining di-
versity, we use the diversity measurement to analyze the three algorithms.  We just 
see the cases 50, 3.3g AΔ = =  and 100, 3.99g AΔ = =  for simple, other cases are 
similar. The diversity measure is defined in equation (10): 
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Fig. 5. g=50, A=3.3, the diversity measure curve      Fig. 6. g=100, A=3.99, the diversity 
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Where |S| is the whole swarm size, |L| the max radius of the search space, N is the 
dimension of the problem, ijp  is the ith particle and jth dimension, 

jp  is the average 
value of the jth dimension. 

Fig.5 and Fig.6 display the measure of the diversity each generation. For SPSO (red 
line), it lost the diversity at the first change of the environment, so the whole swarm is 
lack of diversity through the run because recalculating the fitness does not enhance 
the diversity of the swarm. But for the PSO-R50 (green line), severely change of the 
diversity leads to the loss of the information from past. 

DMS-PSO-CM can preserve the diversity through the run, so it’s not surprised that 
it performs better than other algorithms.  

5   Conclusion and Future Work 

The aim of this paper was to examine dynamic multiple swarm with Cauchy mutation 
for dynamic optimization. Experiments with the SPSO, PSO-R50 and proposed algo-
rithm were run on DF1 with three different update frequencies {10, 50,100}gΔ ∈ and 
step size factor {1.2, 3.3,3.99}A ∈ . Experimental results have shown that Cauchy 
mutation, dynamic regrouping and dispersing mechanism are beneficial to track the 
moving peak.  

Further research would involve an in-depth study of high dimension dynamic prob-
lems. For the large scale problems in static environment, it is difficult to be optimized 
because of “the curse of dimension”, so how to quickly track the optimum for high 
dimension problem will be a challenge.  
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Optimization of the Damping of the Rectangular 3-D 
Braided Composite Based on PSO Algorithm 
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Abstract. Three-dimensional (3-D) braided composite, a new type composite, 
has the better performance designable characteristic. This paper describes the 
damping analysis of the hollow-rectangular-section three-dimensional braided 
composite made by 2-step method with a consideration of the wide application 
of hollow-rectangular-section three-dimensional braided composite in engineer-
ing. Then, it proposes the mathematical models for optimization of the damping 
of the three-dimensional braided composite. The objective functions are based 
on the specific damping capacity of the composite, and the design variables are 
the braiding parameters and sectional geometrical size of the composite. The re-
sults of numeral examples show that the better damping characteristic could be 
obtained by using optimal design with particle swarm optimization (PSO) algo-
rithm, contenting the determinate restriction. The method proposed here is use-
ful for the design and engineering application of the kind of member. 

Keywords: Composite, optimization, particle swarm optimization. 

1   Introduction 

With the development of fibre architecture and textile manufacturing technology, 
textile composites are being widely used in advanced structures in aviation, aero-
space, automobile and marine industries [1]. Textile composite technology by pre-
forming is an application of textile processes to produce structured fabrics, known as 
performs. The preform is then impregnated with a selected matrix material and con-
solidated into the permanent shape. Three-dimensional (3-D) braiding method which 
was invented in 1980s offers a new opportunity in the development of advanced com-
posite technology. The integrated fibre network provides stiffness and strength in the 
thickness direction, thus reducing the potential of interlaminated failure, which often 
occurs in conventional laminated composites. Other distinct benefits of 3-D textile 
composites include the potential of automated processing from preform fabrication to 
matrix infiltration and their near-net-shape forming capability, resulting in reduced 
machining, fastening, and scrap rate [2]. The direct formation of the structural shapes 
eliminates the need for cutting fibres to form joints, splices, or overlaps with the  
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associated local strength loss, and simplifies the laborious hand lay-up composite 
manufacturing process.  

In comparing with two dimensional composite laminates, a key property of the 
new innovative 3-D braided composite is its ability to reinforced composites in the 
thickness direction. Braiding with continuous fibres or yarns can place 3-D rein-
forcements in monocoque structural composites, it includes multi-directional fibre 
bundle which interconnect layers. Since the braiding procedure dictates the yarn 
structure in the preform and the yarn structure dictates the properties of the compos-
ite, designing the braiding procedure to yield the desired structural shape that is en-
dowed with the desired properties is an important element in textile composite tech-
nology [3]. Thus, it is feasible to design the textile structural composites with consid-
erable flexibility in performance based upon a wide variety of preform geometries and 
structure parameter.  

Particle Swarm Optimization (PSO) is an evolutionary computation technique 
developed by Dr. Eberhart and Dr. Kennedy in 1995 [4][5], inspired by social be-
havior of bird flocking or fish schooling. Compared to GA, the advantages of PSO 
are that it is easy to implement and there are few parameters to adjust. In recent 
years, there have been a lot of reported works focused on the PSO which has been 
applied widely in the function optimization, artificial neural network training, pat-
tern recognition, fuzzy control and some other fields [6][7] in where GA can be 
applied. 

In this paper, considering wide application of hollow-rectangular-section 3-D 
braided composite in engineering, the stiffness and damping analysis of the hollow-
rectangular-section 3-D braided composite made by 2-step method were performed. 
Then, optimization designs of the damping for the 3-D braided composite were pro-
posed by using a hybrid algorithm based on PSO algorithm. The calculation results of 
the example are obtained herein. 

2   3-D Braided Composite Description 

The 3-D braided fibre construction is produced by a braiding technique which inter-
laces and orients the yarns by an orthogonal shedding motion, followed by a compact-
ing motion in the braided direction. The basic fibre structure of 2-step 3-D braided 
composite is five-direction texture. An idealized unit cell structure is constructed 
based upon the fibre bundles oriented in four body diagonal directions in a rectangular 
parallelepiped and one axial direction along x-axis which is shown schematically in 
Fig.1 [8][9]. The yarn orientation angles (α , β ) are so-called braided angle. From 
the geometry of a unit cell associated with particular fibre architecture, different sys-
tems of yarn can identified whose fibre orientations are defined by their respective 
interior angle α and cross sectional angle β , as previously show in Fig.1. According 
to requirement of braid technology, the range of α and β are commonly between 
20°and 60°. In Fig.1, geometric parameters of cross section of composite are b1, b2, 
h1, and h2 respectively. 
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Fig. 1. The unit cell structure of a 3-D braided composite 

3    The Stiffness Properties of 3-D Braided Composite 

A model for grain system interruption has been closen wherein the stiffness for each 
system of yarns are superimposed proportionately according to contributing volume 
of five yarn system to determine the stiffness of the composite. Let volume percent of 
fibre of the composite be fV , where volume percent of axial yarn system and braiding 

yarn system are faV and fbV . So, volume fraction of axial yarn system is equal 

to ffa VV / , and volume fraction of each system of braiding yarn is equal 

to )4/( ffb VV . Assuming each system of yarn can be represented by a comparable 

unidirectional lamina with an elastic matrix defined as C and a coordinate transforma-
tion matrix as T, the elastic stiffness matrix Q of this yarn system in the longitudinal 

direction of the composite can be expressed as TTCTQ = . 

Here, we ignore approximately the effect of stress components yσ , zσ and yzτ , and 

only consider the effect of xσ , zxτ and xyτ . 

According to the definition of internal force, we can find axial force, bending, 
torque and cross shear for 3-D braided composite xN , Mx, Mxy, Qx. Then, the constitu-

tive relation of axial yarn system can be gotten [10] 

][][][ 5 εKN = , (1) 

where T
xxyxx QMMNN ][][ = , [ ] [ ]Txzxyxx kk 00 γεε = , 

])(012)()[(][ 66112211
3

11
3

221111225 Chbhb,,/Chbhb,ChbhbdiagK −−−= . 

From stress-displacement relationship, 

5 
l 
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the constitutive relations of braiding yarn for 3-D braided composite are gotten as 
follows [11] 

)4,3,2,1(][][][ == iKN iii ε . (3) 

Where [ ] [ ]T
ixxyxxi QMMNN = , [ ] [ ]T

ixzxyxxi kk 00 γεε = , 
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where 11K , 22K , 33K and 44K are tensile, flexural, torsional and shear stiffness coeffi-

cient respectively, the others are the coupling stiffness coefficient.  
By stiffness matrix of each system, according to composition principle of compos-

ite mechanics, we can obtain general stiffness matrix of 3-D composite: 

∑
=

=
5

1

][][
i

ii KK λ , (4) 

where ffi VV
i

/=λ . 

4   The Damping Properties of 3-D Braided Composite 

4.1   Damping Model of Element 

By definition, specific damping capacity can be expressed as 

mΔU/UΨ = , (5) 

where ΔU  is dissipation energy in anyone stress cycle, mU  is maximum strain energy 

in the cycle. 
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Adams and Bacon had presented cell damping model of laminated composite in 
reference [12], they think that per unit area dissipation energy of each layer can be 
broken down into three component relate to direct strain, thus 

xyyx ΔUΔUΔUΔU ++= . (6) 

Considering the influence of transverse shear deformation, reference [13] has modi-
fied equation (6). In equation (7), they added to two terms dissipation energy resulted 
by transverse shearing strain, namely 

xzyzxyyx ΔUΔUΔUΔUΔUΔU ++++= . (7) 

As before, 2-step 3-D braided composite can be regard as superimpose of five unidi-
rectional fibre system, and each yarn system is not in same plane. Thus, unit energy 
dissipation of each system should break down into six components, 

zxzyyxzyx ΔUΔUΔUΔUΔUΔUΔU ′′′′′′′′′ +++++= . (8) 

Where zyx ′′′ is fibre coordinate system of each system.  

4.2   Damping Capacity Calculation of 3-D Braided Composite 

Hereinafter, suppose composite only have the action of bending moment xM . We 

have 

22x / kzM x=ε  

0x ==== xyzzy γγεε                                              

)/( 224441 kQZMQ xyz =γ . 

(9) 

(1) Dissipation energy of axial yarn system  
By constitutive relation of unidirectional fibre composite and equation (9), dissipation 
energy of axial yarn system is as follows： 

xMk/Ψchbhb
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zεσΨbbΔU
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, (10) 

where 5
11c  is elastic constant of axial yarn system, LΨ  is specific damping capacity of 

unidirectional fibre composite. 

(2) Dissipation energy of braiding yarn system  
By conversion relation between strain [ x′ε ] of each braiding yarn system in fibre 

coordinate system zyx ′′′ and strain [ xε ] in composite coordinate system xyz , and 

equation (10), we can obtain 
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Thus, each component in equation (8) can be expressed as follows 
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(12) 

where LTTL ,Ψ,ΨΨ and TTΨ  are specific damping capacity of unidirectional fibre com-

posite of transverse isotropy, and they can be confirmed by experiment or be chosen 
from interrelated data. Substituting equation (11) into equation (12) and carrying out 
integral, we have 
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(13) 

Where, 
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Where ii ,ml and in are direction cosine between fibre coordinate system and compos-

ite coordinate system, ijc  is elastic constant of unidirectional fibre composite. 

4.3   Specific Damping Capacity of 3-D Braided Composite 

General dissipation energy of composite is the superimpose by dissipation energy of 

each system according to volume fraction： 
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And maximum strain energy of composite is as 
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Therefore, specific damping capacity of the composite can be obtained as follows 
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5   Optimization Model of 3-D Braided Composite 

We choose specific damping capacity (also keep one eyes on some stiffness coeffi-
cient simultaneously) as maximum optimization objective function, structure parame-
ter of materials (α, β) and geometric parameter of section (b1, b2, h1, h2) as design 
variables, constraint condition are numeric area of structure parameters of materials 
on technological requirements and some requirement of stiffness. Here, we design 
three optimization models as follows,  
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Model 1: 

         f=max (Ψ ) 
s.t.   minα ≤α ≤ maxα , minβ ≤ β ≤ maxβ  

min22 )/( bh ≤ )/( 22 bh ≤ max22 )/( bh  

min21 )/( bb ≤ )/( 21 bb ≤ max21 )/( bb  

min21 )/( hh ≤ )/( 21 hh ≤ max21 )/( hh  

minfV ≤ fV ≤ maxfV  

(17) 

Model 2: 

             f=max Ψ  
s.t. iiK ≥ miniiK  

minα ≤α ≤ maxα , minβ ≤ β ≤ maxβ  

min22 )/( bh ≤ )/( 22 bh ≤ max22 )/( bh  

min21 )/( bb ≤ )/( 21 bb ≤ max21 )/( bb  

min21 )/( hh ≤ )/( 21 hh ≤ max21 )/( hh  

minfV ≤ fV ≤ maxfV  

(18) 

Model 3: 

           f=max ( ii
i

i KΨ ∑
=

+
4

1
5 ηη ) 

s.t. minα ≤α ≤ maxα , minβ ≤ β ≤ maxβ  

min22 )/( bh ≤ )/( 22 bh ≤ max22 )/( bh  

min21 )/( bb ≤ )/( 21 bb ≤ max21 )/( bb  

min21 )/( hh ≤ )/( 21 hh ≤ max21 )/( hh  

minfV ≤ fV ≤ maxfV  

(19) 

Where 1
5

1
=∑

=i
iη , 1η to 5η are respectively weight coefficients for specific damping 

capacity and flexural stiffness coefficient in the unitive objective function. Of course, 
we also obtain other optimization model according to practical requirement. For the 
non-linear optimization design problem, optimization solution can be obtained expe-
diently by using the facilities of the particle swarm optimization (PSO) algorithm. 

6   Hybrid Optimization Algorithm 

PSO simulate social behavior, in which a population of individuals exists. These indi-
viduals (also called “particles”) are “evolved” by cooperation and competition among 
the individuals themselves through generations [14, 15]. In PSO, each potential solu-
tion is assigned a randomized velocity, are “flown” through the problem space. Each 
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particle adjusts its flying according to its own flying experience and its companions’ 
flying experience. The ith particle is represented as ),,,( 21 iDiii xxxX K= . Each parti-

cle is treated as a point in a D-dimensional space. The best previous position (the best 
fitness value is called pBest) of any particle is recorded and represented 
as ),,,( 21 idiii pppP K= . Anther “best” value (called gBest) is recorded by all the 

particles in the population. 
This location is represented as ),,,( 21 gDggg pppP K= . At each time step, the rate 

of the position changing velocity (accelerating) for the ith particle is represented 
as ),,,( 21 iDiii vvvV K= . Each particle moves toward its pBest and gBest locations. The 

performance of each particle is measured according to a fitness function, which is 
related to the problem to be solved. The particles are manipulated according to the 
following equation: 

)()(

)()(

2

1

idgd

idididid

xpRandc

xprandcvwv

−⋅⋅+
−⋅⋅+⋅=

, (20) 

ididid vxx += , (21) 

where 1c and 2c  in equation (20) are two positive constants, which represent the 

weighting of the stochastic acceleration terms that pull each particle toward pBest and 
gBest positions. Low values allow particles to roam far from the target regions before 
being tugged back. On the other hand, high values cause abrupt movement toward, or 
past, target regions. Proper values of 1c  and 2c can quicken convergence. rand( ) and 

Rand( ) are two random functions in the range [0, 1]. The use of the inertia weight w 
provides a balance between global and local exploration, and results in less iteration 
to find an optimal solution. 

6.1   Parameters Setting 

Main parameters of PSO are set as follows. 

(1) The inertia parameter 
The inertial parameter w is introduced to control the impact of the previous history of 
velocities on current velocity. A larger inertia weight facilitates global optimization 
while smaller inertia weight facilitates local optimization. In this paper, the inertia 
weight ranges in a decreasing way in an adaptive way. The inertia weight is obtained 
by the following equation: 

iter
Iter

WW
WW ⋅−−= minmax

max . (22) 

Where maxW is the maximum value of W, minW is the minimum value of W, Iter is the 

maximum iteration number of PSO, and iter is current iteration number of PSO. 

(2) The parameters 1c and 2c  

The acceleration constants c1 and c2 control the maximum step size the particle can 
do, they are set to 2 according to experiences of other researchers. 
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6.2   Search Algorithm Hybridization 

Being a global search method, the PSO algorithm is expected to give its best results if 
it is augmented with a local search method that is responsible for fine search. The 
PSO algorithm is hybridized with a gradient based search. The ‘‘candidate’’ solution 
found by the PSO algorithm at each iteration step is used as an initial solution to 
commence a gradient-based search using ‘‘fmincon’’ function in MATLAB [16], 
which based on the interior-reflective Newton method. The ‘‘fmincon’’ function can 
solve the constraint problem here. 

6.3   Hybrid Optimization Algorithm 

The procedure of hybrid optimization algorithm is shown as follows. 
Step1. Initialize V and X of each particle.  
Step2. Calculate the fitness of each particle. 
Step3. If the fitness value is better than the best fitness value (pBest) in history, set 

current value as the new pBest. 
Step4. Choose the particle with the best fitness value of all the particles as the 

gBest . 
Step5. Calculate particle velocity according equation (20), update particle position 

according equation (21). 
Step6. Let the above solution as an initial solution, and carry out a gradient-based 

search using ‘‘fmincon’’ function in MATLAB Optimization Toolbox. 
Step7. When the number of maximum iterations or minimum error criteria is at-

tained, the particle with the best fitness value in X is the approximate solution and 
STOP; otherwise let iter=iter+1 and turn to Step 2. Where iter denotes the current 
iteration number. 

Particles’ velocities on each dimension are clamped to a maximum velocity vmax, If 
the sum of accelerations would cause the velocity on that dimension to exceed vmax, 
which is a parameter specified by the user. Then the velocity on that dimension is 
limited to vmax. 

7   Numerical Examples 

In order to test the validity of the proposed optimization design procedure, numerical 
examples have been preformed. Suppose axial yarn system and braiding yarn system 
of 3-D braided composite be homogeneous carbon fiber, where performance of com-
ponent material are: Ef1 = 258.2GPa, Ef2 = 18.2 GPa, Gf21 = 36.7 GPa, =21fμ 0.25, 

4.3=mE GPa, =mG 1.26 GPa, =mμ 0.35, =LΨ 0.0045, =TΨ 0.0422, 

=LTΨ 0.0705, =TTΨ 0.0421 [11]. The performance of unidirectional composite for 

each system can be calculated by performance of component material according to 
mesomechanics. The perimeter of rectangular cross section is equal to 0.08m, and 
length of the composite is 0.5m. 

Here, we choose common constraint condition: minα =20°, =maxα 60°, =minβ 20°, 

=maxβ 60°, =minfV 0.3, =maxfV 0.7, min22 )/( bh =0.33, max22 )/( bh =3, 
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min21 )/( bb =0.2,  max21 )/( bb =0.8, min21 )/( hh =0.2, max21 )/( hh =0.8. Three exam-

ples are performed as follows. 

(1) Example 1:  
According to optimization Model (1), maximum of damping Ψ can be calculated by 
using hybrid optimization algorithm presented, and the optimization results are shown 
in Table 1. 

(2) Example 2:  
Choose constraint condition K22min=2×10-5GPa. We can obtain maximum of damping 
Ψ according to optimization Model (2), and the optimization results are shown in 
Table 1. 

(3) Example 3:  
Let 0431 === ηηη , and 5052 .== ηη . Having eliminated difference of order of 

magnitude for Ψ and K22, the optimization results according to optimization Model 
(3) are shown in Table 1.  

As shown in Table 1, the damping of hollow-rectangular-section 3-D braided com-
posite can be improved observably by optimization design for structure parameter of 
materials and geometric parameter of section. 

From the optimization results of  Example 1, if  only  make a search  for  maximiz-
ing specific damping capacity of composite, damping  characteristic of  the hollow-
rectangular-section 3-D braided composite can be improved  obviously .  But it may 
influence on flexural stiffness of composite (result in a few reducing), thus optimiza-
tion Model (1)  exists any limitation and shortage. The optimization results of Exam-
ple 2 show that optimal damping characteristic can be obtained under ensure flexural 
strength required of composite. The optimization results of Example 3 show that both 
of damping and flexural strength may attain better maximum at the same time. The 
optimization effects denote that the optimization models are propitious to engineering 
application 

Table 1. The results of preliminary design and optimization design 

 α  β  22 b/h  21 bb /  21 hh /  Ψ  
K 22 

(GPa·m2) 

20° 20° 1.0 0.5 0.5 0.0031 2.7×10-5 

20° 20° 1.0 0.5 0.5 0.0031 2.7×10-5 
Preliminary 
design 

20° 20° 1.0 0.5 0.5 0.0031 2.7×10-5 
35° 53° 1.01 0.3 0.3 0.0118 1.6×10-6 

31° 50° 0.45 0.26 0.26 0.0109 1.8×10-5 
Optimal 
design 

26° 48° 1.35 0.2 0.2 0.0051 4.38×10-6 

8   Conclusions 

In this paper, the mathematical model for optimization of the damping of hollow-
rectangular-section 3-D braided composite was proposed. The results of numeral 
examples show that the better damping characteristic could be obtained by using 
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optimal design, contenting the determinate restriction. The method proposed here is 
useful for the design and engineering application of the kind of member. 
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Abstract. A novel parallel hybrid particle swarm optimization algorithm named 
hmPSO is presented. The new algorithm combines particle swarm optimization 
(PSO) with a local search method which aims to accelerate the rate of conver-
gence. The PSO provides initial guesses to the local search method and the lo-
cal search accelerates PSO with its solutions. The hybrid global optimization 
algorithm adjusts its searching space through the local search results. Paralleli-
zation is based on the client-server model, which is ideal for asynchronous dis-
tributed computations. The server, the center of data exchange, manages re-
quests and coordinates the time-consuming objective function computations 
undertaken by individual clients which locate in separate processors. A case 
study in geotechnical engineering demonstrates the effectiveness and efficiency 
of the proposed algorithm. 

Keywords: particle swarm optimization, asynchronous parallel computation, 
server-client model, hmPSO. 

1   Introduction 

Global optimization algorithms are important tools for parameter identification in 
geotechnical engineering. However, due to the lack of analytical solutions for most 
geotechnical problems, evaluation of the objective function f(x) during optimization is 
usually achieved by performing numerical (e.g. finite element) simulations of the 
relevant boundary value problem. This approach, which is often referred to as “simu-
lation-based optimization” might produce multi-modal forms of the objective function 
due to numerical fluctuations and is generally computationally expensive.  

Particle Swarm Optimization (PSO) proposed by Eberhart and Kennedy [1, 2] is a 
new evolutionary algorithm inspired by social behavior of bird flocks. Recently, PSO 
has been receiving increasing attention due to its effectiveness, efficiency, and sim-
plicity in achieving global optimization. In particular, PSO is capable of capturing the 
global optimum for a wide range of multi-modal problems (i.e. those problems where 
the objective function might have many local minima). However, for some complex 
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problems, PSO could suffer from premature convergence towards a suboptimal solu-
tion, just like other evolutionary algorithms. Another weakness of PSO is the slow 
rate of convergence, especially in the later stage of the search [3, 4].  

A modified parallel PSO is here proposed to address shortfalls such as premature 
identification of suboptimal solutions, slow convergence rate and high computational 
costs. In particular, a hybridization technique is introduced where a local search is run 
in parallel with the main PSO algorithm to carry out quick and efficient explorations 
around the current optimum at a much lower computational cost. The search space for 
the PSO algorithm is centered on the latest solution from the local search routine and 
is progressively narrowed as the algorithm progresses. Hybridization of a global op-
timization method such as PSO with a local search method has proved to be very 
effective in solving a range of problems [5-7]. In addition, an asynchronous parallel 
version of the hybrid PSO algorithm is here proposed to reduce computational time. 
The main parts of the method were presented in a previous paper [8]. The implemen-
tation details and an application to a typical geotechnical problem are instead the 
focus of this paper. 

2   Parallel Hybrid Particle Swarm Optimization 

PSO is advantageous for global exploration of the search space while local search 
methods offer fast convergence rates when good starting points are provided. The 
hybrid PSO algorithm presented here aims to combine the strengths from both these 
approaches. The proposed parallel hybrid PSO algorithm consists of the basic PSO, a 
local search method and an asynchronous parallel strategy. The Message Passing 
Interface (MPI) [9] is chosen as the parallel programming library. 

2.1   Basic PSO 

The PSO algorithm was proposed as a population-based stochastic global optimiza-
tion method by Kennedy & Eberhart [1, 2]. The population, which is called “swarm” 
in PSO, is made up of “particles”. The ith particle has such properties as fitness fi, 
position xi, and velocity vi. The PSO starts by initializing the particle positions xi and 
velocities vi and computes the corresponding fitness fi . Then particles “fly” across the 
search space, which means that a series of iteration is performed where, for each itera-
tion, the fitness of all particles is updated according to the following rules 

( ) ( )igii
k
i

kk
i rcrcw xPxPvv −+−+=+

2211
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11 ++ += k
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k
i vxx  . (2)

where the superscripts  k, k+1 are iteration numbers; r1 and  r2 are two random factors 
in the interval [0,1]; wk is the inertia weight and c1 and c2 are constants representing 
the "cognitive" and "social" components of knowledge, respectively. Each particle 
remembers its best position (cognitive knowledge), which is denoted as Pi. In addi-
tion, knowledge of the best position ever achieved across the whole swarm, which is 
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denoted as Pg, is shared between particles (social knowledge). Updating rules drive 
particles towards the optimal region and, as the algorithm progresses, all particles 
tend to group around the global optimum until a solution is finally found.  

2.2   Local Search Method 

Local search methods are a class of methods that hunt for the optimum solution in the 
vicinity of a given set of starting points. The particular choice of these starting points 
strongly affects the efficiency of the local search. The Nelder-Mead simplex algo-
rithm [10] is used herein mainly due to its simplicity and conformity with PSO. Both 
Nelder-Mead and PSO methods require only evaluation of the objective function at 
given points in the search space and no gradient information is needed, which makes 
the two methods easy to combine. The simplex method needs n + 1 points as starting 
points, where n is the number of unknown parameters to be determined.   

2.3   Asynchronous Parallel Hybrid PSO  

The objective of the hybrid method described here is to make best use of the strengths 
of the global and the local search methods. PSO is powerful for global exploration of 
the search space while the Nelder-Mead simplex algorithm is efficient for local explo-
ration. The combination of the two methods is achieved by taking the n+1 best  
solutions from the PSO algorithm as starting points of the Nelder-Mead simplex algo-
rithm. The solution from the local search is then fed back into the PSO as a candidate 
global optimum. At the same time, a sub-swarm is allocated to explore a smaller  
region centered on the solution obtained from the local search. In the proposed algo-
rithm, which is named hmPSO (hybrid moving-boundary Particle Swarm Optimiza-
tion), the whole swarm is therefore divided into two sub-swarms. The first “global” 
sub-swarm searches in the original space while the second “local” sub-swarm 
searches in a smaller space that is continuously updated to coincide with the region 
around the latest solution from the local search.   

In the parallel implementation of the hmPSO algorithm each particle is assigned to 
a different processor. Parallelization can be achieved by using either a synchronous or 
asynchronous, model. In the synchronous model, PSO moves to the next iteration 
only when all particles have completed their current iteration, i.e. when all particles 
have terminated the numerical simulation corresponding to their current position in 
the search space. A drawback of the synchronous model is that the slowest particle 
determines the speed of the algorithm and, in non-linear simulation-based optimiza-
tion, the computational time can vary significantly between particles. In contrast, in 
the asynchronous model, each particle moves to the next iteration immediately after it 
finishes the current one without having to wait for other particles. This feature is par-
ticularly advantageous when load unbalances between particles are very large as no 
processor remains idle while other processors are busy. The use of the asynchronous 
model is also essential in distributed parallel computing where computing power of 
different processors vary significantly due to hardware configurations.  

The client-server model is adopted for the implementation of the asynchronous 
model as shown in Fig. 1. The client-server model consists of three parts: the server, 
the particle clients and the local search clients. The server resides on one processor, 
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which is the centre for data sharing and system management. The server stores and 
sorts the best positions of individual particles and updates the swarm’s best position. 
The clients are instead responsible for undertaking the actual numerical simulations 
corresponding to the current position of their respective particles and for running the 
Nelder-Mead simplex local searches. Each client communicates with the server, and 
there is no communication between particle clients. There is only one local search 
client when a serial local search algorithm is used. Otherwise, if a parallel local search 
algorithm is employed, there is more than one local search client. In this case a mas-
ter-slave model is adopted for the parallel local search where the master of the local 
search group coordinates and manages computations undertaken by the slaves. When 
a master-slave model is adopted, the server only communicates with the master of the 
local search group. The number of clients depends on the dimension of the problem 
and the specific algorithm used. 

 

Fig. 1. Client-server model for parallel hmPS 

The client's responsibility is to perform the actual numerical simulations for  
evaluating the objective function and to undertake the local searches. The server's 
responsibility is to store and manage data shared by clients, listen to clients' queries 
for information or data, process the queries and return data or commands back to the 
clients. The server is also in charge of termination of all clients on receipt of stop 
information either from the local search client or from a particle client. It is obvious 
that different processors run different programs using different data, so the paradigm 
of the parallel hmPSO is MPMD (Multiple Programs Multiple Data). 
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3   Parallel Implementation of hmPSO 

Non-blocking MPI communication functions such as MPI_Isend, MPI_Irecv, and 
MPI_Test are used for the implementation of the asynchronous parallel hmPSO. By 
using non-blocking communication which allows both communications and computa-
tions to proceed concurrently, the performance of the parallel program can be  
improved. For example, MPI_Isend starts a send operation then returns immediately 
without waiting for the communication to complete. Similarly, MPI_Irecv starts a 
receive operation and returns before the data has been received. The structure for a 
communication overlapping with a computation is, 

 MPI_Isend 
 Do some computation 
 MPI_Test  

Checking for the completion of non-blocking send and receive operations is carried 
out by MPI_Test. This check should be performed before any data being exchanged 
between processors is used. MPI_Test waits until a non-blocking communication has 
finished but it does not block the algorithm so to avoid any deadlock. More details on 
how to use these functions can be found in [9].  

The three parts of the algorithm, i.e. the server program, the particle client  
program, and the Nelder-Mead simplex program, are listed below. In the parallel 
algorithm, each processor hosts only one client.  

parallel hmPSO  (program resides on the server) 
  repeat 
  MPI_Irecv (receiving data from all clients ) 
  MPI_Test 
  switch according to client data/request  
    if ( data is particle best solution ) 
      update swarm best 
      send swarm best back to the particle 
      If (FES>startFES) 
      send starting points to clients of local search 
    else if ( data is local search solution ) 
      update swarm best 
      sort particles by their best fitness 
      send starting points to local search 
      restart a sub-swarm search on a smaller search 
space based on the local search solution 
    else if ( data is stop message ) 
      send stop message to all clients 
      terminate server 
    end if 
    check stopping criterion 
    if (stopping criterion is met ) 
      send stop message to all clients 
      terminate server 
    end if 
  }while ( stopping criterion is not met ) 
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The server program keeps on receiving data or requests from all clients, and re-
sponds accordingly. The server also stores the best position of the whole swarm and 
the best positions of individual particles. The swarm best position is sent back to par-
ticle clients when a request is made.  

After sorting the best positions of individual particles, the top n+1 particles are 
taken as the starting points for the Nelder-Mead simplex local search. After termina-
tion of the Nelder-Mead simplex local search, a sub-swarm is allocated to explore a 
smaller search space centered on the solution from the local search. The server is also 
in charge of the termination of all clients by sending a stop message.  

parallel hmPSO  (program resides on particle clients) 
  initialize position xi 
  initialize velocity vi 
  evaluate objective function f(xi)  
  update particle best Pi  
  MPI_Isend (send particle best Pi to server)  
  repeat  
    MPI_Irecv (receive data/command from server ) 
    MPI_Test 
    update velocity vi  
    update position xi  
    evaluate objective function f(xi)  
    switch according to the received data from service 
      if ( data is stop message ) 
        terminate this client process 
      else if ( data is swarm best position Pg ) 
        update Pg for this particle 
      else if ( data is to restart sub-swarm) 
        reset particle’s new search space 
        initialize position xi 
        initialize velocity vi 
      end if 
    check stopping criterion 
    if (stopping criterion is met ) 
      send stop message to the server 
    else 
      MPI_Isend (send particle best Pi to server ) 
    end if 
  }while ( stopping criterion is not met ) 

Particle clients update their respective positions and velocity by performing the 
relevant numerical simulation and evaluate the objective function. These are the most 
computationally expensive operations of the whole optimization process. The parti-
cles receive the swarm best position Pg from the server and, after completing the  
numerical simulation, return the particle best position Pi to the server. When the con-
vergence criterion is met, the clients are commanded by the server to terminate their 
processes.  

 

parallel hmPSO  (program resides on local search client) 
  MPI_Irecv (receive data/command from server ) 
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  MPI_Test 
  repeat  
    switch according to the received data from service 
      if ( data is stop message ) 
        terminate this client process 
      else if ( data is on starting points ) 
        perform a local search 
      end if 
    check stopping criterion 
    if (stopping criterion is met ) 
      send stop message to the server 
    else 
      MPI_Isend (send local search solution to server ) 
    end if 
  }while ( stopping criterion is not met ) 

 

The local search client starts a new run of the Nelder-Mead simplex algorithm as 
soon as it receives a fresh set of n+1 starting points from the server. The solution from 
the local search is then sent back to the server to update the current best position of 
the whole swarm. When the convergence criterion is met, the local search client sends 
a message to the server.  

4   Applications to Geotechnical Engineering 

The above parallel hmPSO algorithm is here used for selecting parameter values in 
the Barcelona Basic Model (BBM) [11] based on the results from pressuremeter tests. 
BBM .is one of the best known constitutive models for unsaturated soils and is formu-
lated in terms of 9 independent parameters. In this work, however, only a sub-set of 6 
parameter values is determined. This follows a sensitivity analysis that has shown the 
dominant influence of these 6 parameters in governing the soil response during simu-
lations of pressuremeter tests. 

Pressuremeter testing is a widely used in-situ technique for characterizing soil 
properties. The technique consists in the application of an increasing pressure to the 
walls of a cylindrical borehole while measuring the corresponding radial strains.  
Cavity expansion curves showing applied pressure versus radial expansion are then 
analyzed to infer soil properties.  Due to the nonlinearity of BBM, no closed-form 
analytical solution exists to predict soil behaviour during a pressuremeter test and, 
hence finite element simulations are here used.  

In order to validate the proposed algorithm, three simulated constant suction pres-
suremeter tests corresponding to a known set of parameter values in BBM (see Fig. 2) 
were taken as the “experimental” data. The optimization algorithm was then tested to 
check whether the same set of parameter values could be found. The objective func-
tion is given in Eq. 3 and is defined in such a way that the three pressuremeter tests at 
different suctions have to be simultaneously matched 
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where (εs
c,i - εm

c,i) is the difference between the “experimental” and simulated cavity 
strains at the same value of cavity pressure, and N is the total number of “experimen-
tal” points on the three curves. 

The range of parameter values defining the entire 6-dimensional search space are 
given in Table 1. The optimum solution in this search space is x=(M, k, κ, r, β, 
pc)=(0.9, 0.5, 0.025, 1.5, 1.0e-5Pa-1, 2.0e6Pa), corresponding to the set of BBM pa-
rameter values used to generate the curves shown in Fig. 2. The other three BBM 
parameters that were not included in the optimization process were taken equal to (G, 
λ(0), po*)=(3.0e+3 kPa, 0.13, 9.18 kPa) in all simulations. Readers can refer to [11] 
for the physical meaning of the individual model parameters.  

Pressuremeter tests were simulated by a 2D axisymmetric FE model using eight-
noded quadrilateral elements with pore water pressure and pore air pressure on the 
corner nodes. The cavity pressure was applied incrementally in steps of 10 kPa. 

In the PSO algorithm, the swarm size was 35, the constants c1 and c2 were both taken 
equal to 2.0, the convergence tolerance for the objective function was equal to 1.0e-5 and 
the inertia weight wk decreased linearly with the number of iterations from 0.9 to 0.4.   

The parallel computer “Hamilton” was used for the analysis. This is a Linux cluster 
hosted at Durham University consisting of 96 dual-processor dual-core Opteron 2.2 
GHz nodes with 8 GBytes of memory and a Myrinet fast interconnect for running 
MPI code, and 135 dual-processor Opteron 2 GHz nodes with 4 GBytes of memory 
and a Gigabit interconnect. The system has 3.5 Terabytes of disk storage. The operat-
ing system is SuSE Linux 10.0 (64-bit). 

Table 1.  BBM parameters and their ranges 

parameter Minimum value Maximum value 
M 0.1 1.4 
k 0.1 0.7 
κ 0.01 0.1 
r 1.05 1.8 
β 1.0e-6 kPa-1 1.0e-4 kPa-1 
pc 1.0e4 kPa 1.0e7 kPa 

Results show that the algorithm was capable to find the target 6 parameter values 
with very high accuracy. The optimum parameter values were found at the end of a 
local search and it took 4 local searches to converge to the solution. As an example, 
the first 7 rows in Table 2 show the initial values at the 7 corners of the simplex for 
the last local search while the bottom row shows the final optimum solution. The 
hmPSO algorithm took a total number of 34884 objective function evaluations to 
converge towards the solution. This corresponded to a computational time of 191.6 
hours for the asynchronous parallel implementation. The average time of a single 
objective function evaluation is 122.2 seconds. So it can be estimated that if a serial 
algorithm is used, the computation time could be over 1184.2 hours. This confirms 
the advantage of using a parallel implementation rather than a serial one. 
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Fig. 2. Curves generated by the chosen parameter set 

Table 2. Results from the last local search 

objective 
function value 

M k κ r β(kPa-1) pc (kPa) 

2.71E-05 9.00E-01 5.00E-01 2.50E-02 1.50E+00 9.99E-06 2.01E+06 
3.04E-03 9.14E-01 4.54E-01 2.12E-02 1.32E+00 1.14E-05 1.62E+06 
3.22E-03 9.14E-01 4.56E-01 2.14E-02 1.33E+00 1.17E-05 1.59E+06 
3.24E-03 9.13E-01 4.53E-01 2.16E-02 1.32E+00 1.13E-05 1.61E+06 
3.38E-03 9.11E-01 4.54E-01 2.12E-02 1.33E+00 1.12E-05 1.90E+06 
3.41E-03 9.17E-01 4.54E-01 2.18E-02 1.32E+00 1.12E-05 1.30E+06 
3.54E-03 9.12E-01 4.54E-01 2.18E-02 1.33E+00 1.14E-05 1.68E+06 
2.0618E-06 9.00E-01 5.00E-01 2.50E-02 1.50E+00 1.00E-05 2.00E+06 

5   Conclusions 

The paper presents the implementation and application of a parallel hybrid moving-
boundary Particle Swarm Optimization algorithm (hmPSO). The algorithm originates 
from the hybridization of the basic particle swarm optimization algorithm with a 
Nelder-Mead simplex local search. A client-server model is used for the asynchro-
nous parallel implementation of the algorithm. Using the proposed methodology, 6 
parameter values of a nonlinear constitutive unsaturated soil model were simultane-
ously identified by means of back analysis of pressuremeter tests. Computational time 
was reduced significantly by parallelization of the algorithm on the computer cluster 
“Hamilton” at Durham University, UK.  
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Abstract. Storage-based intrusion detection systems (SIDS) allow storage sys-
tems to watch for suspicious activity. This paper presents a novel storage- based 
intrusion detection scheme to monitor the user’s activities with the artificial 
immune technique. Compared with the previous SIDS prototype, the SIDS us-
ing artificial immune technique can recognize a strange suspicious behavior. 
Before simulation, a set of appropriate parameters of algorithm are fitted ac-
cording to the mean convergence speed and detection efficiency. The simula-
tion shows the proposed scheme can reach higher detection rate and lower false 
alarm rate than the previous ones.  

Keywords: network security, intrusion detection, artificial immune technique. 

1   Introduction 

Intrusion detection systems (IDS) have been developed over the years [1], with most 
falling into two schools: network-based or host-based.  Network IDS (NIDS) are usually 
embedded in sniffers or firewalls, scanning traffic to, from, and within a network envi-
ronment for attack signatures and suspicious traffic [2]. Host-based IDS (HIDS) are 
fully or partially embedded within each host’s OS. They examine local information 
(such as system calls [3]) for signs of intrusion or suspicious behavior. Many environ-
ments employ multiple IDSs, each watching activity from its own vantage point. 

There are also some other intruder actions [4] are quite visible at the storage inter-
face. Examples include manipulating system utilities (e.g., to add backdoors or  
Trojan horses), tampering with audit log contents (e.g., to eliminate evidence), and 
resetting attributes (e.g., to hide changes). Therefore the storage system is another 
interesting vantage point for intrusion detection. By that, a storage server sees all 
changes to persistent data, allowing it to watch for suspicious changes and issue alerts 
about the corresponding client systems. Furthermore, like NIDS, S IDS must be  

                                                           
* Corresponding author. 



 Storage-Based Intrusion Detection Using Artificial Immune Technique 477 

 

compromise-independent of the host OS, meaning that it cannot be disabled by an 
intruder who only successfully gets past a host’s OS-level protection. 

The storage-based IDS monitor leverages the isolation provided by a file server 
and independently identifies possible symptoms of infections in disk states. Note that 
it completely rely on the pre-defined rule set to detect anomalous integrity violation. 
As a result, it is not able to detect unseen intrusions unless the rule set is updated by 
the administrator. 

This paper proposes a novel intrusion detection scheme to monitor the unusual user 
activities using Artificial Immune System (AIS). AIS has been applied to many fields 
such as data mining [5], fault detection [6], pattern recognition [7] and anomaly detec-
tion [8][9] as a new computational paradigm in Artificial Intelligence. That is, AIS 
can be applied to storage-based intrusion detection and computer security [10].  

The remainder of this paper is organized as follows.  Section 2 gives a short overview 
of related works. Section 3 describes the details the design of the storage intrusion detec-
tion. Then, some results of the fitness test and simulation test are given in Section 4, 
along with some analysis of the results. Section 5 discusses three different weighting 
schemes used in our SSA model . Finally, we summarize the paper in section 6. 

2   Related Works 

2.1   Storage-Based Intrusion Detection 

Storage-based intrusion detection enables storage devices to examine the requests 
they service for suspicious client behavior [4]. Although the world view that a storage 
server sees is incomplete, two features combine to make it a well positioned platform 
for enhancing intrusion detection efforts. First, we stress that, storage devices are 
independent of host OSes, they can continue to look for intrusions after the initial 
compromise, whereas a host-based IDS can be disabled by the intruder. Second, since 
most computer systems rely heavily on persistent storage for their operation, many 
intruder actions will cause storage activity that can be captured and analyzed [16]. 

2.2   Intrusion Detection Using AIS 

Discrimination between Self and Non-self is one of the major mechanisms in the 
biological immune system, and the negative selection is a process to filter out the self 
reactive lymphocytes within the thymus. Inspired by the negative selection principle, 
Dr. Forrest proposed a Negative Selection Algorithm (NSA) [11]. The basic idea of 
NSA is to generate a set of detectors in the complementary space and use such detec-
tors to classify the unseen data. In general, the NSA includes the following steps: 

1. Define self as a set S of elements of length L in space U;  
2. Generate a set D of detectors, so that each fails to match any element in S;  
3. Monitor S for changes by continually matching the detectors in D against S. 

Where self set S and Non-self set N form the space U, i.e. U=S∪N and 

S∩N=Ø. 
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Stibor et al. [12] described an intrusion detection approach, i.e. the real-valued nega-
tive selection algorithm, which employs variable-sized detectors. It has been observed 
that the immune system performs intrusion detection partly by a negative selection 
process, where the self reactive lymphocytes are eliminated, ensuring that all potential 
antigens are recognizable. In order to improve the intrusion detection, Dr. Gonzalez 
studied different representation schemes for the NSA, including hyper-rectangles, 
fuzzy rules, and hyper-spheres, and proposed four different detection generation algo-
rithms: Real-valued Negative Selection (RNS), Negative Selection with Detection 
Rules (NSDR), Randomized Real-valued Negative Selection (RRNS), and Negative 
Selection with Fuzzy Detection Rules (NSFDR) [13]. 

3   Storage-Based Intrusion Detecting System 

3.1   Immune Model for Metadata 

In large-scale storage system, it is difficult to detect all the anomaly of data because 
the data volume is enormous. Since metadata is the data that describes other data, i.e. 
data about data, we can find out the change of data by monitoring the metadata. This 
method can reduce the computation and design complexity of detection system. Here 
we consult the storage immune model [14] and propose a simplified immune model 
for storage metadata, as shown in Figure 1. 

 

Fig. 1. Immune Model of Storage Metadata 

The above storage immune model imitates the biological immune, where the re-
source immune model is known as SSA which constitutes the overall framework of 
storage security sub-system. Variant SSAs can cooperate to accomplish the intrusion 
detection. The above immune model shows that the immune process mainly consists 
of two stages: detector generation and intrusion detection.  

3.2   Architecture 

The workflow of the storage intrusion detection is detailed as follows:  

1) collect a batch of normal behavior and build an abnormal behavior antibody gene 
library using a particular negative selection algorithm; 
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2) intercept the access sequence and construct a specific antigen sequence by trans-
forming the relevant access behavior which is consonant with the format of ac-
cess control mode, as shown is Figure 3;  

3) 3)judge the antigen sequence by matching with the antibody sequence taken from 
the antibody gene library, and assign a value (i.e. score) to the corresponding ac-
cess behavior, then modify the weight value of the matched antibody;  

4) periodically update the abnormal behavior antibody gene library, eliminating the 
useless antibody and adding the new antibody.  

The workflow is shown in Figure 2. Using the potential mechanism of studying and 
forgetting, it is possible for the storage intrusion detection system to recognize both 
the legal access behavior and increasingly changing anomaly behavior. 

 

Fig. 2. Workflow of Storage Intrusion Detection 

3.3   Detailed Design 

3.3.1   Access Metadata 
User access activity includes successful, failed, and attempted operations, e.g. login, 
read, write, create, modify, update, etc. As mentioned above, we can intercept the 
storage activity then construct the user access behavior. 

Assume that each file/folder has the following format of access control mode, 
as shown in Figure 3, which denotes that the file FileID allows the user UserID 
belonged to group GroupID has certain access permission. The access control 
modes of all files/folders are transformed into the training dataset (i.e. abnormal 
behavior antibody gene library) according to certain format. When a user accesses 
a file/folder, the file system can obtain such access information as user name, 
group identifier, and access mode. The access information can also be organized 
into the format as showed in Figure 4. Then such information can be transformed 
into the continuous data format, acting as the testing data (i.e. antigen sequence). 
Finally one can use the techniques or algorithms of AIS to perform the intrusion 
detection. 
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Fig. 3. Format of Access Control Mode 

If the complementary space aims at the continuous data, the NSA is referred to  
as real-valued negative selection algorithm (RNS), which operates on a unitary  
hypercube [12]. 

3.3.2   Weights 
In a SSA model, Each antigen sequence retains two pieces of weight information and 
also a man-made threshold is given: 
1) total_illegal_matched:   Used to weigh the illegal degree of an antigen sequence 
2) total_action_matched:   Used to weigh how we can believe total_illegall_matched 
3) threshold:             given by user, one action legal or illegal determined the value 

"score" indicates the final illegal degree of one antigen sequence, we use a Bayes-
ian weighting scheme: 
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there are also another ways ,such as "straight sum", which is simply a sum of the 
illegal_ matched values from all matching lymphocytes. "Weighted average", which 
is the sum of the illegal_matched values from all matching lymphocytes divided by 
the sum of all the action_matched values from all matching lymphocytes. They can be 
seen as follows: 
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4   Experiments 

4.1   Dataset 

During the simulation, how to obtain the training dataset and the testing dataset? 
Firstly, define a set of access control mode, and transform all items of the access con-
trol mode into a 32 bit hexadecimal number using particular hashing function,  
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Table 1. Actions of several intruder toolkits 

Name Name Name Name Name 

Ramen  1ion FreeBSD  FK 0.4 Sun rootkit  
Taskigt SK 1.3a ASMD Advanced 

Rootkit 
Darkside 

0.2.3 
Knark 0.59 Flea  Dica t0rn  

 
lrk5 

Adore  Ohara  TK 6.66   

 
e.g. MD5, normalize all the hexadecimal data and partition them into 2-D dataset, 
acting as the training self dataset. Here each item of the 2-D dataset denotes the coor-
dinate of a point. 

As to the testing dataset, we examined eighteen intrusion tools (table 1) designed to 
be run on compromised systems. All were downloaded from public websites, most of 
them from Packet Storm [15]. Twelve of the tools operate by running various binaries 
on the host system and overwriting existing binaries to continue gaining control. The 
other six insert code into the operating system kernel.  

4.2   Fitting Tests 

There are some key factors in the SSA model: length of abnormal storage activity, R, 
which is often a fixed value; length of antibody item, N; initial number of antibody, 
M, length of detecting window, W, sliding speed of detection window, T; detection 
rate, DR. We carried out the fitting test 1000 times for each parameter combination, 
using 10 sets of antigen data. The fitting results are shown in Table 2. 

From Table 2, we see that the larger population the higher detection rate, because 
the population size affects the number of matching operation to a certain extent. Thus 
we set the parameter M to 600 in the following simulation. 

Table 2. Fitting results of each SSA parameter combination 

Antibody Data Group R N M W T Mean Detecting 
Rate 

1 3 9 400 12 3 0.925626 
2 3 9 500 12 4 0.910774 
3 3 12 500 15 5 0.772282 
4 3 9 500 9 3 0.914664 
5 3 6 500 12 5 0.893253 
6 3 9 500 12 3 0.939475 
7 3 6 600 12 3 0.991019 
8 3 12 500 12 4 0.812898 
9 3 6 500 10 3 0.988115 

10 3 9 600 12 3 0.955160 
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We can get the following judgments from Table 2:  
1) the length of antibody item, N, has a marked effect on the detection rate;2) the 

detection rate validates the feasibility of AIS-based storage intrusion detection 
scheme; 3) both length (i.e. W) and sliding speed (i.e. T) of detection window have an 
obvious impact on the fitness of algorithm, 4) the population size of antibody, M, also 
affects the detection rate of SSA, the larger of population the higher detection rate. 

4.3   Simulation Tests 

There are two key metrics of the system performance, i.e. detection rate and false 
alarm rate. Given the true positive (TP), true negative (TN), false positive (FP) and 
false negative (FN), then the detection rate is equal to TP/(TP+FN), and the false 
alarm rate is calculated as FP/(FP+TN).With the method described in Section 4.1, we 
can construct a set of training dataset and synthesize a set of testing dataset. After 
using the V-detector algorithm, we got some simulation results as shown in Figure 4 
and Figure5 respectively. 
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Fig. 4. Detection Rate                                                 Fig. 5. False Alarm Rate 

The simulation results show that:  

1) the smaller self radius would result in the higher detection rate, as shown in  
Figure 4;  

2) the proposed storage intrusion detection system can reach a rather high detection 
rate, e.g. approximate 90% when self radius is 0.05 and coverage is 99%; 

3) the detector coverage can affect the accuracy of detection, as shown in Figure 4 
and Figure 5;  

4) the false alarm rate is generally less than 5%, see Figure 5. 

SIDS have the same performance in isomerous architecture in terms of detection rate 
and false alarm rate. The most famous SIDS prototype is designed by CMU was pre-
sented in [16]. It describes a number of specific warning signs visible at the storage 
interface. Examination of 18 real intrusion tools (the same as we adopt) revealed that 
most (15) can be detected based on their changes to stored files. In one false alarm 
case was a configuration file on the system changed by a local user.  

We can get the average score of detection rate and average false alarm rate. 
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Table 3.show that the proposed scheme SIDS(AIS) can reach higher detection rate 
and lower false alarm rate than SIDS(CMU). Only SIDS(CMU) administrator pre-
informs the admin console of updated files before they are distributed to machines, 
the SIDS(CMU) can verify that desired updates happen correctly and the alert can be 
suppressed. On the other hand, two features combine to make it a well positioned 
platform for enhancing our SIDS(AIS) performance.  Firstly, SIDS(AIS) periodically 
update the abnormal behavior antibody gene library, eliminating the useless antibody 
and adding the new antibody. Secondly, Alerts are generated and sent immediately 
when a detection rule is triggered in a SSA. The information of the alert is feeded 
back to each SSA in a network system. The weights of the rule will be updated.  

Table 3. The evaluation of SIDS(AIS) and SIDS(CMU) 

             Prototype 
Evaluation 

SIDS(AIS) SIDS(CMU) 

Detection  rate 90% - 99% 83.3% 
False alarm rate. Less than 5% Less than 5.5% 

5   Discussion 

As described in Section 3.3.4, three different weighting schemes have been used in 
the SSA model. The aim is to find a scoring system where the weights of illegal activ-
ity and the weights of legal activity can be separated easily with a threshold. Ideally, 
everything above this threshold would be illegal, everything below would be legal, 
but realistically there will be some outlying activities that get sorted into the wrong 
category. 

Each of the three systems produces a very different pattern of scores when applied 
to the storage activity. Figures 6, 7 and 8 show these scores for one instance of the 
baseline test. 

Figure 6 shows the pattern of the straight sum scoring system. In this graph, you 
can see that there is little clear division between the illegal and the legal activity. Note 
that there is a large spike of illegal and smaller spike of legal at the bottom end of the 
range – these represent activity for which few or no lymphocytes matched. The aver-
age best threshold is at score 2608, with an false alarm rate of 20.11%. So effectively 
the straight sum is not distinguishing any messages. 

Figure 7 shows the pattern of the Bayesian scoring system. This bowl-shaped dis-
tribution shows mostly the illegal at the top of the score range, and mostly the legal at 
the bottom of the range. The average best threshold is at 0.62 and the average false 
alarm rate is 3.88%. 

Figure 8 shows the pattern of the Weighted Average scoring system. The scores of 
the illegal and the legal are somewhat distinct, falling in two bell-curves that partially 
overlap at the edges. The average best threshold was 0.56, with an average false alarm 
rate of 4.26%. 
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Fig. 6. Straight Sum Score Distribution                  Fig. 7. Bayes Score Distribution 

 

 

Fig. 8. Weighted Average scoring system 

Table 4. Average threshold values  

Scoring 
System 

Threshold false 
alarm rate 

Straight 
Sum 

2608 20.11% 

Bayes 0.62 3.88% 
Weighted 
Average 

0.56 4.26 

 

The SSA assigns scores to every storage activity, but it is the threshold that deter-
mines which scores result in an illegal classification and which results in a legal clas-
sification. As one would probably imagine, finding a good threshold for the straight 
sum scores was nearly impossible, as the illegal and the legal scores are thoroughly 
intermingled. As shown in Table 4, The Bayes scores and weighted average proved 
more effective in determining the two-class classification. 

6   Conclusions 

A storage IDS watches system activity from a new viewpoint, which immediately 
exposes some common intruder actions. The use of AIS in intrusion detection is an 
attractive idea for two reasons: first, the biological immune provides a high-level 
protection from pathogens; second, current security techniques cannot deal with the 
increasingly complex computer threat. It is hoped that biologically inspired ap-
proaches, e.g. AIS, will be able to meet such challenges. 

This paper proposes a novel storage intrusion detection scheme to monitor the user 
access activities using the AIS technique. After analysis, the AIS model can be suc-
cessfully adapted to the storage intrusion detection, and the detection system can  
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recognize both the legal access behaviors and various anomaly behaviors. The simula-
tion result reveals that the proposed scheme can reach relatively high detection rate 
and low false alarm rate, so the storage intrusion detection will strengthen the early 
warning of network storage system. 
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Abstract. This paper put forward a new method for Optimal Configuration of 
Weapon System (OCWS). It combines PROMETHEE II with Correspond 
analysis and projects the decision space on the two-dimensional principal com-
ponent plane, in which R-type principal component refers to each attribute, and 
Q-type principal component means each alternative. This makes it possible to 
show the properties, such as comparability or otherness between different alter-
natives, the importance or conflict between different attributes and the sensitiv-
ity of compromised solution, more simply and conveniently, intuitionally. 
Therefore, it proves an excellent visual method for OCWS. 

Keywords: Correspond analysis, PROMETHEE II, weapon system, Optimal 
Configuration. 

1   Introduction 

OCWS is to optimize the configuration schemes of the weapon system to get an opti-
mal synthetic target. The variables of this kind are discrete which belong to classical 
Multi-Attribute Decision Making (MADA) problems. The main point of the problem 
is to order the alternatives and choose the best after estimation. Paper [2] has con-
structed a theoretical architecture for optimal configuration method of naval gun 
weapon system. In this paper, we combines PROMETHEE II [3] and Correspond 
analysis[4], projects the decision space on the two-dimensional principal component 
space, and optimizes the configuration schemes of the weapon system in a visual 
method. In this way we can make the properties of decision making systems simply 
and intuitionally shown and forms a visual method convenient for decision-maker to 
calculate and analysis. 

2   Decision Matrix Standardization 

PROMETHEE I, introduced by Brans in 1984, is a valued outranking method based 
on outranking relation. PROMETHEE I puts forward the conception of priority func-
tion to replace concordance test of ELECTRE, by which it overcomes the shortcom-
ings of neglecting the gap information of parameter values and too many parameters 
to be set subjectively. PROMETHEE II is the improvement of PROMETHEE, while 
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PROMETHEE I can only get the partial sequence of the alternatives set. And PRO-
METHEE II defines “net flow” to get the full sequence of the alternatives set. 

Let alternatives set },,{ 2,1 mxxxX L= ,attribute vector iY  of alternative ix , and 

iY ={ 1iy ,…, iny },define jf  as target function,  ijy = jf ( ix ),the attribute value of 

each alternative can be displayed as a table (or to say “decision matrix”).Define 
),,,( 1 nj wwww LL=  as the weight matrix of attributes. Defines ),( kij xxp  as at-

tribute indices of ix  relative to kx , 1),(0 ≤≤ kij xxp .From ),( kij xxp  we can get 

priority index of ix  relative to kx , 

∑
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Define net-flow as: 
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PROMETHEE I sorts the alternatives set according to the value of )( ixφ . 
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Thus we can get standard decision matrix without dimensions 
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1x , 2x …, ix ,…, mx are alternative points of alternatives set on the decision space nR . 

3   A New Method for OCWS 

There have been many discussions on MADM analysis with the method of statistic 
multivariate analysis [5-6]. This method has strong visual abilities, but hasn’t been 
applied to MADM or OCWS domestically. This paper puts forward a visual way to 
solve such problems using Correspond analysis. 

3.1   Correspond Analysis 

Why didn’t use main-element analysis in this paper? Because in practical problems, 
besides getting the main element (main-element of R-type) of variables (attributes), 
we also hope to get the main elements of samples (main-element of Q-type) consider-
ing samples (alternatives) as variables, that is to get the main elements both of vari-
ables and samples at the same time. The process of analyzing the main elements of 
variables and sampling correspondingly is called Correspond analysis. 

As for standard Decision Matrix Φ , covariance of attributes is m-order matrix, 
covariance of alternatives is n-order matrix, the nonzero of the two covariance ma-

trixes are different, to solve the problem, we transform Φ  to Z , make TZZ and 

ZZ T  have the same eigenvalues and their eigenvectors are closely related, so it is 
convenient to solve it. Main elements of R-type and Q-type of the same eigenvalues 
can be marked on the same axis. So with the distributing points map both of attribute 
and alternative marked on the same coordinate system, we can intuitionally get the 
properties of each alternative, which is also the strongpoint and essence of. 

3.2   Building Two-Dimensional Analysis Space 

In Correspond analysis, if the main elements of attribute and alternative are get, ma-
trix Z  can be seen as original matrix, and then can mark the main elements of each 
attribute and alternatives on the same flat. For example, if main element of a certain 
attribute is vu, , main element of alternative must be ',' vu ,  so a plane right-angel 
reference frame can be built with u  (superposed with 'u ) as horizontal axis and v  
(superposed with 'v ) as vertical axis. 
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3.3   Representation of Attribute 

Representation of attribute is relative to main element analysis of R-type. 

Let TZZA = , and row element of A is sample, column element Of A is variable. 
Main element analysis of R-type is to analyze main element of A. 

Suppose ))('),('( jvju  is the main element value of attribute j , Let 

jγ̂ = ))('),('( jvju = )','( jj vu  . 

（1）Length of jγ̂ , ))('),('(ˆ jvjuj =γ , reflect the importance degree of attribute 

j  on alternative evaluation. The longer of jγ̂ , the more importance of attribute j  is, 

vice versa. 

（2）Angels among jγ̂  reflect the conflict degree among attributes. The more de-

gree of the angel, the more conflict there is, vice versa. 

（3）Weight Vector: 
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Related unit vector: 
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Define decision axis of PROMETHEE II as: 
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π̂  is the projection of e  on plane ),( vu , the angel between π̂  and jγ̂  indicates 
whether attribute j is of the same direction with “net flow”. 

3.4   Representation of Alternative 

Representation of alternative is relative to main element analysis of Q-type. Let 
ZZB T= , and row element of B is alternative, column element of B is attributive. 

Main element analysis Q-type is to analyze main element of B . 
Put the attribute values of alternative i into u and v , get two main element 

value ),( ii vu . Then let ),( ii vux =) . rx̂  is close to sx̂  in distance on ),( vu , which 
indicates each branch of alternative rx and sx  is close in value on matrix Φ  an is of 
little difference on general evaluation. ix̂  is close to jγ̂  indicate ix  is of better effi-
ciency value on attribute j . 
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4   A Case on Naval Gun Weapon System 

Take a certain naval gun weapon system as example, Let attribute set as 

{ }621 ,,, yyyY L=  (10) 

1y —efficiency attribute, 2y —cost attribute, 3y —risk attribute, 4y —applicability 

attribute; 5y —compatibility attribute; 6y —life force attribute. Weight vector 

),,,( 621 wwww L= , )6,,2,1( L=kwk  is the weight of attribute k , Let 6/1=kw . 

Standardize each attribute to get Fig. 1: 
 

 

Fig. 1.  Sorting Result 

Use the method provided in this paper, the result denoted by figure is as follows: 
 

 

Fig. 2.  Figure Show 

In Fig.2,  we can get these information: the length of each jγ̂  is quite near, indicating 
the importance of each attribute is quite the same; the degree of the angle between 2γ̂  
and 3γ̂  is small, indicating the conflict between attributes of cost (y2) and risk (y3) is 
not big, while the degree of the angles between 2γ̂ , 3γ̂  and 4γ̂  is large, indicating the 
conflict between attributes of ( 2y , 3y ) and ( 4y ) is big;  3â , 4â  and 1â  have a long 
distance away the ),( vu , indicating alternatives 3x , 4x  and 1x  are bad and should 
dropped; 5â  is near to original point and be of the same direction of decision axis, 
indicating 5x  is the best alternative. In a word, the visual method put forward by this 
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paper have quite the same result with PROMETHEE II, but it can describe the practi-
cal problem more comprehensively and make it easy to understand. 

Standardize each attribute to get these values in Table 1. 

Table 1.  Standardized Attribute Value 

attribute value 
Efficiency 

1y  
Cost 

2y  
Risk 

3y  
applicability 

4y  
compatibility 

5y  
life force 

6y  

 
 

alternative 

0.4 0.14 0.1 0.13 0.08 0.15 
1 0.39 0.579 0.667 0.699 0.100 0.230 
2 0.948 0.691 0.734 0.601 0.931 1.000 
3 0.647 0.757 0.779 0.526 0.132 0.331 
4 0.285 0.844 0.838 0.429 0.200 0.500 
5 0.995 0.918 1.000 0.988 0.268 0.669 
6 1.000 1.000 0.895 0.100 0.400 0.900 
7 0.929 0.969 0.703 0.712 0.880 0.904 
8 0.81 0.644 0.705 0.677 0.924 0.39 
9 0.928 0.630 0.706 0.674 1.000 0.45 

 
Sort out alternative set with ROMETHEE II, and get these results in Table 2. 

Table 2.  Results 

 1 2 3 4 5 6 7 8 9 

Φ  -5.667 3.667 -3.333 -2.333 4.000 2.667 2.667 1.333 -0.333 

5   Conclusions 

The method that proposed in this paper can intuitionally denote the importance degree 
of each attribute and the relative position of each alternative, making it convenient to 
select the better alternative and to drop the worse, so decision makers can compre-
hend the optimization problem more deeply. However, this method belongs to sample 
principal component analysis. So, it’s more applicable to those problems with rela-
tively larger alternatives set, otherwise selecting or dropping a  alternative will exert 
great influence on the analysis result. 
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Abstract. Mobile ad hoc networking (MANET) bring great challenges in secu-
rity due to its high dynamics, link vulnerability and complete decentralization. 
With routing being a critical aspect for MANETs, existing routing protocols 
however are not sufficient for security requirements. In this paper, we present a 
route discovery algorithm that mitigates the detrimental effects of malicious be-
havior, as to provide correct connectivity information. Our algorithm guarantees 
that fabricated, compromised, or replayed route replies would either be rejected 
or never reach back the querying node. Furthermore, the algorithm responsive-
ness is safeguarded under different types of attacks that exploit the routing algo-
rithm itself. The sole requirement of the proposed scheme is the existence of a 
security association between the node initiating the query and the sought desti-
nation. Specifically, no assumption is made regarding the intermediate nodes, 
which may exhibit arbitrary and malicious behavior. The scheme is robust in 
the presence of a number of non-colluding nodes, and provides accurate routing 
information in a timely manner. 

Keywords: security, Routing Algorithms, Mobile Ad hoc Networks. 

1   Introduction 

Ad hoc networks are a new paradigm of wireless communication for mobile nodes. 
Mobile ad hoc networking (MANET) has become an exciting and important technol-
ogy in recent years because of the rapid proliferation of wireless devices. Providing 
adequate security measures for MANET is a challenging task. First, wireless commu-
nications are easy to intercept and difficult to contain. Next to this it is easy to ac-
tively insert or modify wireless messages. This means that unprotected wireless net-
works are open to a wide range of attacks, including node impersonation, message 
injection, loss of confidentiality, etc. Secondly, in many situations the nodes may be 
left unattended in a hostile environment. This enables adversaries to capture them and 
physically attack them. Proper precautions (tamper resistance) are required to prevent 
attackers from extracting secret information from them. Even with these precautions, 
we cannot exclude that a fraction of the nodes may become compromised. This en-
ables attacks launched from within the network. Thirdly, the dynamic topology and 
the absence of a supporting infrastructure renders most of the existing cryptographic 
algorithms useless as they were not developed for this dynamic environment. Any 
security solution with a static configuration would not suffice. Security mechanisms 
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should be able to adapt on-the-fly to these changes in topology. Fourthly, many  
wireless nodes will have a limited energy resource (battery, solar panel, etc.). This is 
particularly true in the case of ad hoc sensor networks. Security solutions should be 
designed with this limited energy budget in mind. Finally, an ad hoc network may 
consist of thousands of nodes. Security mechanisms should be scalable to handle such 
a large network. 

The widely accepted technique in the MANET context of route discovery based on 
broadcasting query packets is the basis of our algorithm. More specifically, as query 
packets traverse the network, the relaying intermediate nodes append their identifier 
(e.g., IP address) in the query packet header. When one or more queries arrive at the 
sought destination, replies that contain the accumulated routes are returned to the 
querying node; the source then may use one or more of these routes to forward its 
data. Reliance on this basic route query broadcasting mechanism allows our proposed 
here Secure Routing Protocol (SRP) to be applied as an extension of a multitude of 
existing routing algorithms. In particular, the Dynamic Source Routing (DSR) [1] and 
the IERP [2] of the Zone Routing Protocol (ZRP) [3] framework are two algorithms 
that can be extended in a natural way to incorporate SRP. Furthermore, other proto-
cols such as ABR [4] for example, could be combined with SRP with minimal modi-
fications to achieve the security goals of the SRP protocol. 

2   Proof of the Protocol Correctness with BAN Logic 

The basic notation used below is provided here, as in [5,6]. X and Y are formulas, P 
and Q are principals, K is a shared secret and C is a statement. 

•  P X: P is told formula X. 
• P ∋ X: P possesses or is capable of possessing formula X. 
• P |~ X: P once conveyed formula X. 
• P |≡# (X): P believes or is entitled to believe that formula X is fresh. 

• P |≡ϕ (X): P believes or is entitled to believe that formula X is recognizable, that 
is, P has certain expectations about the contents of X before actually receiving it. 

• P |≡ P ⎯→←k
Q : P believes or is entitled to believe that K is a suitable secret for 

P and Q. 
• (X,Y): conjunction of two formulas; it is treated as a set with properties of asso-

ciativity and commutativity. 
• *X: Not-originated-here formula property. If P is told X (see below), it can dis-

tinguish it did not previously convey X in the current run.. 
• H(X): a one-way function of X  
•C1,C2: conjunction of two statements, treated as a set with properties of associa-

tivity and commutativity. 
• P |≡ C: P believes or is entitled to believe that statement C holds. 
• The horizontal line separating two statements or conjunctions of statements signi-

fies that the upper statement implies the lower one.  
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For example, 

P (X,Y)┣P X 

_reads: P being told a formula implies P being told each of the formula’s concate-
nated components. 

The analysis follows the methodology of [6]. Based on a set of assumptions, the 
current beliefs of the participating principals are derived from their initial beliefs and 
possessions. The algorithm is abstracted as the exchange of two messages, a route 
request and a route reply. The messages are transmitted over a public channel; i.e., a 
sequence of intermediate nodes that may cause any impairment. The idealized  
form (i.e., the algorithm with parts of the messages that do not contribute to the  
participants’ beliefs omitted) is shown in Fig. 1. 

S

1.Qst, H(Qst,Kst) 

2.Rst,route,H(Rst,route, Kst)

TS T

 

Fig. 1. Idealized SRP: the protocol viewed as an exchange of two messages, without the fields 
that do not contribute to the participants’ beliefs 

Qst is the route request and H is the Message Authentication Code (MAC) func-
tion. The relevant fields of Qst are the sequence number Qseq, and the source and 
destination node addresses. As for the route reply, denoted as Rst, the Qseq field 
binds Rab to the corresponding Qst, and route is the actual route along which T  
returns the reply. 

The initial assumptions are: 

(i)   S ∋ Kst, S |≡ S ⎯⎯→← Kst
 T , 

S ∋ Nst,  S |≡# (Nst ), 

The sender possesses the shared key and it believes it is used for mutual proofs of 
identity between S and T. It possesses Nst, the newly generated sequence number, and 
believes that Nst has not been used before. 

(ii) T ∋ Kst, T |≡S ⎯⎯→← Kst T , T ∋ Np
st 

The receiver also trusts the shared secret, possesses the set of sequence numbers seen 

in the past and believes they were once uttered by S ( T Np
st , T |≡ S |~ Np

st ). If the 
message (1) is the first transmission from S to T (within the lifetime of the SA) the set 
of past sequence numbers is merely the Qseq initialized at the SA establishment. Oth-
erwise, the SA state justifies such a belief, which is our basis hypothesis. Moreover, S 
and T believe they are able to recognize QST and RST, respectively. 

(iii)  S |≡ ∗(RST ,H(RST ,KST )),  
T |≡ ∗(QST ,H(QST ,KST )) 
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For message (1), we have: 

(iv) Τ  *(QST ,H(QST ,KST ))┣ 

Τ (QST ,H(QST ,KST ))  

and 

Τ (QST ,H(QST ,KST )) ┣ 

Τ ∋  (QST ,H(QST ,KST )) 

i.e., T sees a packet with the “not-originate-here” property, that is, it can distinguish, 
acting as a receiver, whether it has previously transmitted the packet in the current 
run. 

(v) Τ ∋  (QST ,H(QST ,KST )) ┣ 

Τ ∋  QST , Τ ∋H(QST ,KST ) 

Τ ∋  (QSeq ,Qid) ┣Τ ∋  Qseq 

Similarly to (v), we infer that T possesses the rest of the fields of Qst. From (i) and 
(v), We get: 

(vi) T |≡#(Qseq ) ,  

(vii) Τ H(QST ,KST ), Τ ∋  (QST ,KST ), 

T |≡S ⎯⎯→← Kst T, T |≡#(Qst, Kst)) ┣ 

T |≡S |~(Qst, Kst), T |≡S |~H(Qst, Kst) 

This signifies the belief that both the packet payload and the MAC originate from S. 
Along with freshness (vi), we have the sought goal satisfied. We should note that the 
last inference does not imply that the sender revealed the shared key. In fact, the con-
firmation is independent of this issue. Moreover, we have assumed that none of the 
two principals compromises the shared secret by exposing it. 

Similarly, for message (2), we get: 

(viii)  S ∋ (Rst, H(Rst, Kst)) ┣ 

S ∋ Rst, S ∋ H(Rst, Kst)) 

S ∋ (Qseq, Qid, route) ┣ S ∋ Qseq 

(ix) S |≡#(Qseq) ┣S |≡#(Qseq, route) 

And finally 

(x) S H(RST ,KST ), S ∋  (RST ,KST ), 

S |≡S ⎯⎯→← Kst T, S |≡#(Rst, Kst)) ┣ 

S |≡Τ |~(Rst, Kst), S |≡T |~H(Rst, Kst) 

Accordingly, S believes that the entire route reply datagram originates from T and is 
fresh and, trivially, that T has constructed route, i.e., the source-route of the reply 
packet. The assumption of the non-colluding nodes implies that there is no alternative 
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way for the route reply to arrive, but the one defined in the source-route. Moreover, 
the reply is the path along which the route request had propagated, which implies that 
the reply content had not been manipulated prior to its construction by T. Thus, its 
arrival at S implies that the corresponding connectivity information is correct. 

By updating the state at both ends, we can repeat the above reasoning to conclude 
that, if the source increments Qseq and does not repeat it within the lifetime of a SA, 
the sought goals are achieved, including the preservation of message integrity. In a 
very similar manner, this conclusion can be reached for the case of replies generated 
by intermediate nodes, under the assumption that the route suffix will be correct. 

3   Discussion 

An interesting characteristic of the proposed  algorithm is that it is essentially immune 
to IP spoofing. Any intermediate node may use any arbitrary IP address when queried 
but, as shown by the previous discussion, the algorithm is capable of capturing the 
correct and current connectivity snapshot. However, in practice, neighbor discovery 
that maintains information on the binding of the Medium Access Control and IP  
addresses of nodes can strengthen the algorithm.  

Nevertheless, the issue of fair utilization of the network resources and possible 
ways to dismay nodes from broadcasting at the highest possible rate is beyond the 
scope of the security of routing algorithms. For example, a malicious node could 
simply use IP broadcast instead of the route discovery querying mechanism. It is 
important though to defend nodes from attacks that exploit the algorithm itself, and 
SRP provides protection against clogging DoS attacks. The replay protection at the 
end nodes, the use of the computationally inexpensive HMAC and the avoidance, in 
general, of any cryptographic validation by intermediate nodes are such features. 
These features are complemented by the scheme that regulates the propagation of 
queries. As a thought for future work, it would be interesting to investigate whether 
the use of soft state at intermediate nodes would further contribute to the algorithm 
efficiency in a non-benign environment. 

Moreover, it is important that the application of SRP does not severely affect the 
efficiency of the basis algorithm under benign conditions. On one hand, in the same 
MANET subnet, nodes that implement SRP can co-exist with nodes that do not. In the 
absence of adversaries, the only overhead would be imposed on the nodes executing 
SRP. On the other hand, possible optimizations incorporated into the basics algorithm 
can retain the effectiveness of the algorithm in conjunction with SRP; an example is 
route shortening [1] that can be applied during the query propagation phase, based on 
knowledge of an active route. Finally, the fixed transmission overhead of 24 (or 27) 
bytes per control packet becomes less significant as wireless network speeds increase 
to above the current state-of-the-art of 11Mbps. 

As shown above, the basic form of SRP that requires the propagation of queries to 
the destination is robust to malicious behavior. It is noteworthy that this statement 
remains true, in the absence of collusion, even if the destination node attempted to 
provide false replies. On the other hand, the provision of replies from intermediate 
nodes can achieve the same level of assurance only if a trusted node is assumed to 
provide a correct route segment.  



 A Secure Routing Algorithm for MANET 499 

 

4   Conclusions 

In this paper, we proposed an efficient secure routing algorithm for mobile ad hoc 
networks that guarantees the discovery of correct connectivity information over an 
unknown network, in the presence of malicious nodes. The algorithm introduces a set 
of features, such as the requirement that the query verifiably arrives at the destination, 
the explicit binding of network and routing layer functionality, the consequent verifi-
able return of the query response over the reverse of the query propagation route, the 
acceptance of route error messages only when generated by nodes on the actual route, 
the query/reply identification by a dual identifier, the replay protection of the source 
and destination nodes and the regulation of the query propagation. 

The resultant algorithm is capable of operating without the existence of an on-line 
certification authority or the complete knowledge of keys of all network nodes. Its 
sole requirement is that any two nodes that wish to communicate securely can simply 
establish a priori a shared secret, to be used by their routing algorithm modules. 
Moreover, the correctness of the algorithm is retained irrespective of any permanent 
binding of nodes to IP addresses, a feature of increased importance for the open,  
dynamic, and cooperative MANET environments. 
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Abstract. Opening property of P2P network allows nodes to freely join P2P 
network and to create identity at no cost. Utilizing the loopholes, malicious 
nodes can create a number of identities in a short time, which will exhaust the 
identifiers resources and damage the operation of P2P network. The paper 
proposes a conundrum verification scheme which enables the node to join P2P 
network and creates identity more difficult. Moreover, it also puts forward a 
detection and elimination scheme, which can help P2P network to detect 
identity attackers promptly and eliminate them. Simulation experiments 
demonstrate that with the combination of the two schemes, P2P network can 
prevent identity attack effectively.   

Keywords: P2P, Identify attack, Network security, Intrusion detection. 

1   Introduction 

P2P network is an application-level network connecting any number of nodes, and every 
P2P node represents an instance of an overlay participant. Each P2P node is randomly 
assigned an Id uniformly in a large identifier space. Sharing data is assigned unique 
identifiers called keys from the same space. If the local node has no direct physical 
knowledge of remote nodes, it perceives them only as informational abstractions that we 
call identities. The system must ensure that distinct identities refer to distinct nodes, 
otherwise, when the local node selects a subset of identities to redundantly perform a 
remote operation, it can be duped into selecting a single remote node multiple times, 
thereby defeating the redundancy. The attacks which disrupt the performance of P2P 
network through forging multiple identities is called as identify attack. 

The Identity attack is general in overlay network, however, since the attack can be 
launched by a single malicious node, and affects routing, lookup or store operation. 
The famous identity attacks are Sybil attack [1] and Eclipse attack [2] In the Sybil 
attack, a malicious node can generates a large number of identities and uses them 
together to disrupt normal operation. In the Eclipse attack, a malicious node tries to 
organize to disproportionately populate routing tables in target nodes to disrupt routing 
work of P2P network. The two attacks all can intercept route request and result in the 
occurrence of identity attack. Reference [3] proposed an Identity Theft Protection 
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mechanism in Structured Overlays, in which a client node finds self-certifying proofs 
to verify the existence of their desired destinations. Nodes periodically push signed 
proofs of their existence out to a random subset of network nodes. Reference [4] an 
identifier authentication mechanism called random visitor, in which a randomly chosen 
delegate carries some credential that can prove sincerity, ownership, and moderate 
exclusiveness of a node. Reference [5] proposed a self-registration scheme which binds 
identifier to the IP address. If a node is trying to join the network, then it should verify 
its identity to multiple nodes. Singh et al. [6] proposed bounding indegree and 
outdegree of P2P node within threshold. Because the identity attack will cause the in or 
out degree relatively higher than the ordinary nodes, nodes should select their neighbor 
such that the node degree do not exceed the threshold. 

In this paper, we proposed a conundrum verification scheme, which raise the 
difficulty of joining P2P network and creation of node identity for every node. 
Furthermore, we also presented a detection and elimination scheme, which can find 
identify attackers in due time and eliminate them. Simultaneously using the two 
schemes in P2P safety strategy, P2P network can obtain well defense effect to identity 
attack, which has been verified in latter experiments. 

2   The Framework 

Our research is based on structured P2P network with hiberarchy. The entire P2P 
network is divided up many regions, and a super node manages a region which 
includes a lot of guard nodes and popular nodes. The nodes with powerful 
performance and long online time are selected as super nodes or spare super nodes of 
current region. When current super node is failed or leave the P2P network, a spare 
super node will be selected as new super node in due time, which is propitious to the 
stability of P2P network. A popular node can become guard node based on its 
voluntary joining. The super node collects the suspicious message in its region and 
launch proper measurements through periodically communicating with its guard 
nodes. This monitor scheme is not only effective to identify attack, but also effective 
to other threats, such as worm propagation, DDos attack and so on. Our schemes are 
composed of two part content shown as follow. 

1) That new node join the P2P network must pay a certain price, for example, to 
solve a mathematical problem, which can effectively inhibit the speed of forging 
identifiers of malicious node, and gain more time for system detection and defense. 

2) Super node utilizes guard nodes to obtain the number of identifiers of normal 
nodes and to verify the validity of these identifiers. Lastly, super node will judge 
whether the detected node is an identity attacker based on the statistics result. If 
abnormal events have been found, the super node would send alarms to all the nodes 
in its region and impose the suspicious node exit the P2P network. 

3   Conundrum Verification to New Node and New Identify 

Due to a node needn’t pay any price when it join P2P network and create identity. 
Utilizing the loopholes, the attackers can join the P2P network at discretion and easily 
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create a large amount of identities in short time, which will deplete the resources such 
as identifier address space and network connections. Consequently, the stability and 
efficiency of P2P network is crippled seriously. Therefore, in our detection and 
defense scheme, the primary strategy is to ask for a node must pay a certain cost when 
it join P2P network or create a new identity, which can effectively inhibit the speed of 
forging identifiers of malicious node in initial phrase. For example, when applying for 
a QQ account, users must fill a randomly generated string, know as verification code. 
The code must be artificially filled, which can prevent attackers apply for a large 
number of QQ account by automatic-fill-machine software. Based on the elicitation of 
the example, we can introduce analogous mechanism when nodes join the P2P 
network or create identities. The mechanism will make malicious nodes pay 
tremendous cost if they launch identify attack, and effectively inhibit the speed of 
forging identities at the beginning. Our detail scheme is: when a node will join or 
create identifier, super nodes or guard nodes produce a random conundrum to it. Only 
after the node give the correct answer and pass the verification, its application would 
be accepted by P2P network. Our scheme keeps to the following principles. 

1) System needn’t pay too much cost to create a conundrum and verify its results. 
2) To solve the conundrum must pay biggish cost, but the cost can be adjusted by 

P2P system. 
3) The solution of conundrum only can be finished by software. 
4) The node can’t predict or conjecture the conundrum and its answer. 
5) Each new node will receive a same type of conundrum, but its content is random 

and different. 
6) That a large number of nodes work together is also no help to solve the 

conundrum, which means there isn’t parallelism in the solution scheme of the 
conundrum. 

7) Whenever the node adds a new identifier, it must solve a new conundrum. 

There are many schemes[7,8] satisfy above-mentioned principle. In this paper, taking 
the advantage of these schemes and improving them, we propose a new scheme which 
based on the Security Hash Algorithm SHA-1.The conundrum produced by our 
scheme is that require node to decrypt Hash value with an appointed size. Due to 
Hash function is a single-direction and single-mapping encryption function, to resolve 
the conundrum can but use exhaustion method, which make the node pay biggish 
cost. However, it is easily to verify the correctness of answer for the P2P system. 
Those properties are well satisfied to our requirement. 

When a node joins P2P network or creates a new identity, P2P system will send it a 
randomly-generated big integer and a difficulty modulus d. The node must calculate 
the conundrum with following formula. 

( ) MRIDISHA
bitsd
43421 L000002mod)(1 =++−

 
(1) 

Where ID denote the node’s identifier (represent with binary), R denote the answer 
need to solve, M is a random binary integer. d denote the number of prefix 0 in Hash 
value which needs to calculate, the number indicate the difficulty degree to solve the 
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conundrum. After R has been calculated, it and 000…000M will be together sent back 
to the node that gives the conundrum. Based on the two parameters, P2P network can 
easily judge the correctness of answer. The detail algorithm of security verification is 
shown as follow. 

1) IF node a asks for joining P2P Network or 
creating a new identifier. 
2) Then Super node or guard node generate a big 
integer I(I>107) and a difficulty modulus d 
(1≤d≤160), and send them to node a. 
3)a calculates SHA-1((I+ID) mod 2+R) with exhaustion 
method, until the number of prefix 0 in Hash value 
equal d, at the same time, R is numerated.  
4) Node a send R and 000…000M together back to the 
node that gives the conundrum. 
5) IF the answer is right, the verification is 
passed, super node accepts all the requests of a 
6) Else super node will reject all the requests of a 

The value of difficulty modulus d can be set according to actual needs. d has an 
enormous impact on the speed of solving conundrum. When the number of prefix 0 of 
SHA-1((I+ID) mod 2+R) achieve to d, R is numerated, and the conundrum is also 
solved. The relationship between calculation times x and d is approximate to an 
exponential function. If the Hash result is composed of n binary digits, its sample 
space size is 2n. We assume that the probability of numerating correct R equal 0.9 
through only calculating half sample space, then, the relationship between x and d 
could be approximately expressed by following formula. 
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Transforming formula 2, we can get a more explicit formula shown as follow 

)21lg(
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As shown in the Formula 3, with the increase of d, the calculation times x will 
increase in an enormous speed, which mean that calculation difficulty is also 
rapidly increase. When d = 27, calculation times x equal 7070624. If d = 160, i.e. 
the maximum encryption length of SHA-1 algorithm, that is equivalent to 
completely decrypt SHA-1 algorithm, and it is impossible to realize under current 
computer level and decryption algorithm. Therefore, through setting an appropriate 
difficulty modulus d, it is not only greatly raise the cost of creating a large 
numbers of identifiers in a short time, which can effectively inhibit the spread of 
identity attack, but also enable most nodes don’t consume too many resources to 
calculate answer. 
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4   Detection and Elimination to Identity Attacker 

After new node has joined P2P network, it have chance to forge many identifiers. 
Therefore, a periodical detection and elimination mechanism must be established to 
deal with the attack. Our detection method of identity attack is based on cryptography 

[9]. When super node S wants to verify the authenticity of identifier Tid of goal node T, 
it will generate a function Vs filled with identity and IP address of S and T. Then S 
send Vs to a random guard node which fulfill the final identity verification in 
indirectly. To effectively verify identity of node, we adopt the method that binds 
identity with its IP address. Through virtual server technology in P2P network that 
make a physical node can own several identities, we set a thresholdδfor number of 
identity. The node that own the identities exceed theδis regard as identity attack node. 

( )sTidsidTss KIPTIPSRREncV |,,, −−=
 

(4) 

Where Rs and RT are random character string generated by node S and node T 
respectively; Sid–IPs and Tid–IPT are the identity–IP address pair of S and T 
respectively; Ks is an IBC related credential used by IBC mechanism [10], and it is 
produced by node T and back to node S with encrypting. Enc is the abbreviation of 
encrypting function. 

Where Vs is a encrypted value of Rs, RT and Sid–IPs, Tid–IPT, and the encrypted key 
is concatenated value saf. In our scheme, only node T knows the really value of Rs 
limited by the IBC authentication mechanism. Vs is delivered to detected node T by a 
random guard node such as g, and node T must do some manipulation to Vs to prove 
his legal identity. When node T receives Vs, it should respond within threshold time tv. 
If node T fails to manipulate Vs or not respond in due time to the super node S, then 
the node T is regard as identity forger such as Sybil or Eclipse attack.  

Due to the P2P network is a dynamic overlay network so that the identifier of each 
node or their IP address is often changes, in our scheme, we bind identity of node 
with its IP address, which construct an ID−IP pair that is used to present exclusive of 
node identity in P2P network. The ID−IP pair is also become an important parameter 
ID-P in our scheme. For a node T, this parameter is ID-PT that is produced by 
following function. 

( )ipididTsHT TTGRRFPID −=− ,,,
 

(5) 

In the formula 5, parameter ID-PT is the globally unique identifier of node T; FH is 
Hash function; Rs and RT are random character string generated by node S and node T 
respectively; Tid–Tip is the ID−IP pair of node T; Gid is the IP address of guard node 
that is used to detect node T. 

When super node S is ready to verify the identifier of node T, it needs to verify ID-
PT and count the number of identifier of T through a random guard node G. Regarding 
guard node might fail or leave the network, we select three guard nodes to 
simultaneously execute the verification task. Follow algorithm show our verification 
scheme in detail. 
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1) S obtain the IP address of T based on IDT 

2) S send Query message Enc (Rs, Sid-Sip,Tid | Ks) to T  
3) T create ID-PT=FH(Rs,RT,Sid,Tid–Tip|KT) and send it to S 
4) S create key data: Vs= Enc(Rs,RT,Sid–IPs,Tid–Tip | Ks) 
5) S random select three guard nodes Gi,Gj,Gf from 
guard node Set, then signs the Vs with its ID−IP pair 
6) S encrypt Vs by ID−IP pair of Gi,Gj,Gf respectively, 
and send the result to Gi,Gj,Gf respectively 
7) Gi,Gj,Gf decrypt Vs with their identity respectively 
and verify the signature of S 
8) IF signature verification is passed, Gi,Gj,Gf sign Vs 
with their ID−IP pair and encrypts it with IDT, and 
send them to node T respectively 
9) Else verify command is discarded and verification 
scheme terminate 
10) T decrypt the three verification message and get 
Vs respectively to verify, and then make echo message 
Enc(FH(Rs+1,Gid,Tid–Tip)|KT) to S 
11) So long as one echo message is received and pass 
the verification by S in due time, S will count the 
number i of ID with same IP address 
12) IF i <• then T is regard as a normal node 
13) Else T is regard as “bad” node. S will reclaim its 
all forged IDs to impose T to leave P2P network, and 
broadcast its IP address in the region using identity 
attack alarm, which will prevent spread of identity 
attack 

5   Simulation Experiments 

Simulation experiments were carried out at a PC with P4 3.0 GHz and 2G memory. 
Operating System was Fedora Linux 9.0, and simulation software employed 
P2Psim3.5. The overall number of nodes is 105 and regions are 102. Each region had 
100 guard nodes at the beginning. 

We have designed two simulation experiments, both using Chord protocol. The 
first experiment simulates the quantity changes of overall forging identifiers after 
adopting the conundrum verification mechanism. As the Fig.1 show, in this 
experiment the proportion of malicious nodes are fixed at 15%. The second 
experiment simulate the quantity changes of overall identify attackers after adopting 
the detection and elimination mechanism. As the figure 2 shows, in this experiment 
the initial quantity of malicious nodes is 104. 

As is Fig.1 shown, when not using the conundrum verification mechanism, the 
number of forging identifiers take on rapid growth trend with no holdback, which 
consume most of identifier space in short time. After adopting the conundrum 
verification mechanism, the number of forged identifiers take on slow growth trend, 
which mean that the mechanism has greatly raised the cost of forging identifiers and 
effectively inhibited the spread of the identify attack. Meanwhile, we also find 
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Fig. 1. Performance of conundrum verification mechanism 
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Fig. 2. Performance of detection and elimination mechanism 

conundrum verification mechanism could not completely prevent the actions of 
forging identifiers. Because as long as there are time, malicious nodes could forge 
identifiers, but forging speed is very low. With the time increase, the accumulative 
quantity of forging identifiers is still enough to harm the work of P2P network. 

As the Fig.2 shows, when not using the detection and elimination mechanism, the 
number of malicious nodes takes on rapid growth trend, and exceeds the number of 
normal nodes in short time, which seriously damage the work of P2P network. After 
using the detection and elimination mechanism, the number of malicious nodes takes 
on increase trend at beginning, subsequently, decline rapidly. This is because P2P 
network must cost some time to detect identify attacker. During this time the number 
of malicious nodes still has the opportunity to grow, but once P2P system finds the 
trace of identify attacker and execute elimination measures, more and more malicious 
nodes will be removed from the P2P network, so number of malicious rapidly decline 
in latter. 
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Through comprehensive analysis of two experiments, we find that only together 
using conundrum verification mechanism and detection and elimination mechanism, 
the P2P network can effectively defense and inhabit identify attack. There isn’t good 
effect only to use one of the two mechanisms. 

6   Conclusion 

P2P systems often rely on redundancy to diminish their dependence on potentially 
malicious peers. If distinct identities for remote nodes are not established either by an 
explicit certification authority or by an implicit one, these systems are susceptible to 
identity attacks, in which a small number of nodes counterfeit multiple identities so as 
to compromise a disproportionate share of the system. The paper has proposed two 
schemes, conundrum verification scheme and detection and elimination scheme, to 
resist identify attack. Those schemes heavily raise the difficulty of joining P2P 
network and creating new identity, and enable P2P network easily detect and 
eliminate identify attackers. Simulation experiments also demonstrate: a combination 
of these two schemes is effective method to defense and inhabit identify attack. 
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Abstract. License Plate Recognition is an important component of  Modern 
highway toll systems. This paper presents an embedded technology-based 
License Plate Recognition System. The system uses a multi-processor 
technology, with three DSP and two FPGA included. Through a multi-block 
high-speed processor application, the accuracy of recognition system will be at 
a very high level. The greatest advantage of DSP and FPGA System lies in its 
structure flexibility, high universality and fitting in the modular design. 
Therefore, it can achieve highly efficient three sets of algorithm and real-time 
control. At the same time, its development process can be carried out in 
parallel. 

Keywords: License Plate Recognition DSP FPGA. 

1   Introduction 

In modern society, involving motor vehicle traffic analysis, management of motor 
vehicle driving violations, as well as automatic toll collection highway Intelligent 
Traffic Management (ITM) system has become increasingly important. This paper is 
based on the license plate information, presenting an embedded system of highway 
toll without car-stopping, and in this system, three DSP (TMS320C6713B) and two 
FPGA (Cyclone EP1C12Q240C8) are used,TMS320C6713B is TI's 32-bit high-
performance floating-point DSP. With maximum operating frequency 300MHZ, the 
implementation ability of 240MIPS and 180MFLOPS.It is very suitable for the 
highway toll collection system to identify the license plate with a lot of image 
processing data. It has a high-performance 32-bit external memory interface (EMIF), 
can provide seamless connectivity with Synchronous / asynchronous memory, such 
as:  SRAM, SDRAM, SBSRAM, Flash, being Compatible with 8/l6/32 bit external 
memory bus. At the same time, with a lot of integrated on-chip peripherals, including, 
PLL, CLK, EDMA, MCBSP, I2C, HPI, and so on. FPGA logic cell array uses LCA 
(Logic Cell Array) of such a new concept, including the internal CLB (Configurable 
Logic Block), IOB (Input Output Block),as well as Interconnect. User can reconfigure 
FPGA internal logic module, so as to realize the expected logic. Three DSP are used 
as main processors, and on the other hand, two FPGA are used as auxiliary 
processors. Independent three-way image recognition algorithm is parallel working, 
and this design can acquire very high speed and excellent accuracy rate. In order to 
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communicate well and establish two parallel bus interface, HPI is connected with 
FPGA, with EMIF connected with DSP. 

2   Hardware Design 

Fig 1 shows the design process of this system. 

 

Fig. 1. Design process of system 

Because of the requirement of high recognition rate and real-time acquisition of 
image processing, as well as transferring of the result, of course, the system should 
take more strict consideration on time. With reference to the experience of traditional 
License Plate Recognition, meeting the actual needs of intelligent traffic management, 
the design structure of this system can be summarized as following aspects: 

(1) Sense coil trigger FPGA to acquire three-way digital video signal. 
(2) Dedicated front-end simulation of the use of road surveillance cameras (dual) 

to acquire Image. 
(3) Analog signal change into digital signal. 
(4) After pre-processing the video signal by FPGA, transfer the image to or 

temporarily registered in SRAM. 
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(5) Three DSP deal with three-way image data, and transfer the result to FPGA to 
compare. 

(6) At the end, transfer the last result to PC via interface 485 which is designed 
by FPGA. 

The system consists of dual-DSP + FPGA and single dual-DSP + FPGA board to 
complete the three-way joint algorithm. The first camera corresponds to the single 
DSP system, because it has only one way signal. The second camera corresponds to 
the dual DSP system, because it requires two acquisitions of the image, equivalent to 
two-way signal. Finally, transfer the license plate data which is recognized by single 
DSP to FPGA in dual-DSP system to compare and determine the result. 

Under general circumstances, the fist four frames of license plate images will be 
transferred into first board, to make relevant handle and comparing. If these two 
processors output two different results, automatic identification system will be 
allowed to deal with the following image frames. This time, there are three kinds of 
results, if two results are same, this result will be the final one as input to the auto-toll 
system, otherwise, this license plate can’t be recognized, will be stopped manually. 
Through the comparison of the dual-processor, this design will enjoy an advantage of 
high recognition rate and high recognition speed. 

3   Image Acquisition 

A pickup camera takes the analog license plate image information and sends it to the 
A/D chip SAA7113H.The interface between SAA7113H and FPGA is shown in fig2, 
which also shows the interface between SAA7113H and DSP I2C bus including 
SCL0 and SDAT0.The DSP will initializes SAA7113H at the beginning via I2C bus. 
The RTS1 and RTS0 ports are configured as the vertical synchronous signal and 
horizontal synchronous signal which are sent to VS and HS port of FPGA. The 
Standard ITU 656 YUV 4 : 2 : 2 format (8-bit) data of license plate can be obtained 
on the VPO bus. Line-locked system clock frequencies of 24.576 MHz output from 
the LLCLK port is linked to the CLK port of the FPGA. This clock is used to 
synchronize the VPO [7:0] 8 bit data. Real-time status information output (RTCO) is 
also used for debugging. 

 

Fig. 2. The interface of SAA7113H with FPGA and DSPI2C 
 



 License Plate Multi-DSP and Multi-FPGA Design and Realization 511 

 

4   License Plate Image Processing 

Of course, it is essential to make image pre-processing, since then, the system will 
position plate features, and do feature segmentation, so as to make further identify. Three 
sets of image recognition algorithm are transferred into DSP, and then, they will run 
effectively in the DSP, and can assure real-time processing. License Plate characteristics 
will be naturally divided into two parts, certainty and uncertainty. The license plate 
information of the certainty part will have the chance to be recognized, otherwise, the 
system will wait for the result of auxiliary identification to decide. Fig 3 shows the 
connection of relative interfaces between the DSP and FPGA. In order to communicate 
effectively between DSP and FPGA, it establishes two parallel bus interfaces.  

 

Fig. 3. The connection of relative interfaces between DSP and FPGA 

Fig 4 shows FPGA programming structure, including flowing six parts: A/D, 
double FIFO, control core, UART, SRAM interface, DSP interface. 

 
Fig. 4. FPGA programming structure 
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Through A/D, digital signal will be received correctly, the input signals including 
horizontal synchronization signals, vertical synchronization signals, synchronization 
clock from A / D device, image data. Double FIFO is used as buffer, at the same time, 
the control core make ping-pong operation on FIFO, and double high speed SRAM 
are used to memory continuous data flow between FPGA, A/D and DSP, with UART 
part responsible for system and peripheral devices (such as the PC) communication, 
Control Core responsible for all of the operation, as well as Ping-Pong control to 
ensure uninterrupted data flow. 

5   Data Transmission Interface 

In this system we use DSP MCBSP (Multi-channel Buffered Serial Port) interface to 
achieve the two DSPS’ communication. MCBSP is a programmable multiple function 
serial port. The MCBSP data channel including DR and DX ports, and control 
channel including CLKX, CLKR FSX, FSR, CLKS ports finish the communication 
work together.  

Fig. 5 shows the ports of MCBSP. The registers including SPCR, RCR, XCR, and 
so on, work as temporary memory to store the instruction and data from and to 
EDMA or CPU. The data channel completes data exchange work through DR1 and 
DX1 ports at the synchronous clock port CLKR, CLKS and frame synchronous port 
 

 

Fig. 5. Ports of MCBSP 
[ 
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FSX, FSR. The license plate recognition result can be compared by the three DSPS. 
All the data are transmitted through the 32bit peripheral bus which is connected to the 
CPU and EDMA. It is important to transmit data from our system to external terminal, 
because in computer it is easy to test our recognition arithmetic and observe the quality 
of the captured image. In this system both DSP and FPGA are connected to the PC for 
debugging and verification. MAX3232 and I2C through MCBSP are used for 
communication between the system and external process terminal such as PC. In 
addition, RS485 module is arranged through FPGA to connect the terminal device. 

Here, it is a typical method to use FPGA to be a control chip of video image 
acquisition and system processing, DSP to be a computing core. A stable, real-time, 
high-speed front-end image acquisition and Memory module is an important part of 
this kind of image processing system. Here, the system uses ping-pang Conversion 
idea which is widely used in FPGA design, to keep Continuous transmission of high 
speed information flow. At the same time, it takes full advantage of synchronous 
finite state machine (FSM) to produce precise timing sequence, to control all internal 
operation in system. 

6   Simulation Results 

Fig. 6 and fig. 7 show two circuit boards which are needed in this system, the first is 
single DSP plus single FPGA, the other is two DSP plus single FPGA. Because of the 
complicated interfaces of this system, when making system simulation, we should 
make functional simulation for various modules at first. Only without mistake in 
functional simulation, can we make joint simulation of various modules, of course, 
including functional simulation, after-comprehension simulation, timing sequence 
simulation, through SignalTapII of Quartus II and SignalProbe to test whether or not 
the program can run stably and accurately in the circuit. 

 

Fig. 6. Single DSP plus single FPGA circuit board 
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Fig. 7. Two DSP plus single FPGA circuit board 

After the entire system platform has been built, we load algorithm into FLASH, 
so the system can work without computer, absolutely depending on these 
processors. In order to make the system recognition result can be watched, we 
install an LCD screen, connected with MCBSP. Fig. 8 shows the recognition result 
of a license plate. 

 

Fig. 8. Recognition result of a license plate 
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Fig. 9 and fig. 10 show simulation diagrams of data flow of ping-pang control. 

 

Fig. 9. Data flow diagram of ping-pang control (1) 

 

Fig. 10. data flow diagram of ping-pang control (2) 

7   Conclusion 

The main innovation of this system is utilizing three sets of algorithm which are not 
relevant with each other to improve the recognition rate, and using  three DSP plus 
two FPGA hardware platform of parallel processing to promote the recognition speed, 
so as to design a high recognition rate, a high recognition speed, convenient-
installation Embedded License Plate Recognition System(ELPRS). Through testing 
under MATLAB environment, error rate of a set of license plate recognition 
algorithm is as high as 7%, but, with three sets of license plate recognition algorithm 
working together, which becomes only 0.35%, and at the same time, the parallel 
processing time is 0.8S, at most 1S.SO, in terms of recognition rate and recognition 
speed, there is some advantages in this system. 
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Abstract. As a novel information acquiring and processing technology, 
compared to other traditional sensor networks, wireless multimedia sensor 
networks pay more attention to the information-intensive data (e.g. audio, video, 
image). Potential applications of wireless multimedia sensor networks span a 
wide spectrum from military to industrial, from commercial to environmental 
monitoring. This paper discusses QoS routing problem model with multiple QoS 
constraints, which may deal with the delay, delay jitter and bandwidth, and 
presents QoS routing algorithm with multiple constraints based on genetic 
algorithm, and gives the algorithm idiographic flow. Simulating results show that 
higher routing successful ratio and faster convergence is achieved in the 
algorithm. 

Keywords: wireless multimedia sensor networks, QoS routing algorithm, 
genetic algorithm. 

1   Introduction 

Wireless multimedia sensor network as a special form of wireless sensor network has 
become an object paid more attention by researchers[1,2].WMSN transmits real-time 
images, audio, video and other multimedia information. As for the requirement of 
multimedia information transmission, it somewhat needs Qos guarantees[3]. 
Qos-sensitive is an important feature of WMSN .Qos routing technology needs to be 
solved in the study of WMSN application .Qos routing technology mainly requires to 
calculate the feasible path under the multi-constrained condition ,and also to optimize 
the many possibly existing paths. While solving (optimizing) the feasible path under 
the multi-constrained condition belongs to NP-complete problem[4],the common 
solution to the problem is heuristic algorithm and genetic algorithm etc. 

Qos of WMSN is mainly embodied in audio and video quality, network delay, 
network power consumption, coverage, service duration and the dealing of media 
information etc, but WMSN has to consider its speciality of resource-constrained, 
variable channel capacity, cross-layer union among different function, the flow of 
non-uniform distribution and the energy balance which makes it face more challenge 
for providing Qos guarantee. Ref.[5] presents a WMSN routing algorithm with known 
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energy based on the genetic algorithm, which uses the energy as fitness function to 
evaluate each path and makes use of traditional genetic algorithm to optimize the path 
of energy at best .This method adopts the scheme with coding of the same length, uses 
each node of the next hop as a gene and uses the tradition single-point crossover .Its 
disadvantage is that it makes the invalid path. Ref.[6] proposes routing protocol of 
WMSN with known energy, which uses the genetic algorithm to provide delay bound 
and energy confinement for Qos routing. 

This paper uses the genetic algorithm to design and realize the Qos routing algorithm 
of WMSN. It makes use of random walk to generate the initial population, encodes as 
the given path and provides the process of algorithm realization. Simulating shown that 
the algorithm has the characteristic of fast convergence and high rate of routing 
success. 

2   Description of Network Model and Routing Problem 

This article assumes that WMSN is a Mesh network structure .Network consists of a 
cluster and a number of nodes. Sensor nodes can be multimedia sensor node and others 
simple data ( such as temperature etc ) node. Any node in network has at least more than 
one neighbor node. That is to say, WMSN can be expressed as ( )EVG ,= , where V is 
the set of sensor nodes and E  is the set of duplex links corresponding with nodes. If 
r is the communication radius of sensor node, ( )21 , vvd  stands for the distance between 
the two nodes ( Vvv ∈21 , ). when ( ) rvvd ≤21 , ,there is a two-way link existing between 

21 , vv , which is expressed as  ( ) Evve ∈21 , . Information required for genetic routing 
algorithm is collected by the nodes of Mesh without energy restriction . Node pool 
finish the genetic algorithm and pass the optimal paths to all sensor nodes. 

In WMSN ,different applications demand different Qos requirements .Specifically, 
it needs to provide the different Qos guarantee for real-time application, application 
with delay constraint, and the application with loss rate constraint or without. This 
paper discusses Qos routing problem of continuous media. Namely ,look for a path to 
content multiple QoS constraints on the basis of rational use of energy in sensor nodes . 

Definition 1:In WMSN ( )EVG ,= . T  stands for the path sets from source node Vs ∈  
to the cluster node Vd ∈ . )(tE  is the edge set of Tt ∈ , its Qos parameters can be 
described as follows : 

(1) ( ) ( )( ) ( ) ( ){ }tEvvevvebandwidthtbandwidth jiji ∈= ,,,min . 

(2) ( ) ( )( )
( ) ( )
∑

∈
=

tEvve
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ji

vvedeleytdelay
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, . 

(3) ( )( )
( ) ( )
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∈
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tEvve
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ji

vvejitterdelayjitterdelay
,

,__ . 

Definition 2: The Qos routing problem of WMSN: In WMSN ( )EVG ,= ,needs to find 
a path Tt ∈*  to satisfy the follow Qos requests and optimal conditions. 

(1) ( ) min
* Btbandwidth ≥ . 
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(2) ( ) max
* Dtdelay ≤ . 

(3) ( ) max
*_ Jtjitterdelay ≤ . 

(4) ( )*cos tt  is minimum. 

minB , maxD  and maxJ  separately stands for lower limit bandwidth, upper limit delay and 
upper limit delay-jitter of the end-to-end QoS constraints. The ( )*cos tt  is the cost of 
path, the times of path hop is used as the cost. The formula (4) brings a kind of 
optimization target, in order to find the shortest path which can meet multiple QoS 
constraints. 

3   Qos Routing Algorithm Based on Genetic Algorithm 

Genetic algorithm imitates the mechanism of choices and the genetic in the natural 
biological evolution process and forms an optimized search algorithm. The general 
operating process of genetic algorithm consists of encoding, production of initial 
population, the determination of fitness function, method of selection, crossover 
operation and mutation operation etc. 

3.1   Encoding 

Given network ( )EVG ,=  and a routing request adopts random walk to find a random 
path from the source node to the destination node. The path method used to encode, a 
chromosome can be expressed as { }VgggggC ini ∈⋅⋅⋅⋅⋅⋅= |,,, 21 , among which ig  is 
expressed by the node number, the path from node 11 to node 10 is express as 
{ }10,28,15,38,11 . 

3.2   Fitness Function 

The optimize aim of routing algorithm is to find the shortest path to meet the Qos 
multi-constraints, so the fitness function of using to evaluate path can be defined as: 

( ) ( ) ( )

⎪
⎪
⎩

⎪⎪
⎨

⎧ ≤∧≤∧≥
=

others
tt

JtjitterdelayDtdelayBtbandwidth
ttf

,
)(cos

_,
)(cos

1
maxmaxmin

ε  

The ε  is positive numbers far smaller than 1,inorder to let the path which cannot meet 
the demand of Qos has the few chances to participate in cross operation, especially in 
initial population where there is no path to meet the Qos demands can make the 
algorithm not stagnate. Obviously, the shorter the path which satisfies the Qos 
constraint is, the larger the fitness is ,thus the path in line with the optimize condition is 
ensured at the next generation. 
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3.3   Crossover Operation  

The process of crossover operation is as follows: first of all, select several numbers of 
pairs of chromosomes randomly, compare two chromosomes and find all the same 
genes (ie nodes), select one form these genes randomly as a crossover point, from 
which all genes can be exchanged. eg: Gene 28 is used as the crossover point between 
chromosome (11.13.15.28.10.25) and chromosome (43.22.28.21.7.29.30),next 
generation can be (11.13.15.28.21.7.29.30) and (43.22.28.10.23). 

3.4   Mutation 

The process of mutation: first of all, select a chromosome randomly and also find a 
node k randomly, add all nodes before k to the offspring, and then starts with k,the 
destination node is defined as the final node, and uses random walk to method to find a 
random path,which doesn`t contain all the nodes before k,and add this path to the back 
path offspring. This method can avoid generating illegal path and at the same time can 
ensure the diversity of population. 

3.5   Algorithm Description 

The flow of Qos routing algorithm based on the genetic algorithm is as follow. 

Step 1: Make use of the random walk method to generate the initial population. 
Step 2: Calculate the the fitness value of initial population. 
Step 3: While (termination condition not satisfied) do 

{select some parts of chromosome from the father`s population to implement 
crossover operation. 
Implement mutation. 
Calculate the fitness value of all individuals. 
Combine the father`s individual and the offspring`s individual  
Implement the roulette selection to generate new population.} 

The cycle of termination condition in algorithm uses the same path ratio, when the new 
population in the same path is beyond a certain percentage, the cycle exists. 

4   Simulation Experiments 

In order to evaluate and measure the performance of QoS routing, it can be defined as 
follows: 

Definition 3: Success of routing rate: Assume that the fitness of path found in 
algorithm is near zero,it shows that path found cannot meet the demand of Qos and the 
route fails.Then the ratio between average times of finding paths to meet the demands 
of Qos and the implementation times of algorithm. 

 



 QoS Routing Algorithm for Wireless Multimedia Sensor Networks 521 

 

 

Fig. 1. The network topology with 87 nodes randomly in the range of 10x10 

Definition 4: The average fitness of the population: the average of all the individual 
fitness in population. 

Definition 5: The best fitness value of the population: the maximum of all the 
individual fitness in population. 

Simulation experiment uses Waxman[7] network model and network bandwidth, 
link delay and delay jitter to randomly generate. 

Fig.1. is in the range of 10x10, with 87 nodes of Waxman model, the source node is 
defined as 28, the cluster node as 7, the network bandwidth is a random number in 
[1,10], link delay is a random number in [10,30], the link delay jitter is a random 
number [0.01,0.1]; genetic algorithm parameters are to set as follows: crossover 
probability is 0.7, mutation probability is 0.05 , the number initial population is 20; at 
the same time assume that the demand for QoS is 2min =B , 130max =D , 1max =J . 

Fig.2. is a sketch map of algorithm astringency. seen from the diagram , there are no 
paths to meet the demand of the Qos in the initial population at the initial iteration, but 
the algorithm does not stagnate, when the iteration times 22 the path in population starts 
with meeting the QoS constrain. Since then the average fitness of population converges 
on the best fitness of the population rapidly. From the simulation experiment it can be 
seen that the basic genetic routing algorithm has good adaptability and the algorithm is 
convergent. 

Fig.3. and Fig.4., respectively, show the relationship between the crossover 
probability, the average iteration times and the rate of routing success in the QoS 
routing algorithm. Compare two simulation results and we will find that when the 
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Fig. 2. The diagram of algorithm convergence 

 

Fig. 3. The relationship between the crossover probability and the average iteration times 

crossover probability is very small, such as crossover probability less than 0.2, the 
average number of iteration times is large , that is to say the convergence is slow, and at 
the same time the ratio routing failure is larger. From theoretical analysis, we can see 
that when the crossover probability is small, and because the probability to generate the 
new individuals is smaller, which makes the probability to generate high-quality 



 QoS Routing Algorithm for Wireless Multimedia Sensor Networks 523 

 

individuals in population get smaller, it results in slow convergence of algorithm, and 
easily leads the algorithm to be too premature to converge on the path to meet the QoS 
requirements; when the crossover probability is too large, such as greater than 0.95, the 
speed of convergence slows down. From theoretical analysis, we will see when 
crossover probability is too large, it is easy to ruin the good individual in population so 
as to result in lower convergence rate. 

In addition, through repeated experiments, it is found that because of the basic 
genetic algorithm with a lot of randomness, such as the quality of the initial population 
etc, the best convergence rate corresponding to the crossover probability is uncertain. 
Generally adopting the experience value in the choice of crossover probability brings a 
certain amount of difficulty for the application, and meanwhile the basic genetic 
algorithm does not consider node energy problem. 

 

Fig. 4. The relationship between the crossover probability and the rate of routing success 

5   Conclusion 

This paper aims at describing the bandwidth, delay and delay jitter of the 
multi-constrained QoS routing problem model for the wireless multimedia sensor 
network which has a Mesh and based on the basic genetic algorithm it can effectively 
solve the NP problem, and puts forward a multi-constrained QoS routing algorithm, 
give the specific implementation flow of the algorithm, and verifies it through 
simulation experiments on the algorithm convergence and the rate of routing success. 
But as for characteristic of wireless multimedia sensor network, how we consider the 
multi-constrained Qos unicast and multicast routing problem which has energy 
confinement mechanism needs us to study further. 
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Abstract. Along with the rapid development of biometric identification 
techniques, the fingerprint identification is becoming a significant subject. 
Automated fingerprint identification is a method to identify a person based on 
his fingerprint physiological characteristics. This paper presents an automatic 
fingerprint capture and preprocessing system with a fixed point DSP, 
TMS320VC5510A and a fingerprint sensor, FPC1011C. This system supplies 
two types of power: 1) wall adapter power, which can automatically switch 
from the wall adapter power to the battery in case of power-fail or brownout 
conditions, and 2) battery . With the interactive module , keyboard and the LCD 
in this system, the algorithm can run smoothly to realize the fingerprint 
processing.  

Keywords: DSP, Fingerprint Identification, Automatically power switch. 

1   Introduction 

Biometric Identification Technology is the use of human physiological characteristics 
(such as fingerprint, iris, face and DNA) or behavioral characteristics (gait, costumed 
keystroke) to identify and verify identity. Because the object it distinguishes has the 
characteristic of stability (long-term invariable), uniqueness (different individual, 
different fingerprint), the universality. And the characteristics has essential connect 
with the recognition individual, which are not easy to forge and counterfeit 
Fingerprint identification technology, with the advantages of conveniently collect, 
high quality image, high precision algorithm and low cost development, has been the 
main biometric verify technology. 

In this paper, the system is developed under such background. The system is an 
embedded fingerprint recognition system based on DSP. 

2   System Hardware Structure 

The system this paper presents used TMS320VC5510A [1] as the hardware platform. 
The DSP and FLASH, SDRAM, the fingerprint sensor, LCD and keyboards 
constructed the embedded fingerprint recognition system. The system hardware 
structure diagram is shown in Figure1:  
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Fig. 1. The hardware structure diagram of the fingerprint recognition system 

2.1   DSP Control Module 

The system’s primary CPU is a high-performance, low-power and 16 bit fixed-point 
DSP. Its core voltage is 1.6V, clock rate 160/200MHz may be selected, the 24kBytes 
instruction cache, 320kBytes on-chip RAM,32kBytes on-chip ROM, the external 
addressable space is 8M×16bit,32bit the external memory interface[2] (EMIF), may 
with glueless interface to synchronized/asynchronous memories such as FLASH, 
SDRAM, SRRAM, SBSRAM, the size of which maybe 8bit,16bit or 32bit. 
Meanwhile It has rich peripherals, for example: Multichannel buffered serial port [3] 
(MCBSP), DMA controller, Timer, parallel enhanced host port (EHPI), general 
purpose I/O pins (GPIO) as well as digital phase-locked loop (DPLL) and so on. The 
fingerprint recognition system this paper presents put FLASH and SDRAM on the 
EMIF bus, which is facilitated to read and write the data and the program. 

2.2   Power Management Module 

As an embedded system, on one hand it can be used at the fixed place with the wall 
adapter source, on the other hand it must can be used as the portable device with the 
battery source. To meet this demands, and meanwhile to avoid the conditions of 
power-fail or brownout, this system designs the two types of power. Generally, we 
used the wall adapter source. But in case of power-fail or brownout the system can 
automatically switch to the battery. To realize this function we used the 
chipTPS3600D50 [4] to monitor and transform the power.  

In case of a brownout or power failure, it may be necessary to keep a processor 
running. If a backup battery is installed at VBAT, the devices automatically connect 
the processor to backup power when VDD fails. The supply voltage which connects 
with VDD is 5V, and the battery is 6V. In order to allow the backup battery to have a 
higher voltage than VDD, this chip will not connect VBAT to VDD when VBAT is 
greater than VDD.VBAT only connect to VOUT (through a 2- Ω  switch), when 
VOUT falls below 4.5V and VBAT is greater than VDD. When VDD recovers, 
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Fig. 2. Power automatically switchover module 

switchover is deferred either until VDD crosses VBAT, or when VDD rises above the 
threshold 4.5V.  

2.3   Fingerprint Sensor Module 

Generally speaking, the fingerprint senor we used is based on the optical technology, 
or the semiconductor silicon technology or the radio frequency technology. In which 
semiconductor silicon technology is using the semiconductor silicon capacity effect to 
make the senor. The silicon sensor becomes a capacity's pole plate; the finger is 
another pole plate. It makes use of the silicon sensor's electricity tolerance between 
fingerprint line keel and the valley, and then it forms 8bit the gradation image. 

The fingerprint sensor FPC1011C [5] this system used is one kind of electric 
capacity type surface attire fingerprint sensor. FPC1011C is a new leading-edge 
capacitive fingerprint sensor, based on the Certus Sensor Platform. It offers several 
strong advantages; acknowledged high image quality, 256 gray scale values in every 
single pixel and especially, the reflective capacitive measurement method enables the 
use of a thick protective surface coating, preventing the user from directly touching 
the CMOS circuitry. At the same time, FPC1011C is protected against ESD well 
above 15 kV and the everyday wear-and-tear. FPC1011C is interfaced through a 
flexible printed circuit (8-pin) and therefore easy to integrate into a system using 
standard low-cost connectors. Its working voltage is 2.5V or 3.3V (when the working 
voltage is 3.3V, the power loss is 50mW). The active sensing area can be set by 
values of the XSHIFT and YSHIFT registers, and its max image size is 152×200 
pixels. Meanwhile the start position when it begins to collect the fingerprint can be 
changed by set the SENSEX and SENSEY registers. And during the read operation, 8 
pixels are captured every time. The concrete connection diagram is shown in figure 3. 

In this system, the working voltage of the fingerprint is 3.3V. The communication 
between the DSP and the senor is realized by SPI protocol. The senor interfaced with 
DSP’Mcbap, and the DSP works as the master. The baud rate is set to 1MHz.  
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Fig. 3. The connection diagram of the fingerprint senor and the DSP 

2.4   External Memory Module 

In this system, the DSP has on-chip ROM 32kBytes, DARAM 64kBytes, and 
SARAM 256kBytes. But during the fingerprint capture, process and store, the 
quantity of data is so big that the on-chip memory space can’t meet the need of the 
memory. As a result, we must use the external memory. The DSP’s external 
addressable space is 8M×16bit, and the space can be controlled by setting the values 
of the EMIF registers. This system used the chip of Micron Corporation's 32 
MT48LC2M32B2TG [6] to expand the memory space. It is a Synchronization 
dynamic random access memory (short as SDRAM). Its internal configuration is 2 
Meg×32 (512k×32×4banks ). So the size of the SDRAM is 8Mbytes. When the clock 
rate is 200MHz its setup time and maintains the time respectively is 1.5ns and 1ns. Its 
cycle time is only 5ns.The SDRAM is configured on DSP CE2 space. The start 
address is 0x800000H. 

However, we configured the SDRAM to expand the external memory, but there 
also exist a problem that the data stored in the SDRAM will be lost when in case of 
power failure or reset. At the same moment, the system need solidify the program in 
the memory to make sure that when power-up the system can work normally. To 
solve this problem we must introduce one kind of non- volatility memory. So FLASH 
which is the EPROM in nature is a very good solution to this question. What this 
system uses is SST39VF1602 [7], in which the memory is organized as 1M×16bit. It 
can also work at the low power consumption(the typical value is work at 5MHz), the 
standby current and the automatic low current are 3 μ A, and the fast read access time 

is.70ns. It supports the erase mode such as: sector erase, block erase, chip erase. The 
connection diagram is shown in figure 4. 

In this system we use the block erase mode and put the FLASH and the SDRAM 
on the EMIF bus to control the read and write access to the FLASH and the SDRAM. 
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Fig. 4. The connection diagram of the FLASH and the DSP 

2.5   Interactive Module 

As a portable fingerprint recognition system, the man-machine interaction is a very 
essential function. In this system, keyboards and the liquid crystal display are used 
to realize the man-machine interaction. The keyboards trigger hardware interrupt 
to realize the functions of fingerprint capture, fingerprint registration and 
fingerprint match. In each interrupt the LCD will demonstration the corresponding 
content. 

The liquid crystal we used is FYD12864-0402B . The max number of the Chinese 
character the LCD can demonstrate is 4Col×8Line.The LCD can also realize the 
graphical display. It has 4/8bit mode, parallel/serial interface, to support the SPI 
protocol. This system takes DSP as the SPI master, through to the Mcbsp register's 
configuration to realize the communication between the DSP and the LCD. Because 
what the LCD only need to do is to receive the command and the character. There are 
only two wires between the DSP and the LCD. 

The clock rate and the frame length, the transmission speed can also be controlled 
by setting the Specific register of the Mcbsp. The figure 5 shown below is the clock 
timings. In the timings we can see, the DSP must sent five high levels to synchronize 
the LCD and itself. The RW and the RS can determine whether the data or the 
instructions can be transmitted. When the RW and RS are set as “00” (binary), the 
instructions are transmitted to the LCD. And when they are “11” (binary), the data is 
transmitted. As shown in the timings, the 8 bit data or instructions are repackaged into 
16 bit. The 8bits are divided into two parts, the first four bits and the latter four bits. 
Then it adds 0000(binary) to tail of the first and the latter four bits to construct the 
8bits. So the transmission frame length of the Mcbsp is set to 24bit. When 
transmitting, the “BF” bit must be read first to ensure that the former instruction has 
implemented. In this system, the transmission speed is set at 115207bit/s. At the 
speed, it can communicate with the DSP properly. It also can show the content on real 
time and meet the need of the system. 
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Fig. 5. The LCD transmission clock timings in SPI mode 

3   Software Module 

In this system, the main program is developed on the DSP, so we used the embedded 
real time operation system DSP/BIOS and the CCS to realize the program’s design 
and debug. DSP/BIOS is a scalable real-time kernel. It is designed to be used by 
applications that require real-time scheduling and synchronization, host-to target 
communication, or real-time instrumentation. The DSP/BIOS provide preemptive 
multi-threading, hardware abstraction, real-time analysis, and configuration tools. 
Application programs use DSP/BIOS by making calls to the API. All DSP/BIOS 
modules provide C-callable interfaces. In addition, some of the API modules contain 
optimized assembly language macros. Most C-callable interfaces can also be called 
from assembly language, provided that C calling conventions are followed. 

In the system, we must package the fingerprint identification algorithm into the C 
functions. That means the C functions must can be run in the DSP board without the 
PC. And the in the immigration, the variable must has the defined address. The global 

 

 

Fig. 6. The task scheduling diagram 
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variable and the global functions must be packaged in a head files to make sure that 
the functions can be call in the main functions. The algorithm can be scheduled as the 
corresponding task.  The task schedule is defined in the DSP/BIOS. The task can be 
trigger by the hardware interrupt. Meanwhile the code can be optimized by the 
assemble language [8] to speed the code process. The driver program is based on the 
CSL [9], which is the function library the DSP itself owned. When we used the CSL, 
we can just call for the API functions in the library to realize the driver’s developed. . 

In this paper the keyboard triggers the hardware interrupt, and the hardware 
interrupt call for the corresponding software interrupt to realize the capture, the 
registration and the match. In each task, the fingerprint is processed in the following 
steps: fingerprint image input, image division, image enhancement, image 
binarization, Image refinement and character extract. The following figure 6 is the 
task scheduling diagram. 

4   Conclusions 

The fingerprint identification system based on DSP this paper designed has the 
characteristics such as: the small size, the low power consumption, the fast speed, the 
higher recognition rate. The board has provided a good platform for the fingerprint 
recognition algorithm. To test the performance of the system hundreds of images of 
the fingerprint are tested. As shown by the test, the time of extracting the fingerprint 
is more than 1 second; the match process is less than 1 second. The all time is no 
more than two seconds. The average FAR [10] (the false accept rate) is about 0.18%, 
and the FRR (the false rejection rate) is about 2.79%.   

The system in this paper is used the automatically power switch device to ensure 
that it can be used as the portable device. Meanwhile, the keyboard makes the 
operation easier; the LCD makes the result easier to look at. The image of the 
fingerprint is about 3k bytes, so it has enough space to store the image. It can satisfy 
the need of the real time fingerprint process completely. And the system has the huge 
marketing potential. 
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Localization Algorithm of Beacon-Free Node in WSN 
Based on Probability 
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Abstract. The localization technology based on beacon-free node can 
significantly reduce the network cost when it takes into account the configuration 
constraints and cost factors of wireless sensor network as well as satisfies the 
lower hardware requirements. This inspires the wireless sensor network node 
localization studies. With an analysis of the beacon nodes and beacon-free node 
localization algorithm, this paper puts forward the localization algorithm of 
wireless sensor network beacon-free node probability-based. Simulation results 
show that the algorithm, at no additional hardware, will reduce the computation 
overhead and improve the localization accuracy and that has good adaptability.  

Keywords: wireless sensor networks, beacon node, node localization, 
probability. 

1   Introduction 

Node localization technology is one of the main supporting technologies of wireless 
sensor networks, and it is a very important research direction in wireless sensor 
networks research areas.  Localization is a mechanism that for a group of network 
nodes with unknown location, we determine the location of those nodes by measuring 
or estimating the distance among them or hops, or using the exchange of information 
between nodes. 

According to whether or not to use the beacon nodes in the process of localization, 
we have two localization algorithms: localization algorithm based on beacon node and 
algorithms based on beacon-free node. Localization method based on beacon nodes 
mainly use the location information of a small number of known nodes in the sensor 
networks to obtain the location information of other unknown nodes (called unknown 
nodes).We can get beacon node location information by the way of being 
pre-configured, or GPS, etc. while the remaining unknown nodes can calculate its own 
location information from the location information of the beacon nodes. 

As a result of the limited energy and size of nodes, the large number of nodes, 
non-line-of-sight problems caused by obstructions in the localization method based on 
beacon node, node localization does not use GPS way in general. If determine the 
beacon node location information through the way of being pre-configured, the 
mobility of the networks will be reduced, and it need deploy a large number of beacon 
nodes to reduce the Localization error in practical applications. 
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Taking into account the configuration constraints and cost factors of wireless sensor 
network, we put forward some location algorithms based on non-beacon node in the 
literature[1]-[3].That is, do not use beacon nodes to achieve the node Localization 
technology. With the development of communication technology and node computing 
power, location method based on the non-beacon node may be the future of wireless 
sensor network node localization studies. 

Localization technology based on beacon-free node can significantly reduce the 
network cost, and it need low hardware requirements. But the Localization accuracy is 
minimum. So, how to make a compromise between Localization accuracy and 
hardware requirements and make full use of the advantages of different Localization 
technology to promote the application of wireless sensor networks will be one of the 
issues that need to be resolved in node Localization technology research. In this paper, 
based on the problems that may exist in the application of the non-beacon node 
Localization technology, we put forward the probability-based wireless sensor network 
localization algorithm without beacon nodes. 

2   Related Work 

2.1   Localization Algorithm Based on Beacon Node 

Localization algorithm based on beacon node takes beacon nodes as a positioning 
reference point; each node will generate the overall absolute coordinate system after 
localization in order to achieve the absolute positioning of the entire network. At 
present, the vast majority of node positioning algorithms are such algorithm, such as 
Centroid algorithm, DV-Hop algorithm, Amorphous algorithm, APIT algorithm and so 
on. Adopts RSSI (received signal strength indicator) and TDOA (Time Difference on 
arriva1) Ranging technology in the literature 4.RSSI subjects to channel environmental 
impact largely, and TDOA requires the network-intensive deployment. Adopt AOA 
(angle of ariva1) Ranging Technology in the literature 5.AOA not only is affected by 
the external environment, but also required additional hardware, such as antenna array. 
And calls for higher on the node size and power consumption. Propose an outdoor 
localization algorithm only based on network connectivity in literature 6. The central 
idea of this algorithm is that the required positioning of node will take the geometry 
centroid of all the beacon nodes that within the scope of its communication as its 
estimated location. A localization algorithm was proposed in literature 7, which first 
obtained the network average hop distance as well as hops of to be located nodes and 
anchor nodes. Then according to the two numerical values to calculate the distance 
between to be located nodes and anchor nodes. 

Terrain algorithm is based on ABC algorithm that is unrelated to beacon nodes. First 
of all broadcast information from each beacon nodes, and the unknown nodes will use 
triangulation method to obtain their locations after they receive the distance 
information of three or more than three different beacon nodes. Robust Position 
algorithm proposed in literature [10] is composed of two parts: the initial phase and the 
refinement phase. In initial stage, we make use of Hop-Terrain algorithm (variant of 
Terrain algorithm) to provide the initial location estimation of each node. And this 
method has better fault tolerance to ranging error. The introduction of confidence level 
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in refinement phase is used to improve the accuracy of position estimation. Bergamo 
put forward the scheme that uses the two beacon nodes to locate [11]. The two fixed 
location beacon nodes broadcast information to the whole network, and the rest 
unknown nodes that are in motion make their own locations according to the received 
signal strength.  

2.2   Localization Algorithm Based on Beacon-Free Node 

Localization algorithm based on beacon-free node only concerned about the relative 
positions of nodes. The procession of localization does not need beacon-free nodes. 
Every node takes itself as the reference point, and takes its neighboring nodes into the 
coordinate system. Then the adjacent coordinate systems convert and merger by turns 
and finally coming into being the overall relative coordinate system. Localization 
algorithm based on beacon-free node which has been proposed recently mainly 
includes AFL algorithm [1], ABC algorithm [2] and KPS algorithms [3]. 

(1) AFL (Anchor Free Localization) algorithm has been applied in the famous 
Cricket positioning systems. The algorithm has two steps. The first step is to gain a 
non-folding layout which close to the actual layout structure by using a heuristic 
principle. If the network map shows a center radiation structure, the approximation 
effect is more effective. The second step is to correct and balance the local optimal 
solution by adopting the optimization algorithm based on particle - spring model to 
ensure that the energy in new location is less than that in the original location. The 
greatest feature of AFL is that it never given a local optimal solution. Simulation results 
show that: a simple particle - spring algorithm, the initial position estimation will make 
a greater impact on it. And when network average connectivity is higher than 7, AFL 
algorithm will have a better localization result; the subsequent non-folding approach of 
AFL has better fault tolerance than increasing approach in ranging error. 

ABC (Assumption Based Coordinates) algorithm calculates one unknown point 
coordinates at a time with the order of the nodes connections have set up. The 
coordinates of all nodes can be got under ideal circumstances, especially if the location 
accuracy is not high enough; ABC algorithm is very conducive to reducing the 
localization error. When without a reliable method of measuring, ABC algorithms 
improve the accuracy of local localization. But the accumulation of errors caused by the 
increasing beacon-free node localization program does not solve the overall 
localization accuracy. 

KPS (deployment Knowledge-based Positioning System) algorithm is such an 
algorithm which based on pre-configured knowledge and the configuration probability 
distribution. This algorithm introduces two concepts: configuration point and the 
probability distribution function (probability distribution function, PDF). 
Configuration point is the location of the determined point which is in the node group 
when deploying the nodes; and the probability distribution function expresses the 
probability distribution that is obeyed by each group nodes after the sensor nodes 
configuration. 

In the above-mentioned three kinds of beacon-free node localization algorithm, AFL 
algorithm is fully distributed, only requires a relatively small number of 
communications and simple calculation, and has good scalability and robustness. ABC 
algorithm can be realized easily, but the localization accuracy is poor. 
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3   Localization Algorithm of Beacon-Free Node Probability-Based 
(BFNP) 

According to the central limit theorem in probability theory, we know that a large 
number of random variables we encountered in the practice are subject to Gaussian 
distribution. Suppose there are N sensor nodes in some region, and existing some 
pre-configured mechanism to make each node can find its neighbor nodes through 
wireless communication and to estimate the distance of them, or identify the number of 
neighbors. The each pair of neighbor relationship has a corresponding network graph G 
= (N, L). Here N is a collection of the vertexes, L is a collection of edges. For any one 

point Nmm ji ∈, which is the vertex of graph G, so Lrij ∈ , ijr is the distance 

between vertex mi and vertex mj, ijd is the true distance. Localization algorithm based 

on beacon-free node is that, given the distance measured values of all the neighbors
ijr , 

calculate the coordinates of each node iB , and to make it be consistent with ranging 

results. That is, for Ge∈∀ ，to make ijij dBB =− .We will analysis detailed in the 

following part that how to achieve the Localization of the unknown nodes through the 
node configuration Likelihood Function and adjacent nodes ranging likelihood function. 

3.1   Node Configuration Likelihood Function 

Suppose we configure m configuration nodes in advance, its coordinate can be 

expressed as ),( ii yx , mi ......3,2,1= ,and ),( ii yx is known and stored in the 

memory of node. And then deploy and throw all the nodes randomly. According to 
Central Limit Theorem of probability theory, the arbitrary deployed configuration node 
k has the same probability function with configuration node, and they are all subject to 
two-dimensional Gaussian distribution. The probability density of this distribution can 
be expressed as following: 
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Here, the parameterσ is the variance of X and Y , ix  and iy  is the mathematical 

expectation of random variable X  and Y  respectively.  

Let the coordinate of the configuration node im is diυ , its physical location exists in 

the vicinity of diυ  in some probability. According to the probability theory, the 

likelihood function of physical location iυ  is the conditional probability density 

function of diυ  under the conditions of iυ . We called this function as the likelihood 

function of node configuration. That is: 
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3.2   Likelihood Function of Adjacent Nodes Ranging  

Suppose that the unknown node jm  can receive the information packet of the 

configured node im , the distance between two nodes can be estimated by RSSI. Let the 

location of the unknown node is ),( jjj xxm = , ijd
∧

 expresses the estimated distance 

between im and jm . )(θp expresses the distribution probability of arbitrary node that 

is located in the communication range of the unknown node jm . 

The expression for )(θp  derived in literature [3] is: 
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Here, σσ +=Ω 22 /328.6 R .The distributing probability around the unknown 

node jm  of the configuration node im  is: 

                                     amaa
mi ppCmxf −−== ))(1())((),( θθθ                             (4) 

Here, m is the number of the configuration nodes, a is the number of the configuration 

nodes that are around the unknown nodes. By virtue of the estimated location ijυ and 

ijd
∧

 of the configuration node im , the likelihood function of actual distance 
ijd  can be 

estimated approximately, and then the adjacent nodes ranging likelihood function as 
follows: 
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3.3   Location Algorithm Steps 

The idea of Localization algorithm of beacon-free node probability-based is:(1) 
There are m sensor nodes in a certain region, we configure m configuration nodes in 

advance, its coordinate can be expressed as ),( ii yx ,and ),( ii yx is known and 

stored in the memory of node. (2) And then throw and deploy all the nodes 
randomly, the arbitrary node after deployment all obeys the two-dimensional 
Gaussian distribution. (3) After nodes being deployed, the distance between the 
unknown node and its neighbor nodes can be measured through the RSSI in the 
communication framework, and use the maximum likelihood estimation method to 
calculate the distance. (4) Finally, the node gets three distances, so it can locate its 
own.   
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4   Simulation Results Analysis 

4.1   Estimate Error Analysis 

Firstly, we assess the estimate error under different positioning factors. Assume that the 
deployment area is square with the size of 100m × 100m.Here m means the number of 
configuration nodes, R means transmission distance. Choose 10=σ . Then sensor 
networks are generated randomly on the base of the node configuration model. The 
simulation results are shown in Figure 1.  

Fig.1 (a) shows the relationship between estimate error and m when R = 10m, 20m, 
30m. From the Figure we can see clearly that the estimate error reduce as the value of m 
increases. Fig.1 (b) shows the relationship between estimate error and R when m = 
100,200,300. Figure analysis shows that the error will reduce increase as the value of R 
increase. 
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a) The relationship between estimate error and m  b) The relationship between estimate error  
                                                                                         and R 

Fig. 1. Estimate error under different factors 

The two simulation results show that there will be more sensors can be found, i.e. 
providing these activities nodes much observation with the density of WSN increase. 
Thus, more accurate results can generate by using this algorithm.  

4.2   Analysis of Localization Accuracy 

KPS algorithm and BFNP algorithm proposed in this paper has been simulated, from 
Figure 2 we can see that localization error of configuration point can quickly converge 
to the 4% -10%, when the configuration node localization error is 5%, the localization 
accuracy of the unknown nodes can improve 2%-10%. 

From the above experiment we can see that when the R or m is larger, using the 
localization algorithm of this paper can provide node localization accuracy. Such 
precision can satisfy the majority of application needs in sensor network; therefore the 
result of this localization algorithm is desirable. 
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Fig. 2. Configuration node localization accuracy simulation map 

5   Conclusion 

This paper has analyzed and compared the beacon node algorithm and beacon-free 
node algorithm in sensor network. In cognizance of some aspects of disadvantages of 
existing beacon-free node localization algorithm, we put forward the localization 
algorithm of wireless sensor network beacon-free node probability-based according to 
the probability distribution of nodes deployment and likelihood function of adjacent 
nodes ranging. Simulation shows that the algorithm will reduce the computation and 
communication expenses in sensor network and improve the localization accuracy and 
has better adaptability. 
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Abstract. In all intelligent systems, knowledge is the cornerstone of the con-
struction of system. This paper discusses a number of ways of the knowledge 
expression, such as rule, processing, semantic network, nonspecification logic 
,as well as the organization, management and acquisition of knowledge.  With 
the electrical apparatus products as an example, the paper proposes the ap-
proach of designing object knowledge, including forward and reverse mixed 
reasoning mechanism and rule based reasoning(RBR) method under the fuzzy 
mechanism. It also presents the establishment of an intelligent model of knowl-
edge processing and evaluation method for projects of product conceptual  
design. 

Keywords: knowledge processing, system reasoning, RBR. 

1   Introduction 

With the information age is coming, the life circle of products is becoming shorter 
and shorter, and shows diversified, personalized features, so the ability of rapid de-
velopment of manufacturing new products is challenged for the enterprises. This 
century the core of economic competitiveness is based on knowledge of new products 
in the market. Therefore, utilizing  AI (Artificial Intelligence, AI) technique to solve 
logic processing automation problems in the designing field, on the basis of the reali-
zation of innovative design, has become a powerful measure for enterprises to  
develop. 

Knowledge processing, including that the expression, organization, manage-
ment, utilization, acquisition of knowledge and so on. Among them, the knowl-
edge expression is not only the foundation but also one of cores of AI research. 
The utilization and acquisition of knowledge are related to system reasoning and 
machine larning respectively; the organization and management of knowledge are 
both related to the knowledge expression and reasoning. Appropriate methods of 
organization and management are benefit to the maintenance of the knowledge 
database and improve the efficiency of reasoning. In this paper, the purpose is 
product innovation and studying knowledge expression, organization and man-
agement problems. 
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2   The Organization, Expression, Management, and Acquisition of 
Knowledge 

2.1   The Organization and Expression of Knowledge  

Different from the ordinary program that embeds knowledge and algorithm being 
used to solve the problem, the knowledge in our expert system is divided into three 
levels, namely data, knowledge database and control strategy. The knowledge rele-
vant to solving problem in the applied field is organized into an independent entity—
knowledge database that is an important resource of the system’s intelligence. The 
control strategy is usually expressed as some kind of reasoning strategy to deal with 
the knowledge in database, which is independent of knowledge database. The opera-
tion of the system begins from knowledge database to reach conclusion with the con-
trol of reasoning. 

Organizing and expressing of the knowledge rationally is the key factor to manifest 
the system’s intelligence. The knowledge dealing with designing electrical apparatus 
is very large and complicated, including not only the knowledge relevant to designing 
goal but also the knowledge relevant to designing procedure. The different knowledge 
is used for different goal, some are used for planning the procedure of designing elec-
trical apparatus and some are used directly for designing the part of electrical appara-
tus. One of the features of our system is to express meta knowledge obviously and 
managed by groups. The meta knowledge groups include the group to select design-
ing methods, the group to determine designing procedure, the group to divide the job 
into sub-jobs, the group to revise the design and the group to evaluate the design.  

2.2   Some Basic Methods of Knowledge Expression 

“Knowledge expression” is often refer to “adopting based symbolized formal lan-
guage in the expression knowledge in computer”. There are many knowledge in elec-
trical design field,including division of product types,mechanical structure,design 
experience,example,formula and so on of each subclass,for expessing  those knowl-
edge sufficiently,in this paper semantic network, production rule, nonspecification 
logic and process are mixed used to make the knowledge database posses multiple 
knowledge expression structure. 

Semantic Network of Knowledge Expression. Hierarchical diversication of product 
types and hierarchical decomposition product components and accessory can be ex-
pressed by semantic network, as Fig. 1 showed. 

Note represents object and the descriptions of the object.the object is not only refer 
to physical entity(such as relay, electromagnetic relay, clap assembling type electro-
magnetic relay); the descriping part can be also abstract entities or abstract cate-
gory(such as description of relay Characters); the descriping part offers the additional 
information of the object(such as : application field of relay); Arc is used to join the 
object and the desciping part. A-KIND-OF(AKO)is used to join individual class and 
the parent class; IS-A joins an example or an individual class to a nomal class; HAS-
A is used to join an object and a part of it. 
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Fig. 1. Semantic Network expression composed of classification of electric apparatus product 
and their components 

The Expression Method of Knowledge Production Rule and Nonspecification 
Logic. The knowledge of design of electric apparatus product including two species --
-certainty and uncertainty,for managing the knowledge and the testing of consistency 
and integrity better, a unified rule is set on the expression form of “rule class” knowl-
edge ,its structure is the quadruple as bellowed: 

Rule= (rule name, rule premise, rule conclusion, rule reliability).              (1) 

This is an expression method of designing rule mixed with “production rule” and 
“nonspecification logic”, it rewrites by the normal way of production expression 
method form: “if rule premise then rule conclusion”. 

The Process Expression of Knowledge.  There are many formals in the electronic 
apparatus design, this kind of knowledge can be expressed by “process”, it can be 
described as the quadruple bellowed: 

             Process = (process name, excitation condition, operation, return).                (2) 

If the “excitation condition” is satisfied, this process will be activatingd; “operation” 
refers to calculation process, which is similar as a process of subprogram; the result is 
returned to the superior program that calls this process. 

2.3   The Management of Knowledge Database 

The content of knowledge database is divided into several independent files according 
to different problems that are going to be deal with. Each of the file is divided into 
multi-level sub-files according to the class and function of knowledge it includes, and 
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several rules, frames or process are included in the lowest level files. All files and 
sub-files are expressed by frames. The name of the top level frame is knowledge da-
tabase and its slot name is second level frame; the names of second frame are file 
names and their slot names are third level frames; etc. Rule and process entities are 
the slot values of lowest frame. The names of lowest frame are the names of rule and 
process. In this way, created is a large knowledge database that is under the direction 
by metalevel knowledge , be of various kind of knowledge expressions and managed 
by multi level frames ,a knowledge integrated entity is produced that combines digital 
scientific computing and non-digital expert planning. The knowledge database man-
aged by frame shows a feature of module, it is not only express various kind of 
knowledge adequately but also convenient to test consistency of knowledge, or main-
tenance and update of knowledge; In addition, the structure of frame is very suitable 
to describing the hierarchical inheritance character of “class” used in object-oriented 
technology which is convenient to classify knowledge, in this way  efficiency of rea-
soning machine is raised and system resource is saved.  

2.4   The Acqusition of Knowledge 

The acquisition of knowledge can be realized in two ways ---manual inputing and 
machine self-learning, no matter by which way the acquired knowledge get, it should 
not in contradiction with the demands of integrity constraint fixed in the knowledge 
database.integrity constraint of knowledge is a process of the coordination and balance 
among knowledge entity under meta reasoning function controlled, including testing of 
consistency and redundancy of knowledge. For example, as a certain rule that just 
matched from machine reasoning if the premises are the same but the conclusions are 
different, besides the reliability of  new conclusion is lager than the former one, then 
refresh the old rule to ensure the consistency of the knowledge. If the premise and 
conclusion of the new rule is same with the old one, but the reliability of the new rule 
is lager than the old one, then only refresh the value of the reliability; if the conclusion 
set of the old rule is the subset of new one, then the system will replace the new one 
with the old one according to the redundancy testing rule, in order to reduce the redun-
dancy degree. The supervision of knowledge object and the using method by metalevel 
reasoning function make the system have the self-teaching ability. 

3   Processing Method of Designing Object Knowledge 

3.1   Forward and Reverse Mixed Reasoning Mechanism of the System 

Forward and reverse mixed reasoning conduction mainly represent in the using of 
feature model. Take an example of designing a relay, the user put the designing goal 
parameters into the system, such as output circuit’s rated current, rated voltage, con-
tacting resistance and overload current or voltage as well as control circuit’s rated 
power, acting power, rated voltage, acting voltage and releasing voltage etc. The 
parameters to be determined are that of core, yoke, winding etc. So, it is typically 
backward reasoning chain. The system takes forward reasoning in the inner, because 
the system will analyze and check some functions (such as dynamic and static  
characteristic) using relevant rule and procedure entities once a primary scheme is 
determined according to designing goal. In this way, the system optimizes and adjusts 
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design parameters. The whole process equals the reasoning process from fact to goal 
that is a typically forward reasoning chain. 

Feature model is an important “media” to cast the designing question P from the 
parameter domain to domain,functional domain,behavior district.In one hand ,for a 
customer ,the design requirements usually are described by a group of numerical type 
technical index(technical attribute),so P is mainly related to parameter domain;on the 
other hand, as mentioned before, feature model is organized and managed according 
to hierarchical diversion of products types. The Fig.1 shows that the types of  electri-
cal apparatus products is classified according to the structure of subclass product 
based on function decomposition.Therefore all layers of feature model not only re-
lated to the domain itself, but also decompose domain layer by layer, by particle size 
from big to small.In the mean time ,because some kind of product fuction, informa-
tion of behavior property and information of numerical type  technical attribute are 
incuded in feature model.So association can be built among parameter domain , do-
main,functional domain and behavior district by using feature model. 

Abstract attribute demanding from the designing 
demanding of customer, organize to be the current 

problem P

Calculate fuzzy similarity degree between P and 
feature model set M

According to a certain principle, choose a 
similar feature model of P

Check out weather the similar model is in 
line with the product demanding in the 

aspects of function and behavior

Are function and behavior in line 
with the product demanding?

N

Y

Take the current similar feature model of the product 
type as the concept answer for the designing problem

Numerical type attribute of fuzzy similarity function

 

Fig. 2. The procedure of figuring out the concept answer of the designing problem by using 
feature model 
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Simply speaking,the function of feature model is to build a mapping from parame-
ter domain to domain,functional domain and behavior district.This mapping leads 
system in a solving of design problem in the product conceptual design stage. 

The method and procedure of using feature model to slove conceptual solution of design 
problem is as Fig. 2 showed. This procedure can be descriped step by step as bellowed: 

Step 1:definging all the fuzzy similarity function related to all the technical attrib-
utes in the design problem P and feature model set M, calculate fuzzy similarity de-
gree of them.then stand on parameter domain,take maximum similarity principle or 
hreshold principle to match out preliminarily the most similar feature model of P. 

Step 2:check out whether the the most similar feature model of P matched out pre-
liminarily can satisfy requirments from two aspects---function attribute and behavior 
attribute.If the answer is yes then this feature model is the structure designing answer 
of P in the procdure of concept designing stage;if the answer is no,then take other 
feature model to check out the fuction and behavior according to calculated value of 
the fuzzy similarty degree. 

Step1 is the forward reasoning, taking product attribute proposed by user’s require-
ments as the initial evidence to the process of solving design problems, and based on 
this reasoning, a preliminary assumption is proposed, namely: in the aspect of the tech-
nical attributes, the most similar to this characteristic of the model is conceptual design 
solutions. Step2 is the reverse reasoning, checking out the preliminary matched model, 
which is most similar to the characteristics of functional, behavioral attributes, that is, 
trying to find evidence to support the assumption. As long as the result of forward rea-
soning is exactly the reverse to find evidence, then the reasoning is successful. Because 
of forward and reverse reasoning both appear in the conceptual design of products to 
solve the problem,Therefore, with reference to the direction of reasoning, the system is 
being used, forward and backward reasoning,as Fig. 3 showed. 

N Y

Hypothesis：the

current chosen similar 

feature model shows 
the conceptual 
solution of the 

designing problem

Check out 

the hypothesis

Forward 
hypothesis

The current 

hypothesis is 

supported, the 

reasoning is 

successful

Forward reasoning procedure Reverse reasoning procedure

According

to the 

designing 

demanding, 

choose the 

similar feature 

model

Abstract

the demanding

in the aspect 

of function

and behavior 

in the 

designing 

demanding 

Are function and 

behavior in line with the

designing demanding?

 

Fig. 3. The forward and backward reasoning in product conceptual designing procedure 
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3.2   The Reasoning Method Based Rule under the Fuzzy Mechanism 

Rule based reasoning(RBR) is the most widely used reasoning method in the expert 
system, it is the method that from of the known knowledge object expands to the new 
one by a certain strategy. In most of time product design is a question solving process 
with certainty and uncertainty, it is not only including accurate quantization reasoning 
but also including fuzzy discrimination by using the experience knowledge. The ad-
vantage of RBR system is that it can deal very well with the experience knowledge 
described by symbols and the processing knowledge aimed at numerical calculation,in 
favor of combine of the symbols reasoning and numerical calculation. 

The Fuzzy Rule Reasoning Model. The form of fuzzy rule R is often the one below: 
R : if A  then B  with RCF  

In the form A is the precondition of rule called antecedent of rule; B is the conclusion 
part of rule called consequent; ]0.1,0(∈RCF is deterministic function of  precondi-

tion A and conclusion B , it reflects  the influence degree of B when A  is the true 
rule R so it is called “rule confidence” or “rule strength”. In the deterministic rules 

RCF = 0.1  . 

By using rule R, conclusion can be obtained from the known fact. A and B in R can 
be express in the accurate way and the fuzzy way; in the same way, A′ in the practical 
reasoning can be accurate or fuzzy. In the CBR of product design , A′ is often fuzzy, 
namely A′ is only the fuzzy fact approximate to A . The fuzzy degree of A′ to A is 
called “fact credibility”, denoted as AACF ′/ in this paper. 

RBR under fuzzy mechanism can be described as: 
Rule: if A then B ; rule credibility RCF  

 Fact: if A′  is exited now; fact credibility AACF ′/  

      Conclusion: B′  is tenable; concultion credibility BBCF ′/  

Among them, conclusion credibility BBCF ′/ shows the approximate degree between 

conclusion B′ and rule consequent B .By the fuzzy rule reasoning above, expansion 
from the known object to the new one is accomplished. In this system, fuzzy RBR is 
used to choose one rule to carry out from many rules that matched, namely conflict 
resolution is processing among rule set. 

For describing better, the reasoning structure is established for fuzzy RBR as bel-
lowed: 

       AARBB

AA

R

CFCFCFB

CFA

CFBA

′′

′

⊗=′

′
→

//

/

,

,

,

.                                   (3) 

In the formula above ⊗ is adjoint operation of “ → ”. In this paper the definition is: 

    AARAARBB CFCFCFCFCF ′′′ ×=⊗= /// .                               (4) 
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Fuzziness of conclusion B′ is spreaded by the fact credibility though the implicative 
relations above. 

Rule antecedent A and consequent B both have the possibility of including several 
sub-sentence, the number of them are set as n  and m  respectively, described as 

{ }nAAAA ...,, ,21= , { }mBBBB ...,, ,21= . Rule in this paper: For every rule , logical 

operator of each sub-sentences in rule’s antecedent set A and consequent set B are 
both “and” or both “or”, two of them can not be used mixed in A and B . If the mixed 
utilization is existed in the product design rule, then it must be separated into two or 
several rules when setting rule set, in order to the testing of consistency and reluc-
tance of knowledge. 

No matter the logic relationship of sub-sentences of B is “and” or “or”, credibility 

BBCF ′/ of B′ all calculated as the formal above, and: 

mm BBBBBB CFCFCF ′′′ === /// ...
11

.                                       (5) 

In the formula BBCF ′/ is the credibility of the conclusion sub-sentence 

jB′ ( mj ,...,2,1= ). 

If the sub-sentences of A are independent with each other and combine together 
with the logic relationship “and”, namely nAAAA ∧∧∧= ...21 . 

Set: credibility
ii AACF ′/ is the sub fact ),...,2,1( niAi =′  of fuzzy fact A′ , then: 

          
{ }

ii AA

n

i
AA CFCF ′=′ ∧= /

1
/ .                                              (6) 

Namely choose the smallest one for the fact credibility AACF ′/ among the set 

{ }niCF
ii AA ,...,2,1/ =′ . 

  If the sub-sentences of A are independent with each other and combine together 
with the logic relationship “or”, namely: nAAAA ∨∨∨= ...21 , then: 

            
{ }

iAA

n

i
AA CFCF ′=′ ∨= /

1
/ .                                            (7) 

Formla (7) can be used as a basis for judging confliction of rule set. A best suitable 
one can be chosen among them, if many rules are matched that are packaging in the 
product object model, namely: the rule with the biggest conclusion credibility BBCF ′/ . 

Matching Example of Design Rule.  There are three rules when make sure the free 
path of keeper 1S in electromagnetic relay design: 

R1: If vibration grade acceleration of relay application place is more than 10g, or 
vibration frequency is above 500HZ, then 1S > 0.30mm, rule credibility 95.01 =RCF . 

R2: If vibration grade acceleration is from 5g to 10g, or vibration frequency is 
from 200HZ to 500HZ, then 1S >0.15mm, rule credibility 95.02 =RCF . 

R3: If vibration grade acceleration is below 5g, or vibration frequency is below 
200HZ, then 1S >0.05mm, rule credibility 95.03 =RCF . 
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Here,“g” in rule is acceleration of gravity . Appearance that antecedent of the 
above three rules can be all described as the form “ 21 AAA ∨= ”. 

Known: the design conditions that users input are “vibration grade acceleration is 
10g, vibration frequency is 600HZ”. This known condition is the objective fact A′  
used for fuzzy reasoning. Here A′ is given in the accurate form. 

For explaining question better, in this paper { }== 21, zzZ {vibration grade accel-

eration, vibration frequency}, the attribution set is set up, and 1x , 2x is represent for 

the value of 1z and 2z respectively. 

If membership function )( 11 xr , )( 12 xr , )( 13 xr  of attribution 1z can be set up in the 

universe (10g, ∞),[5g, 10g],(0, 5g), then three membership degree of fuzzy set above 

about 10g can be solved, membership degree are gxxr 1011 1
)( = , gxxr 1012 1

)( = , 

gxxr 1013 1
)( = respectively; in the same way, if membership function )( 2

*
1 xr , )( 2

*
2 xr , 

)( 2
*

3 xr of attribution 2z can be set up in the universe (500HZ, ∞)、[200HZ, 500HZ]、

(0, 200HZ) then three membership degree of fuzzy set above about 600HZ can be 

solved, membership degree are HZxxr 6002
*

1 2
)( = , 

 
, HZxxr 6002

*
3 2

)( =  respectively. 

In the process of matching 1R , gxxr 1011 1
)( = and HZxxr 6002

*
1 2

)( = is equal to credibility  

ii AACF ′/ of the sub fact )2,1( =′ iAi ,it is set as )( 1/ RCF
ii AA ′ for distinguishing from the 

related contents in 2R , 3R . 

In the same way: gxxr 1012 1
)( = = )( 2/ 11

RCF AA ′ ; 

HZxxr 6002
*
2 2

)( = = )( 2/ 22
RCF AA ′ ; 

gxxr 1013 1
)( = = )( 3/ 11

RCF AA ′ ; 

HZxxr 6002
*

3 2
)( = = )( 3/ 22

RCF AA ′  

Set: given gxxr 1011 1
)( = = 0.5; HZxxr 6002

*
1 2

)( = = 0.8; 

gxxr 1012 1
)( = = 0.5; HZxxr 6002

*
2 2

)( = = 0.2; 

gxxr 1013 1
)( = = 0.1; HZxxr 6002

*
3 2

)( = = 0 

Then:for 1R ,conclusion credibility )( 1/ RCF BB ′ = )( 1/1
RCFCF AAR ′× = 0.95×max{0.5, 

0.8} = 0.76. 
For 2R , )( 2/ RCF BB ′ = )( 2/2

RCFCF AAR ′× = 0.95×max {0.5, 0.2} = 0.19; 

For 3R , )( 3/ RCF BB ′ = )( 3/3
RCFCF AAR ′× = 0.95×max {0.1, 0} = 0.095 

According to “Decision Strategies of rule set confliction” in the paper, if 1R  matches 

successfully, the system executes 1S > 0.30mm, which is used to design the free 

path 1S of relay keeper. 

If A′ is given with fuzzy form, the fuzzy set of attributes 1z and 2z should be  

established respectively according to A′ , then the fact credibility AACF ′/ should be 
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calculated with the closeness degree of these two fuzzy set. Principle of choosing 
algorithm and rule of conclusion credibility is as the same of above one. 

4   The Evaluation Model of the Electrical Apparatus Designs 

The evaluation of the electrical apparatus designs can be classified into three aspects, 
function, and cost and technology feasibility. The function deals with technical pa-
rameters raised by user, also taking relay as an example, the items to be evaluated are: 
static characteristics, dynamic characteristics, work limit temperature and work me-
chanical shocking etc. In special environment, there are some special requirements 
such as anti-salt or anti-fog and so on. The cost corresponds to manufacturing costs, 
such as material and labor etc. The technology feasibility corresponds to the manufac-
turing equipments and the working conditions, etc. It also includes throughput and 
assembly ability. 

The evaluating scores iC of electrical apparatus design about function, cost and fea-

sibility can be gotten according to following formula,  

                    
ij

n

j

ji CuC ∑
=

=
1

 , 3,2,1=i  .                                  (8) 

Where, n is the number of items being evaluated, ),...,2,1( nju j =  is weight factor 

given by expert, 
ijC is the score of the j sub-item of the i item being evaluated. 

So, total score of every design scheme i

i

iCvC ∑
=

=
3

1

, here iv is the weight factor that ex-

perts give to function, cost and feasibility respectively. The user can revise and opti-
mize the design scheme according to evaluations after getting 

iC and C . The system 

set a threshold ρ of C and will choose the scheme with ρ≥C and maximum of C as 

final scheme without the user’s interfering. For all items to be evaluated, if ρ≤C , the 

system will design again until finding a scheme with ρ≥C . 

5   Conclusion 

In this paper, aiming to different types of knowledge used in electrical apparatus de-
sign, a combination of knowledge expression such as:rules, process, semantic net-
works,nonspecification logic are used to build a knowledge database,to make knowl-
edge system have the structure of a number of knowledge expression and multi-
system architecture. In the aspect of reasoning in the system control strategy, forward 
and backward mixed reasoning method is used to make system reasoning under con-
trol; intelligent knowledge process model is established. 
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