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Abstract. In this paper, we propose a document topic model (DTM) which is 
based on the non-negative matrix factorization (NMF) approach, to explore 
Japanese spontaneous spoken document retrieval. Each document is interpreted 
as a generative topic model, belonging to many topics. The relevance of a 
document to a query is expressed by the probability of a query word being gen-
erated by the model. Different from the conventional vector space model where 
the matching between query and document is at the word level, the topic model 
complete its matching in the concept or semantic level. So, the problem of term 
mismatch in the information retrieval can be improved, that is, the relevant 
documents have possibilities to be retrieved even if the query words do not  
appear in them. The method also benefit the retrieval of spoken document con-
taining “term misrecognitions”, which is peculiar to the speech transcripts. By 
using this approach, experiments are conducted on a test collection of corpora 
of spontaneous Japanese (CSJ), where some of the evaluating queries and an-
swer references are suited to retrieval in semantic level. The retrieval perform-
ance is improved by increasing the number of topics. When the topic number 
exceeds a threshold, the NMF’s retrieval performance surpasses the tf-idf-based 
vector space model (VSM). Furthermore, compared to the VSM-based method, 
the NMF-based topic model also shows its strongpoint in dealing with term 
mismatch and term misrecognition. 

Keywords: spoken document retrieval, non-negative matrix factorization, 
document topic model. 

1   Introduction 

The search and retrieval of a document is generally conducted by matching keywords 
in the query to those in the target documents. When the keywords are found in a 
document, the document is regarded to be relevant to the input query. A fundamental 
problem of information retrieval (IR) is term mismatch. A query is usually a short and 
incomplete description of the user’s information need. Users and authors of docu-
ments often use different terms to refer to the same concepts and this produces an 
incorrect relevance ranking of documents with regard to the information need  
expressed in the query.  

For spoken document retrieval (SDR), it faces a new problem besides the term 
mismatch. The SDR is generally carried out by using textual approaches to speech 
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transcripts. The transcripts are generally obtained by utilizing automatic speech rec-
ognition systems. However, because of the limitation of current speech recognition 
technology, the transcript produced by the speech recognition process always contains 
errors. In SDR, terms misrecognized will not match the query and the document rep-
resentations. Naturally, this hinders the effectiveness of the SDR system in a way 
similar to the term mismatch. Here, we call this problem as the term misrecognition. 

Advanced users need tools that can find underlying concepts and not just search for 
keywords appearing in the query. It is widely acknowledged that the ability to work 
with text on a semantic basis is essential to modern information retrieval systems. 
Topic models are very popular for presenting the content of documents. Recently, 
researches on these aspects are becoming booming. The probabilistic latent topic 
modeling approaches, such as probabilistic latent semantic analysis (PLSA) [1] have 
been demonstrated effective in the tasks of spoken document retrieval. Chen [2] pro-
posed a word topic model (WTM) to explore the co-occurrence relationship between 
words, as well as the long-span latent topical information, for language modeling in 
spoken document retrieval and transcription, and verified that the WTM is a feasible 
alternative to the existing models, i.e. PLSA.  

Non-negative matrix factorization (NMF) [3] is also an approach in latent semantic 
space. It is a type of dimension reduction technique, and has distinct features of pre-
serving the original data as well as the non-negative of the original data. Different 
from the other similar decomposition approaches such as singular value decomposi-
tion (SVD) [4], the NMF uses non-negativity constraints; the decomposition is purely 
additive; no cancellations between components are allowed, so they lead to a parts-
based representation. Also, the NMF computation is based on a simple iterative proc-
ess, it is therefore advantageous for applications involving data sparseness, like large 
vocabulary speech recognition. It is regarded to be suitable for finding the latent se-
mantic structure from the document corpus and to identify document clusters in the 
derived latent semantic space. We adopt the NMF-based document topic model 
(DTM) approach for spontaneous spoken document retrieval (SDR) in this study. 
Since the approaches of latent semantic indexing are based on the semantic relations, 
a relevant document can be retrieved even if a query word does not appear in that 
document. So this feature can be used to compensate for the speech recognition er-
rors. In this study, the focuses are mainly on dealing with the term misrecognitions, 
investigating the effectiveness of this DTM for SDR. The comparisons are conducted 
between this model and the conventional vector space model (VSM), since we pres-
ently limit on investigating the difference between the semantic matching and the 
keyword matching.  

The rest of this paper is organized as follows: In Section 2, based on our previous 
work, we briefly introduce how to build the term-document matrix stochastically 
using N-best sequence. In Section 3, we describe the document topic model for in-
formation retrieval, and explain the method to construct the topic model by using the 
factorized matrices of the NMF, and show how to compute relevance of target docu-
ment to the retrieving query using this topic model. In Section 4, the experimental 
setups and results are reported, highlighting the comparison between the proposed 
method and the conventional tf-idf-based VSM. Finally, in Section 5, we present our 
conclusions, discuss the characteristics of NMF in retrieval, especially when dealing 
with the term misrecognitions. 



 Japanese Spontaneous Spoken Document Retrieval Using NMF-Based Topic Models 151 

2   Term-Document Matrix Built on N-Best 

The system presented here operates in two phases combining speech-based processing 
and text-based processing.  

In the speech-based processing phase, the spoken documents are transcribed by an 
automatic speech recognizer (ASR). The transcription of the ASR is in the form of an 
N-best list, in which the top N hypotheses of the ASR results are stored in the recog-
nition result lattice. The reason to select the N-best is that it needs less computation 
and less memory than the original lattice in search a recognition hypothesis. The  
usage of N hypotheses is to utilize those correct term candidates hidden in other  
hypotheses, and to compensate the effectiveness of term misrecognitions.  
In the text-based processing phase, the term-document matrix used for NMF is built 
on an updated tf-idf-based vector space model (VSM). In tf-idf-based VSM, term 
frequency tf, which is defined as the number of a term occurs in a document and the 
inverse document frequency idf, are the two fundamental parameters. For the N-best, 
we introduce a stochastic method to compute these two parameters. This method is 
described as follows:  
Let D be a document modeled by a segment of the N-Best. P(w|o,D) is defined as the 
posterior probability or confidence of a term w at position o in D in order to refer to 
the occurrence of w in the N-Best.  
The tf is evaluated by summing the posterior probabilities of all occurrences of the 
term in the N-Best. Furthermore, we update it with Robertson’s 2-Poisson model as 
follows.  

Where the tf’ is the conventional term frequency, and is defined as follows: 
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The length(D) is the length of document D, ⊿ is the average length of the whole 
document set. Similarly, the idf is calculated on the basis of the posterior probability 
of w, as shown in the following equation: 
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ND is the total number of documents contained in the corpus. C is the entire document 
set of the corpus. 

The term-document matrix A for NMF is finally built by using tf idf. By using the 
processing of NMF, a topic model is constructed, and is used for computing the rele-
vance of target documents to the input query. 

3   NMF-Based Document Topic Model for Spoken Document 
Retrieval 

3.1   Document Topic Model and Information Retrieval 

In information retrieval (IR), the relevance measure between a query Q and a docu-
ment D can be expressed as P(D|Q). By applying the Bayes theorem, it can be trans-
formed into:  
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With the invariability of P(Q) over all documents, and assuming that document prob-
ability P(D) has a uniform distribution, ranking the documents by the P(D|Q) can be 
realized using P(Q|D), the probability of query Q being generated by the document D. 
If the query Q is composed of a sequence of terms (or words) 1 2 NqQ w w ...w= , the 
P(Q|D) can be further decomposed as a product of the probabilities of the query 
words generated by the document : 
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Each individual document D can be interpreted as a generative document topic model 
(DTM), denoted as DM , and is embodied with K latent topics. Each latent topic is 

expressed by the word distribution of the language. So two probabilities are associ-
ated with this topic model: the probability of a latent topic given a document and the 

probability of word in a latent topic. So the probability of a query word iw generated 

by D is expressed by 
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Where )|( kwP i  denotes the probability of a query word iw occurring in a specific 

latent topic k, and )|( DMkP  
is the posterior probability of the topic k generated by the 
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Therefore, considering on the equation (7) and (8), the likelihood of a query Q 
generated by D is thus represented by 

 

In this study, we compare the retrieval performance of the NMF with the conventional 
vector space vector (VSM) where the similarity between the query Q  and docu-

ment D is computed by following equation: 

3.2   Link NMF to Topic Model 

Let A be the matrix produced in section 2 to stand for relationships among the terms 
and documents, with dimension nm× . Let S be the sum of all elements in A. Then 

SA /A =  forms a normalized table to approximate the joint probability p(w,d) of 
term w, and document d.  

NMF is a matrix factorization algorithm [3] that finds the positive factorization of 
a given positive matrix. Assume that the given document corpus consists of K topics. 
The general form of NMF is defined as: 

GHA ≈  (11)

The matrix factorization of A will result in an approximation by a product of two non-
negative matrices, G and H with dimension km×  and dimension nk×  respectively.   
So from the equation (11), the joint probability p(w,d) can be expressed by 
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Each entity )1(g ,wi
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iw that would be generated by a latent topic k., that is )|( kwP i
 of the equation (9). 

Each entity n,kh of the matrix 
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The )|( DMkP  of equation (8) can be obtained by using Bayes theorem 
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Based on the above equations, the equation (9) for relevance can be computed by the 
matrices G and H, the factorized matrices of the NMF. 

4   Experiments 

4.1   Experimental setups 

A test collection of CSJ is used for evaluation. The CSJ (Corpus of Spontaneous 
Japanese) is the result of a Japanese national project on ‘Spontaneous Speech Corpus 
and Processing Technology ‘ [5]. It contains 658 hours of speech consisting of ap-
proximately 7.5 million words. The speech materials were provided by more than 
1,400 speakers of various ages. About 95% of the CSJ corpus is devoted to spontane-
ous monologues, such as academic presentations and public speaking, including man-
ual transcriptions. This test collection is developed by the Japanese Spoken Document 
Processing Working Group [6], with the aim of evaluating the retrieval of spoken 
document retrieval systems. This collection consists of a set of 39 textual queries, the 
corresponding relevant segment lists, and transcriptions by an automatic speech rec-
ognition (ASR) system, allowing retrieval of 2702 spoken documents of the CSJ. The 
large vocabulary continuous ASR system use an engine in which the acoustical model 
is trained by a corpus in the domain of travel [8], but the language model is trained by 
the manually-built transcript of the CSJ corpus. The word accuracy of the recognition 
system is evaluated as 60.5%. Because the criteria in determining relevant is not 
merely dependent on query’s keywords, the semantic content needs to be taken into 

consideration. For examples, for keyword sequence of “ペット 効用 目的” which 

corresponds to query text “[HN101801] ペットを飼うことの効用または目的につ

いて述べている箇所を探したい( search the utterances about the purposes or ef-

fects of raising pets”, keyword “ペット(pet)” appears in all of its answer files, but 

“効用(effect), “目的(purpose)” are misrecognized or only appear in just 2 files with 
low tf. That means that when using the VSM, these answers can be hit mainly de-

pendent on the first keyword “ペット(pet)”. 
For the data structure of test transcript, three types of transcripts of the same spoken 

documents are used for evaluations. 

(1) N-best (here 10-best is used, denoted as nbst). 
(2) 1-best (denoted as 1bst). 
(3) Manual transcript (denoted as tran). 

The mean average precision (MAP) is used as the performance measure in this study. 
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4.2   Experimental Results 

4.2.1   Retrieval Performance with Topic Number 
Figure 1 shows the MAPs of retrieving nbst using the proposed NMF-based model, 
and conventional tf-idf-based VSM in different topics number. As the topic number 
increases, the nbst’s MAP increases nearly monotonously. After the topic number is 
over a threshold (here it is 700), the MAP of the NMF-based model surpasses the 
VSM. Therefore it can be concluded that the NMF mainly functions in the high  
dimensional semantic space. 

 

 

Fig. 1. MAPs in different topic numbers 

4.2.2   Effectiveness on different Data Type 
Table 1 shows the retrieval performance for different data types using the NMF and 
VSM methods. In this experiment, the number of topics was selected to be 1000.  

For all of 3 data types, the NMF method proved to be superior to the VSM. For  
example, the improvement of NMF to the VSM is 5.5% for the N-best transcripts. 
Although the improvement is not so large, the significance of the NMF is that its 
retrieval is on the semantic level, so it has a potential ability to deal with the problem 
of misrecognition. Meanwhile, the performance of systems that use the N-best are 
better than the those that use the 1-bst, they show the same characteristics as in other 
research on lattice-based spoken document retrieval that the N-best can search or 
retrieve correct speech segment by utilizing multiple recognition hypotheses even if 
the 1-best one is incorrect [7]. 

Table1. Retrieval performance of different data type (for NMF, dimension=1000) 

 1bst nbst tran 
NMF 0.240 0.255 0.285 
VSM 0.233 0.241 0.253 
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5   Conclusions 

In this paper, we proposed a NMF-based document topic model to explore the Japa-
nese spoken document retrieval. By experiments on the CSJ spoken corpus, the  
retrieval performance of the NMF-based topic model is found to be steadily improved 
with the increases in the number of topics. When the topic number becomes suffi-
ciently large, the NMF-based model outperforms the conventional tf-idf-based VSM. 
However, this fact also reveals that the merit of NMF-based topic model for retrieval 
is conditional on the number of topics. 

We show that as in the case of the VSM, the N-best is also effective to compensate 
for the misrecognition for the proposed NMF-based model. Moreover, its improve-
ment (6.2%) from 1-best to N-best is also larger than the VSM(3.4%). This achieve-
ment is due to the characteristics of topic model – matching at the topic level. By 
analyzing individual queries, the retrieval improvement mainly happens in those con-
taining misrecognition or no keyword exists in documents. For instance, for query 
[HN101801] mentioned in above, its MAP is changed from 0.051 (VSM) to 0.128 
(NMF).  

In future work, the comparison of the NMF-based topic model to other topic mod-
els such as PLSA, LDA will be analyzed in detail. 

Acknowledgments. This work was partly supported by a Grant-in-Aid for Scientific 
Research on Priority Areas in Japan as a part of Cyber Infrastructure for the Informa-
tion Explosion Era, under Grant No. 19024074. 

References 

1. Hoffmann, T.: Probabilistic latent semantic indexing. In: Proceedings of the SIGIR 1999, 
pp. 50–57 (1999) 

2. Chen, B.: Word topic models for spoken document retrieval and transcription. ACM Trans-
actions on Asian Language Information Processing (TALIP) 8(1), 1–27 (2009) 

3. Lee, D., Seung, H.S.: Algorithms for non-negative matrix factorization. In: NIPS, vol. 13 
(2001) 

4. Kita, K., Tuda, K.H., Sisibori, M.: Information Retrieval Algorithms. Kyoritu Press (2003) 
5. Maekawa, K.: Corpus of spontaneous Japanese: its design and evaluation. In: SSPR 2003 

(2003) 
6. Akiba, T., Aikawa, K., Itoh, Y., Kawahara, T., Nanjo, H., Nishizaki, H., Yasuda, N.,  

Yamashita, Y., Itou, K.: Test collection for spoken document retrieval from lecture audio 
data. In: Proceedings of the LREC 2008 (2008) 

7. Saraclar, M., Sproat, R.: Lattice-based Search for Spoken Utterance Retrieval. In: Proc. of 
HLT-NAACL, pp. 129–136 (2004) 

8. Nakamura, S., Markov, K., Nakaiwa, H., Kikui, G., Kawai, H., Jitsuhiro, T., Zhang, J.,  
Yamamoto, H., Sumita, E., Yamamoto, S.: The ATR multilingual speech-to-speech transla-
tion system. IEEE Trans. on Audio, Speech, and Language Processing 14(2), 365–376 
(2006) 


	Japanese Spontaneous Spoken Document Retrieval Using NMF-Based Topic Models
	Introduction
	Term-Document Matrix Built on N-Best
	NMF-Based Document Topic Model for Spoken Document Retrieval
	Document Topic Model and Information Retrieval
	Link NMF to Topic Model

	Experiments
	Experimental setups
	Experimental Results

	Conclusions
	References



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c006500720020003700200061006e006400200038002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300030003800200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e0063006f006d000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice




