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Preface

Asia Information Retrieval Symposium (AIRS) 2009 was the fifth AIRS confer-
ence in the series established in 2004. The first AIRS was held in Beijing, China,
the second in Jeju, Korea, the third in Singapore and the fourth in Harbin,
China. The AIRS conferences trace their roots to the successful Information
Retrieval with Asian Languages (IRAL) workshops, which started in 1996.

The AIRS series aims to bring together international researchers and devel-
opers to exchange new ideas and the latest results in information retrieval. The
scope of the conference encompassed the theory and practice of all aspects of
information retrieval in text, audio, image, video, and multimedia data.

AIRS 2009 received 82 submissions, from which we carefully selected 18 regular
papers (22%) and 20 (24%) posters through a double-blind reviewing process. We
are pleased to report that the conference proceedings include contributions from
not only Asian countries, but also from Finland, Italy, Australia, UK and USA.

We are grateful to Elizabeth Liddy, chair of ACM SIGIR, for accepting to be
the honorary conference chair, and to Hokkaido University for hosting the con-
ference. We thank the Information Retrieval Facility, Microsoft Research Asia,
Ricoh, Ltd., Global COE Program “Center for Next-Generation Information
Technology Based on Knowledge Discovery and Knowledge Federation” and Sap-
poro International Communication Plaza Foundation for sponsoring the confer-
ence, and Springer for publishing the conference proceedings as part of their
Lecture Notes in Computer Science (LNCS) series. We also thank ACM SIGIR
and IPSJ SIGFI for giving the conference an “in cooperation with” status.

We thank the publication co-chairs, Akiko Aizawa and Kazuko Kuriyama, for
compiling the camera-ready papers and liasing with Springer, and the finance
chair, Takuya Kida, for successfully managing all money matters. We also thank
the publicity co-chairs, Atsushi Fujii, Ian Soboroff, Dawei Song and William
Webber, for advertising AIRS, and the area chairs and other program committee
members for their high-quality and punctual reviews.

Finally, we acknowledge, and are inspired by, the many authors who sub-
mitted papers and who continue to contribute to this Asian community of IR
research and development.

August 2009 Gary Geunbae Lee
Dawei Song

Chin-Yew Lin

Masaharu Yoshioka

Tetsuya Sakai
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Fully Automatic Text Categorization by Exploiting
WordNet

Jiangiang Li, Yu Zhao, and Bo Liu

NEC Laboratories China
11F, Bldg.A, Innovation Plaza, Tsinghua Science Park
Haidian District, Beijing 100084, China
{lijiangiang, zhaoyu, liubo}@research.nec.com.cn

Abstract. This paper proposes a Fully Automatic Categorization approach for
Text (FACT) by exploiting the semantic features from WordNet and document
clustering. In FACT, the training data is constructed automatically by using the
knowledge of the category name. With the support of WordNet, it first uses the
category name to generate a set of features for the corresponding category.
Then, a set of documents is labeled according to such features. To reduce the
possible bias originating from the category name and generated features, docu-
ment clustering is used to refine the quality of initial labeling. The training data
are subsequently constructed to train the discriminative classifier. The empirical
experiments show that the best performance of FACT can achieve more than
90% of the baseline SVM classifiers in F1 measure, which demonstrates the ef-
fectiveness of the proposed approach.

Keywords: WordNet, Text Categorization, Semantics.

1 Introduction

Supervised learning is the dominant approach for Text Categorization (TC) [15] [21].
Its performance depends heavily on the quantity and quality of hand-labeled docu-
ments. To reduce the burden of manual labeling, semi-supervised approaches [19] use
the knowledge from both labeled and unlabeled data for classifier training.

This paper proposes FACT approach. Its underlying assumption is that the cate-
gory name is specified in human-understandable words, which is generally true for
many real applications with good human-computer interfaces. FACT employs the
semantic of the category name and the hidden knowledge of the document set for
automatic training data construction. First, the category name is extended as a set of
representative keywords for each category, which serves as the Representative Profile
(RP) of the category to initially label a set of documents. Second, the document clus-
tering is used to refine the initial document labeling, which acts as a regulator to re-
duce the possible bias derived from the category name. Finally, the training data is
constructed from the labeled documents. They are used to supervise the classifier
learning.

The key of FACT approach is automatic document labeling. Its basic idea derived
from following observation: Given the category name, the prerequisite for the human
experts to manually label the documents is that they know the meanings of the

G.G. Lee et al. (Eds.): AIRS 2009, LNCS 5839, pp. 1-12] 2009.
© Springer-Verlag Berlin Heidelberg 2009



2 J.Li, Y. Zhao, and B. Liu

concepts implied by the category name. With the knowledge in mind to read the docu-
ments, the expert can assign the category label on them. The knowledge stored in
their memories serves as the intermediate to link the categories and documents
together. Similarly, with the availability of lexical databases such as WordNet,
EuroWordNet, CoreNet, and HowNet, an intuitive way to simulate human’s docu-
ment labeling is to use these lexical resources to provide the same functionality as that
of human’s knowledge in their brains. In FACT, the description on the concepts
implied in the category name and their definitions in WordNet are used as a bridge to
provide the linkage between the category and the unlabeled documents.

2 Related Work

Both supervised [15] and semi-supervised [3] [8] [11] TC methods treat category
name only as symbolic labels that assume no additional knowledge about them avail-
able to help building the classifier. So more or less, certain amount of manual data
labeling is required. Our FACT is different. The semantics of the words appeared in
the category name is used to supervise the classifier learning. Then, no manual label-
ing efforts is required in FACT.

FACT is closely related to unsupervised TC approaches. Without labeled docu-
ments, they utilize category names [1] or user-specified keywords [20] as the RP for
training data building. Since it was hard for users to provide such keywords, [2] uses
document clustering together with feature selection to find a set of important words to
assist users for keyword selection. FACT is different since it utilizes WordNet to
automatically generate a set of representative words as the extended features of the
category.

Our work also relates to applying WordNet for automatic TC. [4] proposed to util-
ize the synonyms in WordNet to improve TC. Several similar techniques are reported
to incorporate the synonyms [9], hypernyms [12], hyponyms [13], meronyms and
holonyms [16] of words found in the training documents for classifier training. These
researches mainly focus on incorporating WordNet to improve the TC model, where
the labeled documents are still used. They are different from FACT since we need no
labeled data.

3 Our FACT Approach

Given a set of categories C and a set of unlabeled documents D, our FACT consists of
four steps: (1) Initial document labeling; (2) Refinement of the initial document label-
ing; (3) Training data construction; (4) Classifier building. Figure 1 is the flow chart
of FACT.

3.1 Initial Document Labeling

Category names are used to initially label some documents in D. It includes three
sub-steps: 1) Category name understanding; 2) RP generation; 3) Initial document
labeling.
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Initial Document Labeling

Category name understanding
Sense selection for category name with
WordNet:

E g for categories’ spam’ ana’ private

mai.’ to select the sense of © spam’ :
1 Canned precooked meat

v 2 Unwanted email

Classifier Building
With the generated training data build
the classifier with machine learning

)

Representative profile generation
Word expansion from category name
with WordNet:

E g expansion from * spam’ :
‘ junk’ * email” * unwanted’

Training Data Construction
According to the rank of probability
scoreS selecting top s% documents of
this category as positive examples ana
top documents of other categories as
negative examples
E g for * spam’ regarding Doc2 as
positive example and Doc3 as negative
example

Initial Document Labeling
Labeling each document with the
probability that the document belongs tc
category using representative profile:

Refinement of Document Labeling
Using the clustering results of the
document set to adjust the probability
score for labeling:

3

E g for* spam’ : for" private mails’ : T\ E g for’ spam’ : for" private mails’
Doc1:C 86 Doc1: C 35 Doc1:€ 86 > (57 Doc1:C35 >C 17
Doc2: C 75 Doc2: ¢ 59 Doc2: €75 >(93 Doc2:C59 >(27
Doc3: € 67 Doc3: C 88 Doc3: (67 >(22 Doc3:C 88 >(95

Fig. 1. The flow chart of FACT

1) Category Name Understanding

The goal of this sub-step is to find the relevant word senses of the word/phrase ap-
peared in the category name. For each category name, a preprocessing is conducted.
The words inside are tagged for their POS. Here, the word also refers to the simple
phrase that can be found in WordNet. After the stop-words (conjunctions, preposi-
tions, and pronouns) are eliminated, the remaining words are used to represent the
concepts of the category. They will serve as the seed features to be extended as the RP
of corresponding category.

WordNet organizes English nouns, verbs, adjectives, and adverbs into synonym
sets, called synsets. Different relationships are defined to link these synsets. One sim-
ple method to extend the seed features is just to find all the synsets containing the
seed features, then utilize the defined semantic relations to collect the semantically
relevant words as the RP of the category. However, there are generally multiple
senses (synsets) for each seed word. The homonyms or polysemes could introduce
potential noise. So a sense ranking algorithm is given to determine which senses
should be considered.

Similar to existing WSD methods [7] using the surrounding words in the sentence
to select the correct sense, we propose a sense ranking approach for a word w in the
name of category c;e C by using the contextual words appeared in the names of cate-
gory ¢; (if the category name contains multiple words) and ¢;’s adjacent categories
(i.e., its sibling, children, and parent categories defined in C, if there is a hierarchical
structure inside). For the example given in Figure 1, spam and private emails are two
categories. The words “private” and “email” is the contextual words of “spam”.

Each word sense in WordNet is represented as a synset. It has a gloss that provides
a linguistic micro-context for that sense. The senses of word w are ranked according
to the relatedness of their linguistic micro-contexts with the contextual words of w
found in the category names in C.
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. . 1 2
For a word w, assuming it has m senses {w', w’, ..., w"}, there are n contextual
words {cwi, cwy, ..., cw,}. Each word cw; has m; senses { cw,cw?,...,ew! }, 1<i<n,

the word sense ranks are calculated as follows:

1. For each word sense w', 1<r<m, its relatedness with cw), i.e., R(w",cw)), 1<k

<m;, is computed. Its value is determined by the cosine of the angle between their
gloss vectors. Due to the possible data sparseness caused by the extremely short
glosses, this measure is also augmented by the glosses of adjacent hypernyms and
hyponyms.

2. Determine the relatedness between a word sense w" and word cw; by the sum of
R(w", cwl.k ), 1< k<m;.

3. For each sense w', its rank is calculated: Rank(w")= ZZJ: f,XR(w", CWik)

1<i<nk=1

where each sense of the contextual word is weighted by its frequency count f, to indi-
cate how important the word sense is.

The rank value reflects the extent to which this word sense shares information in
common with its contextual words. The real meaning of the words in a category name
might cover several senses, i.e., several senses defined in WordNet might be relevant
to the concepts implied by the category name. So, different from traditional WSD that
selects only one correct sense, we here need to choose several of them. Intuitively, we
can select the top % senses as the target senses for feature extension. However, the
threshold value is difficult to tune. To handle such a problem, we use a compromised
policy, i.e., the higher value of m, the lower value of ¢ is set.

2) RP Generation

Based on the selected word senses, WordNet is used to construct a set of extended
keywords for each category, which will serve as the RP rp; of corresponding category
cje C. The basic idea is to use the multiple relations defined in WordNet to extract the
semantically related words as extended features for each category.

For the category name with only one word: The rp; is constituted by all the
synonyms, hypernyms, hyponyms, meronyms, and holonyms that are identified using
the selected senses and the semantic relations defined in WordNet. Also, the words
from the derivationally related forms defined in WordNet for corresponding synsets
are also used as the representative keywords.

For the category name with multiple words: Besides the keywords found by the
multiple semantic relations in WordNet, new phrases are also constructed as a part of
the rp; by automatic synonym substitution. It means that the synonyms are utilized to
substitute corresponding word to construct a new phrase. For example, a category
name is “spam detection”, the synonym of “spam” is “junk e-mail”, then “junk e-mail
detection” is also selected as the extended features of corresponding category.

Considering that the more relevant sense should contribute more to the TC model,
we use the ranking value of each sense to assign the weight to the extended features
from this sense, i.e., the word sense with higher rank value will play a more impor-
tant role in identifying the relevant documents as training data. Intuitively, a



Fully Automatic Text Categorization by Exploiting WordNet 5

keyword might be more discriminative for one class than the others. However, the
experiments show that the TC performance of the final classifier is not sensitive to
the weighting policies.

3) Initial Document Labeling

Once the rp for each category is constructed, we then apply it for probabilistic docu-
ment labeling. The probabilistic labeling is based on the similarity of each document
die D with each rp;. We use the popular cosine similarity metric to measure the simi-
larity. It is based on the Vector Space Model (VSM) of the representations of the rp;

and d,. d;€D is compared with rp; of category c;eC using the cosine metric, and a score
s(d;,c;) is obtained to indicate similarity between d; and rp;.

Using the similarity scores between categories and documents, we can automati-
cally generate a set of probabilistically labeled documents from D for corresponding
category.

The initial probability value reflects to what extend a document belongs to the
category. It is generated only based on the similarity sores between the document and
the RP of corresponding category. There are many cases that one document has mul-
tiple probability values regarding to different categories. So, for each c;e C, assuming
mx; is the maximum s(dy,c;), p(cils(d;c;))= s(d;c;))/mx;, we use following formula to
normalize the possibility value across multi-categories,

P(cj Is(dl.,cj))

P(cj |d,—): Z(ECP(CJ. Is(di,c))

3.2 Refinement of the Initial Document Labeling

Since the initial document labeling might be biased by the RPs, this step uses the
document clustering to adjust the initial probability value of the label.

The adjustment is conducted by an alignment model based on the Bayesian infer-
ence. Assuming C' be the resultant cluster set and document d; is clustered into cluster

c'eC', based on the Bayesian probability, we have
P(c;1d;)P(c'yIc;)

Ple;ld;.c' )= P(c",) ’
k

where P(cjld;) can be obtained from the probabilistic document labeling, and the other
two components could be obtained with following two equations:

D P(c;1d)

P(cle)) =S, P(c})= D P(c]0)
P(c;ld) ce

3.3 Training Data Construction and Classifier Building

For each category, there is a list of documents with P(cjld;, ¢', )20. A document could
be labeled by multiple categories with certain probabilities. With these multi-labeled
documents, the training data are generated automatically.
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For each category, the policy for training data construction for category ¢; can be
described as: 1) The top p*% documents of the list are selected as positive samples for
¢j; 2) The documents at the top p'% of the list from other categories are identified as
reliable negative samples of ¢;. Basically, higher p*(p) means more resultant training
data but with lower quality; and lower p*(p’) indicates less resultant training data but
with higher quality. They need to be tuned carefully for the final classifier building.

There might be that multiple categories share the same documents as positive sam-
ples. To maximize the discriminative power of the training data, such shared docu-
ments only serve as the positive samples for the category with highest probability
value.

With the constructed training data, classifiers are built by two discriminative meth-
ods, i.e., SVM [17] and TSVM [8].

4 Experiment and Evaluation

1) Experiments Setup

Three English datasets, i.e, 20-NewsGroup (20NP), Reuters-21578, and WebKB, were
used. WebKB data set consists of a collection of web pages gathered from university
computer science departments, which are divided into seven categories. Our experi-
ment uses four most populous categories: student, faculty, course and project—all
together containing 4199 pages. Reuters-21578 is a collection of documents from the
Reuters. As many researches [8][15] were conducted, only the most populous 10
classes from the whole dataset are used for our experiment, i.e., Earn, Acquisition,
Grain, Crude, Trade, Interest, Ship, Wheat and Corn. There are totally 9296 docu-
ments covered by these classes. For each category, the ModApte split is adopted to
obtain the training and test data. 20NP is a collection of approximately 20000 articles
from 20 different UseNet discussion groups. There are 1000 news documents for each
NP. For simplicity, we select two of the 4 main categories, i.e., Science (SCI), Com-
puting (COMP), as the representation of this dataset. There are totally 9 subcatego-
ries, 4 in Science and 5 in Computing. Since we assume the category name should be
specified as normal words in natural language, the abbreviation of the category name
is transformed into its dictionary form, e.g., science for SCI, computing for COMP.
For baseline approaches, the given training and test sets are used.

For each document, the title and body are extracted as a single feature vector. After
the stop-words elimination and stemming, we select the traditional #f-idf term weight-
ing scheme as our document representation model. In our experiment, the SVM-light
package [8] is employed for the implementation of SVM and TSVM, where a linear
kernel is used, and the weight C of the slack variables is set to default.

2) Evaluation Criteria

We use the three standard criteria for binary TC classifier, precision, recall and F1
measure. For the multi-classification problem, we adopt both document-centric mi-
croaveraging F1 measure and category-centric macroaveraging F1. The accuracy, i.e.,
the proportion of documents with correct labels, is adopted to measure the quality of
document labeling and the used training data.
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3) Experiment Results
We conduct several experiments to tune the parameters of our algorithm.

Category name understanding: The compromised policy for selecting the top %
from the ranking result of m senses is given in Figure 2.

1 iftm215,

2 the top 35% of the mi senses are selected; {at least £ senses are selected }
2 elseif 10sm<135,

4 the top 4C% of the mi senses are selected; {at least 4 senses are selected }
5 elseif 6<m=<10,

6 the top 50% of the m senses are selected; {at least 2 senses are selected }
7 else

g the top 60% of the m senses are selected; {for m=2, if the two synsets

9  share same words which are different from the target word, both senses
10 are selected}

Fig. 2. The policy for word sense selection

Actually, several experiments on word sense selection have been conducted to tune
the settings of m and t. The results show that slight differences on the parameters
defined in Fig. 2 have almost no effect on the final classification results.

Initial document labeling: We change the percentage pc% ranging from 10-100% to
draw the curves of the quality of document labeling. The solid lines in Figure 3 are
the result. In Figure 3, we find that the initial document labeling for the Reuters-
21578 has the best quality, and WebKB is the poorest dataset. It indicates that, for
Reuters-21578, its category names have the best quality to represent the content of its
documents. However, the category names used in WebKB don’t reflect appropriately
its document contents. Also, we observe that, for Reuters-21578 and 20NP, the quali-
ties of the document labeling decrease monotonously with pc. It is consistent with the
initial assumption that smaller pc means more reliable labeled data. But for WebKB,
after pc>0.2, the accuracy of the labeled document increases with pc. It is due to that
there are biased keywords in the RPs.

Refinement of the probabilistic labeling: The k-means algorithm is adopted for
document clustering. We use Weka [6] for its implementation. The double of the actual

——20NP

-4+ 20NP-with-
refinement
—i— Reuters

-k Reuters-with-
refinement
—o—WebKB

30 -9+ WebKB-with-
5% 10% 15%  20% 30% 50% 0% 100% refinement

Fig. 3. Document labeling and refinement
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number of classes of each dataset is used to set the value of k. The dotted lines in
Figure 3 are the accuracies of the labeled documents after the refinement step. Aver-
agely, there is 6-8% improvement. It shows the usefulness of our method for labeled
data refinement.

The value setting of k does not matter much for FACT as long as it is not too small
(generally, the value of k should be bigger than the actual number of the categories).
We also experimented with k being the 1.5 and 4 times of the actual class numbers,
the results are very similar to that shown in Figure 3.

Training data construction: We investigate the accuracy of the constructed training
data when p*% is set value from 10%-100%. We know that, when p* is given, the
actual number of positive samples is determined, e.g., s documents are selected as
positive samples for category c;. Then we can decide how many negative samples are
used, e.g., the amount of negative samples is a times of s. a is the parameter to reflect
the ratio between negative and positive samples. Obviously, there is a bijective rela-
tion between a and p’. For simplicity, in our implementation, we use a to represent the
selected p".

Figure 4 shows the accuracies of the constructed training data based on different
values of p* and a. all denotes all the positive samples of other categories are selected
as negative samples of this category. We can observe that, with a fixed p*(or a), the
accuracies of the training data decrease with the increase of value a(or p*). It means
that, the more negative (or positive) samples is involved in the training data, the lower
the quality of the training data is. Since the precision of negative samples is much
higher than that of positive ones, the accuracy of training data is much higher than
that of labeled data in Figure 3.

% 20-newsgroup e ® 20-newsgroup
100 Ba=15
90 ma=l
Wa=2s5
ma=3
ma<5

ma=1
Ba=15
ma=2
ma=25
ma=3
Bas5

mall mall

nal % WebKB

ma=15 &0 L=
e - Basl5
[T=1) mee
ma=3
ma=5
mall

| EDAY
| EE]

Ba5

5% 10% 15% 20% 30% S0% 0% 100%

ma=l
ma15 ot
W=

ma=l5

Has15

ma:2

a5
mas3
ma=3
Bas5
mas5
mall

mall

Fig. 4. Accuracy of the used training data Fig. 5. Selection of parameters p+ and a
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Classifier building: In our algorithm, p*is set to 15% and a is set to 1.5. The settings
are based on empirical experiments which will be explained below.

We select SVM and TSVM as baseline approaches. For the baseline, the given
training and test data from each of the three datasets are used for building and evaluat-
ing the classifiers. We implement our FACT approach into two versions, i.e.,
SVM+WordNet and TSVM+WordNet. SVM(TSVM)+WordNet means that all the
documents in the training dataset are treated as unlabeled data to obtain the training
data automatically; then SVM (TSVM) classifier is learned; and the test data are used
for its evaluation.

Table 1. Comparison of FACT with baselines

Measure (%) | Macro-averaging Micro-averaging
Dataset and metho Prec |Rec F1 | Prec | Rec F1
SVM(baseline) 91.1 65.5 [ 76.3 |91.2 63.8 75.1

TSVM(baseline) | 80.7 | 80.8 | 80.8 [80.7 80.8 80.8
20NP | SVM+WordNet 68.9 | 66.9 | 67.9 [69.9 67.0 68.4
TSVM+WordNet| 14.6 | 954 | 254 |14.6 85.8 25.0
Without WordNet] 26.6 | 81.0 | 40.1 [26.6 48.6 34.4
SVM (baseline) 923 | 745 | 825 |923 72.4 81.2
Web TSVM(baseline) | 85.2 | 854 | 853 [85.2 85.4 85.3
KB SVM+WordNet 37.0 | 729 |1 49.1 |37.0 70.0 48.4
TSVM+WordNet] 36.8 | 87.4 | 51.8 [36.8 85.8 515
Without WordNet] 27.3 | 97.9 | 42.7 [27.3 54.5 36.3
SVM(baseline) 86.1 97.0 | 91.2 [86.1 96.9 91.2
TSVM(baseline) | 92.7 | 92.5 | 92.6 [92.7 91.7 92.2
SVM+WordNet 85.7 | 84.6 | 85.1 [85.7 834 84.5
TSVM+WordNet] 20.7 | 88.3 | 33.5 [20.7 97.4 34.1

Without WordNet] 53.1 | 82.2 | 64.5 [53.1 66.3 59.0

Reuters-
21778

Table 1 illustrates the TC results. We observe that, when SVM+WordNet is used
to categorize the Reuters-21578 and 20NP, FACT can achieve more than 90% of F1
performance of the baseline SVM methods. It proves the effectiveness of FACT.

The unsupervised method given in [1], which uses only the category name to boot-
strap a TC classifier, achieves 65% F1 performance of the baseline SVM for 20NP
(Although the document set between the two studies for 20NP were not totally the
same, the overall ratios of training set to test set were almost exactly the same). The
F1 measures are 0.74 for Reuters21578 and 0.65 for 20NP. Since we utilize the se-
mantic knowledge of the category name defined in WordNet (as an external knowl-
edge source) to bridge the categories and documents, as shown in Table 1, the
SVM+WordNet classifier outperforms it. The TC classifier obtained by labeling
words [2] has similar performance comparing to supervised approach. As mentioned
in [1], its reason may be the easier TC task and the weaker NB classifier. Actually, the
human intervention in selecting important words for each category might result in the
high quality of the category’s representative words. This fact also makes it possible
that their TC results have better quality comparing with our FACT using WordNet to
generate the representative words automatically.

For the phenomenon that SVM with inaccurate and insufficient training data could
get satisfactory categorization results, we conjecture that the main reason is that the
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training data is more compact than the training data used for baseline method. Since
we select top ranked documents from the initially labeled documents as training data,
the similarity computing between the documents and RPs of the category realizes
clustering for the documents in some sense. This can cause that the margin between
positive and negative examples much wider than the baseline method. Thus, it might
generate a more robust classifier for the document collection. Figure 6 shows this
phenomenon.

Training set of baseline SVM Training set of FACT

Fig. 6. Baseline SVM and FACT

However, for WebKB, FACT is worse than the baselines. It is because WebKB
consists of web pages where many words have no semantic relation with the category
name, e.g., Email, date, phone, etc. Then, the limitation of FACT is that it is sensitive
not only to the expressiveness of the category name but also to whether the docu-
ments are semantically consistent to the category name. But considering the fact that
for a real application with good human-computer interface, the category are generally
specified clearly in a human-understandable way, it can make the generated features
from WordNet and then the resulting training data (i.e., the correctness of the cate-
gory labels) with good quality.

For the baselines, since the knowledge implied in the unlabeled documents is ex-
ploited, TSVM classifier outperforms SVM classifier. However, SVM+WordNet
outperforms TSVM+WordNet a lot on Reuters-21578 and 20NP. This can be ex-
plained by that, since TSVM uses both the unlabeled and labeled data for classifier
training, then for the resulting training data, the influence of the characteristic that
negative and positive documents are separated with a wide margin is decreased a lot
comparing that for SVM.

Regarding training data selection from the initial labeled documents, we conduct
several experiments to select the value of p™ and a using SVM. Figure 5 show the
results. For 20NP and Reuters-21578, we can see that, when p*<0.5, with the increase
of a, the F1 measures increase at the beginning and reach the peak value when a is
within 1~3, and then decrease slowly. However, for p*>0.5, the F1 measure increase
monotonously with a. We know that, (1) generally, when more training data are util-
ized, the classifier will get higher accuracy. However, for FACT, (2) when more
labeled documents are utilized, more incorrectly labeled documents might be intro-
duced into the training data, which will degrade the categorization results. The above
phenomena can be explained by the tradeoff between these two trends of (1) and (2).
As p'<0.5, the positive samples have high quality. When a increases at the beginning,
since the involved negative samples also with high quality, the trend (1) plays the
major role. It causes the enhanced categorization performance with the increase of a.
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When a reaches certain value, more noise data from the negative sample is intro-
duced. It causes that trend (2) becomes the principle factor. And then, the perform-
ance began to decrease. When p™>0.5, the low quality of positive samples always
make trend (1) play the principle role. The performance of the classifier grows slowly.
However, for WebKB, F1 doesn’t have the similar behavior. The reason might be that
its category name is not semantically consistent with document contents.

Figure 5 shows that, when p* is within 0.1~0.2, and a within 1~3, the learned clas-
sifier has almost the best performance. It is generally true for the three datasets. Then,
in our implementation, we set p* and a to the medium values of their best perform-
ance ranges.

The contribution of WordNet: To evaluate the impact of WordNet on the results,
additional experiments with SVM were done: Without WordNet, where the RP only
contains the words from category names. The results are also shown in Table 1. Since
WordNet bring more knowledge into the classifiers, in all the three datasets,
SVM+WordNet outperforms without WordNet significantly. It demonstrates that
using the training data from our automatic labeling approach can provide significant
advantage than applying a simple query only consisting in the name of the category.
Also, the contribution of WordNet for WebKB is not as notable as for 20NP and
Reuters. It might be due to that WebKB’s category names are not consistent with its
documents, which make the contribution of generated features from WordNet is not
stable (although it affect the results obtained without WordNet as well).

5 Conclusion

This paper proposes FACT for fully automatic TC. With the support of WordNet, the
semantics of the category name are utilized for automatic document labeling. The
document clustering is employed to reduce the possible biases derived from the cate-
gory name and WordNet. The experiments show that, when the given category name
has a clear representation of the topics described in the content of the documents, its
performance is very close to the supervised method. Our future work will analyze its
statistical significance and extend and evaluate the proposed approach for multilin-
gual TC tasks.
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Abstract. Relevance-based language models operate by estimating the
probabilities of observing words in documents relevant (or pseudo rele-
vant) to a topic. However, these models assume that if a document is rele-
vant to a topic, then all tokens in the document are relevant to that topic.
This could limit model robustness and effectiveness. In this study, we pro-
pose a Latent Dirichlet relevance model, which relaxes this assumption.
Our approach derives from current research on Latent Dirichlet Alloca-
tion (LDA) topic models. LDA has been extensively explored, especially
for discovering a set of topics from a corpus. LDA itself, however, has a
limitation that is also addressed in our work. Topics generated by LDA
from a corpus are synthetic, i.e., they do not necessarily correspond to
topics identified by humans for the same corpus. In contrast, our model
explicitly considers the relevance relationships between documents and
given topics (queries). Thus unlike standard LDA, our model is directly
applicable to goals such as relevance feedback for query modification
and text classification, where topics (classes and queries) are provided
upfront. Thus although the focus of our paper is on improving relevance-
based language models, in effect our approach bridges relevance-based
language models and LDA addressing limitations of both.

Keywords: LDA, topic models, relevance-based language models.

1 Introduction

Relevance is a key concept in retrieval theory [7][14]. Among the formal relevance
models that have been proposed, relevance-based language models is perhaps
the most popular one [9][10][11]. Given a topic of interest t, relevance-based
language models estimate the probability distribution p(w|R;). The distribution
is estimated by using a set of training documents. Nonetheless, these relevance-
based language models have a limitation; they make an overly-strict assumption
that all tokens in each training document are generated by a single topic to
which the document belongs. This assumption is obviously not true in many
practical cases. The example below is a part of a Wall Street Journal article
judged relevant to the topic “machine translation” (TREC topic 63). As we see,
many portions of it are non-relevant to the topic.

G.G. Lee ot al. (Eds.): AIRS 2009, LNCS 5839, pp. 13[25] 2009.
© Springer-Verlag Berlin Heidelberg 2009
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Buried among the many trade issues that bedevil the U.S. and Japan is
the 1 billion dollars of translation work done every year in Japan that
could be done better and more efficiently in the U.S. And in the next two
years, the dollar value of Japanese-to-English translations is expected to
double. Think about it. Every car, videocassette recorder, boom box or
stereo imported into the U.S. from Japan has operating and assembly
instructions ...

Alongside the development of relevance-based models, we observe a strong strand
of research on Latent Dirichlet Allocation (LDA), that has been shown to be
effective in many text-related applications [2][5][6][15]. LDA offers a strong the-
oretical framework within which we may consider each document as generated
by a mixture of multiple topics. However, the topics discovered by LDA from a
corpus are synthetic. In other words, if experts identified topics manually for a
corpus, then these may have little or no correspondence with the synthetic topics
identified by LDA. From a different perspective, we may say that probabilistic
topic models are unable to model the concept of relevance to given topics of
interest. Thus, not surprisingly LDA has not found use in applications such as
relevance feedback based query modification. Our work shows how this can be
done.

In this paper, we propose an approach that bridges relevance-based language
models and LDA. Our approach allows us to address the limitation of relevance-
based language models, specifically their assumption that all tokens of a relevant
document are equally relevant to a topic. We do this by estimating the relevance
model using the multiple-topic framework of LDA. In essence, we consider that
although a document d may be relevant to a given topic ¢, it could still have
non-relevant portions. Some portions could pertain to background information
shared by many documents. Other non relevant portions while specific to d may
be on themes other than t¢. Specifically, each document d is hypothesized to be
generated by a combination of three topics: the topic ¢ to which it is relevant, a
background topic b representing the general language in the document set, and
a third topic ¢ o(d) responsible for generating themes that though specific to d
are neither b nor ¢. Because we consider this mixture of three topics, our model
is able to identify just those portions of the document that are truly relevant to
the topic t. In our work, these selected portions are the ones that contribute to
the estimation of the relevance model p(w|R;). In this way, we utilize the Latent
Dirichlet framework to solve for a limitation in relevance-based language models.

As in previous work in standard LDA [5][6][15], we also implement the infer-
ence process using Gibbs sampling [1][3]. A secondary contribution of this paper
is that we exploit the “bag-of-words” assumption in order to reduce the compu-
tational complexity of the inference algorithm. Since token order in a document
is not considered, we can re-arrange the tokens in any order that is convenient
for the inference algorithm. In our case, we group tokens with the same stem into
continuous segments because the topics of the tokens are sampled from the same
distribution. That helps to reduce the running time of the sampling process. The
proposed idea is also applicable for standard probabilistic topic models.
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2 A Latent Dirichlet Relevance Model

2.1 Notation

A Vocabulary set (dictionary) V is a set of W possible words (terms) V =
{wordy,wordy ... wordy }. A token is a specific occurrence of a word in a doc-
ument. Document d is a sequence of Ny tokens. A training set D; of a topic
of interest ¢ is a set of |Dy| relevant (or pseudo relevant) documents: D; =
{(w1,d1), (w2, d2) ... (wn,,dn,)}, where Ny = >, p Ng, w; and d; are word
index and document index of the ith token. As we mentioned above, each doc-
ument d in the training set of a topic of interest t is generated by a mixture of
three topics xq = {b,t,t o(d)}, where b denotes the background topic and ¢ o(d)
denotes a document-leveled topic covering other themes rather ¢ also mentioned
in d. The topic mixing proportion of the three topics in d is represented by
B4 = p(z|d) where z € z4. Each topic z is represented by a distribution over
the vocabulary set denoted by: @, ,, = p(w|z) where 1 <w < W.

2.2 Model Description

The proposed Latent Dirichlet relevance model is a generative model describing
the process of generating relevant documents for K given topics of interest. In
this model, the language used to generate a document relevant to a topic of
interest ¢ is a combination of (1) the language reflecting the meaning of ¢ it-
self, (2) the language of a general background topic, (3) the language reflecting
themes other than ¢ that are also mentioned in the document. For example, in
the domain of computer science research papers, suppose that the training set
for the topic machine learning (ML) includes d; a document about applying ML
to information retrieval (IR) and ds a document about ML tools for the banking
industry. The general background topic would be responsible for common words
in English and common words in the domain such as “paper”, “propose”, “ap-
proach”... The distribution for topic ML, representing the meaning of ML, would
likely give high probabilities to words like “learning”,“training”, “test”...Topic
t o(dy) responsible for other themes in document d; would likely generate words
relating to the IR aspects mentioned in dy, while for da, t o(dz) would likely gen-
erate words such as “bank”, “sales”, “marketing” that are related to the banking
industry emphasis in do. The process of generating relevant documents for K
topics of interest is formally described as follows:

1. Pick a multinomial distribution @, for the background topic (b) from a
W-dimensional Dirichlet distribution Dir(/3).

2. For each topic ¢t in K| topics of interest:

2.1 Pick a multinomial distribution @; for ¢ from the W-dimensional Dir(/3).

2.2 For each document d relevant to ¢:

2.2.1 Pick a multinomial distribution @; ,) for the topic covering themes
other than t that are also mentioned in d from the W-dimensional Dir((3).

2.2.2 Pick a multinomial distribution @4 from a 3-dimensional Dir(«), each
element of @4 corresponds to a topic in xq = {b,¢,¢ o(d)}
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2.2.3 For each token in document d:

2.2.3.1 Pick a topic z among the three topics in x4 from multinomial 6.

2.2.3.1 Pick a word from the corresponding multinomial distribution &..

The graphical model using plate notation in Fig. 1 describes this process. In
the Figure, w; (word index of a token i**) and z4 = {b, ¢, o(d)} (topics generate
document d) are observable variables and denoted by shaded circles; z; (latent
topic of a token i*"), © and @ are hidden variables and denoted by un-shaded
circles; «, 3 are hyper-parameters of Dirichlet distributions. In our model, values
of a, B are pre-defined as in [15][16].

L—‘-\-—
Pl
Ny

(P D

Ky

Fig. 1. Latent Dirichlet relevance model

Observe that unlike standard LDA describing how all documents in a corpus
are generated, our model describes how relevant documents for a set of given
topics are composed. Consequentially, each given topic of interest is explicitly
associated with a multinomial distribution over the vocabulary. Therefore, we
are able to explicitly model relevance.

The advantage of our model compared to relevance-based language models
is that our model considers two more components b and ¢ o(d). The purpose
of the background topic b is to explain words commonly appearing in training
documents of all topics. That allows the distribution of the topic of interest ¢
to be more discriminative. The purpose of ¢ o(d) is to explain words frequently
appearing in the particular document d, but not in other training documents
of topic ¢t. That prevents the distribution of topic ¢ from wasting its probabil-
ity mass on these extra document-specific features. Thus, the consideration of
document-specific t o(d) topics minimizes the risk of ¢ over-fitting the given set
of training documents. We model the topic mixing proportion @4 and topic-
word distribution @, by latent variables which are assumed to be sampled from
prior Dirichlet distributions. The explicit assumption about the prior sources of
these variables provides complete generative semantics for the model [2][6][16].
Moreover, the mathematical property that the Dirichlet priors of p(@4|a) and
p(P,|B) are conjugate to their likelihoods (multinomial distributions) p(z|©q)
and p(w|®,) results in the fact that their posteriors p(©q|a, {z;| for all tokens
in doc d}) and p(P.|5, {w;| for all tokens generated by z}) are also Dirichlet
distributions. Mathematically that makes the inference feasible.
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2.3 Inference

As in previous work on LDA, we also apply Gibbs sampling to infer latent vari-
ables. Formally, Gibbs sampling estimates p({®, : Vz},{O4 : Vd}, {z; : Vi}[{zq :
Vd}, {w; : Vi}), the conditional distribution of latent variables given observable
ones by generating sequence of (S + 1) samples, where each sample contains val-
ues for all latent variables. The sampling algorithm is presented in Fig. 2. For the
first sample, 45,(,0), @EO), and @EO())( a) are initialized by smoothed term frequencies
on all relevant sets, on the training set of ¢, and on document d, respectively.
9&0) for each document d is the uniform distribution i.e. 6&0) ={1/3,1/3,1/3}.
For each of the following S samples (Step 2, Fig. 2), each latent variable is ran-
domly sampled from its posterior distribution given current values of all other
variables. Specifically, latent topic of token i*" is sampled from its posterior dis-
tribution that is estimated by using values of @ and © in the previous sample
(Step 2.1), where w; and d; are word index and document index of token *". Af-
ter sampling z; for every token, we update the values for @ and © by maximum
likelihood principle (Steps 2.2 and 2.3). Given the (S+1) samples, we ignore the
first S’ samples (samples in the burn-in period), then select every P! samples
(i.e. samples S, (S’+P), (S'4+2P)...) to estimate P, ., % = p(word = w|topic = z)
for all topics. Those distributions are estimated by averaging over @if?,, in these
selected samples.

1. Initialize variables: & and &%
2. Fors=0to (8-1):
2.1 Fori=1 to N: (1s the number of tokens)
Sample z= from:
pizi=z| wy, dy ,athers) = p{z;=z| w,, d;, 8%, )

= piwy| z=z, @) piz;=z| d, 0) =¢z,w,.(5) gd,- ,Z(S)

2.2 Forz=1 to K: (¥ is the total number of topics)
Estimate &,f5+2:
Forw=1to W: (W 1s the number of words)

1
mz’w(5+ "+ B

Tt =piwlz) =

s+l
Z("”z,w'( ’ 28 JB)
w'=1
2.3 For d=1 to [D|: (|2| 1s the mumber of documents)
Estimate 8,+0:
Foreachzinx; = {b, , t_ofd)}:

(5+1)
nd,z + &

1
6, =pila=
(s+1)
3 (" )

;
z'e X,

Fig. 2. Gibbs sampling-based inference algorithm
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Reducing Complexity: In the inference algorithm (Fig. 2), zi(sﬂ) is condi-
tionally independent of any other z,(fﬂ) (k # i) (Step 2.1). So, we can re-arrange
the sampling order in Step 2.1 in any order without affecting the final results.
Exploiting this observation, in the preprocessing step, we re-arrange tokens in
each document such that tokens from the same stem are consecutive. Since the
latent topics for these tokens are sampled from the same posterior distribution,
the re-arranging could reduce the complexity by a factor of r = W;/Ny4, where
W, is the average number of distinct stems, and Ny is the average number of

distinct tokens in a document.

3 Experiments

3.1 Pseudo-relevance Feedback

In this section, we evaluate the effectiveness of our Latent Dirichlet relevance
model (Dir Rel) on the task of pseudo-relevance feedback in comparison against a
standard relevance-based language model (Rel LM). Our implementation of the
Rel LM follows the description given in [7]. Our experiments are done using four
corpora (Table 1). AP and WSJ contain newswire articles. For these corpora,
we use 100 topics (title only) and partial judgments for these topics provided by
TREC. 20 Newsgroup contains discussion posts. Each of the posts is labeled by
one of 20 topics. Cora contains computer science abstract research papers. These
papers are also manually assigned to topics. We use 20 topics for this corpus.
For 20 Newsgroup and Cora, we have complete relevance judgments.

Table 1. Corpora

Corpus # of documents # of topics (quertes)
TREC AP 242918 100 (051-100, 151-200)
TREC W5T 173 252 100 (051-100, 151-200)
20 Newsgroup 19 956 20

Cora 25705 20

All documents are stemmed using the Porter stemmer [12] and indexed using
Lucene. We do not remove stop words in this experiment. For a simple retrieval
baseline, we use all Lucene default parameter settings. From the results returned
by Lucene, the top 50 documents for each query are used to train Rel LM and
Dir Rel. In each case the top ranked 50 words, with the highest probabilities
estimated by each model, are used to expand the original query. These parameter
values (50x50) have been tuned for Rel LM in previous work. We also use these
values for our model. Tuning these values specifically for our model could result
in a better performance. We leave this for future work. The expanded query
is rerun using Lucene. The performances of the baseline retrieval and pseudo-
relevance feedback by the two models are shown for each dataset in Tables
2-5. We measure averages across topics of precision at top 10, top 100 and top
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1000 ranked documents. We also measure average precision (averaged across
topics to yield MAP) and the total number of relevant documents retrieved
(# rel ret). As expected with only a single exception both feedback models are
consistently better than the no feedback Lucene baseline (row 1 of the tables)
for all measures. The only exception is for 20 Newsgroup for PQ10 w.r.t. our
model. Focusing just on MAP (the fifth column), notations « and ( indicate
statistically significant over the baseline and Rel LM (p — value < 0.05 by the
paired t-test). The improvements against baseline for the Rel LM are generally
in the range of 10% to 43%, while for Dir Rel are in 23% to 100%. In 3 of the
4 cases, the MAP improvements for Dir Rel against Rel LM are around 10%.
The best improvement is observed in the 20 Newsgroup dataset (40%). In terms
of precision, for example the P@Q100 score, we find that Dir Rel is consistently
better than Baseline and Rel LM in all cases. Thus on the whole, we find that Dir
Rel is successful at achieving improvements over the Rel LM, and both feedback
models are, as expected, better than the no feedback baseline. These results
support our contention that a) relevant documents may contain portions that
are not relevant to the topic of interest and b) it is possible to build more robust
relevance models using the Latent Dirichlet framework.

Table 2. Cora

P@10 P@100 P@1000 MAP | MAP-Impr # rel_ret
Baseline 0.625 0.485 0.1795 0.2307 e 5010
Rel LM 0.65 0.5015 0.1967 0.2549% 10% 6667
Dir Rel 0.665 0.532 02124 | 028448 23% 7130

Table 3. 20 Newsgroup

P@10 P@100 P@1000 MAP | MAP-Impr # rel_ret
Baseline 0715 0.5905 0.273 0.1783 - 7875
Rel LM 0.73 0.612 03223 0.2548¢« 43% 15170
Dir Rel 0.67 0.625 03933 | 0.3568«F 100% 17621
Table 4. AP
F@l1o P@100 P@1000 MAP | MAP-Impr # rel_ret
Baseline 0.326 0.232 0.0778 0.1948 - 7183
Rel LM 0.372 0.2701 0.0887 0.2409 23T 8864
Dir Rel 0385 0.2895 0.0945 | 0.2650%F 36.0% 9444
Table 5. WSJ
P@10 P@100 P@1000 MAP | MAP-Impr # rel_ret
Baseline 0.371 0.2311 0.0618 0.2340 = 6179
Rel LM 0.451 0.2689 0.0678 0.2817= 20.4% 6780
Dir Rel 0.482 0.2904 00713 | 03118%F 33.2% 7124
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3.2 Perplexity

The goal of both relevance-based language models and our Latent Dirichlet rel-
evance model is to estimate the unknown true relevance distribution p(w|t) of
some topic of interest t. A traditional measure for comparing the two estimations
is perplexity. Perplexity indicates how well estimated distributions predict a new
sequence of tokens drawn from the true distribution. Better estimations of the
true distribution tend to give higher probabilities to test tokens. As a result,
they have lower perplexity, which means they are less surprised by these tokens.
In our experiment such ideal test data is not available. Instead, for each topic
(query) ¢, we approximate the new sequence of relevant tokens by using a held
out set of 50 actual relevant documents that do not appear in the training
set. We remove stop words from a standard list and also rare words in these
relevant documents. Then, we use the remaining tokens as test data. Given
estimated distributions preiras (w|t) and ppirger (w|t) obtained from the previous
experiment, we compute Perplexity (PPX) for each topic as follows:

PPX(TestDatalt) — eap] ;VI S log(p(wilt)} (1)

w; €T estData

where N is the number of tokens in the test data. Table 6 shows the average per-
plexity over 20 topics of Cora and 20 Newsgroup. We experiment on Cora and 20
Newsgroup since each topic of these corpora has hundreds of relevant documents.
As we see, the perplexity of relevance distributions estimated by the proposed
model is significantly lower than distributions estimated by relevance-based lan-
guage models. The asterisk symbol (*) means that the difference between the
two results is statistically significant (i.e. p — value < 0.05 by the paired t-test).
This indicates that our Rel Dir is better able to predict unseen test data from
the true distribution as compared to Rel LM. Again, the key difference here is
that our model considers each document to be generated by a mixture of topics
and not just the relevant topic alone.

Table 6. Average Perplexity

Cora 20 Newsgroup
Rel LM 1364 4976
Dir Rel 942% 3134*

4 Deeper Analyses

In this section, we further analyze the key feature of our proposed model, i.e., the
important fact that a document relevant to a given topic could also talk about
other non-relevant themes and also have uninformative background terms. Our
model’s strength is that it automatically extracts relevant terms and rules out
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non-relevant background terms and terms belonging to other themes in each
document. We illustrate this ability with the example below. The following is a
relevant document in the training set for the topic of information retrieval (IR).
The document seems to be about image retrieval in the medical domain. (Note:
to make it more readable, we restore the stemmed words to the original forms.)
After running the inference algorithm described in Fig.2, our model determines
the latent topic of each token as shown in the example. Bold tokens are inferred
to be generated by IR topic (i.e. are relevant terms), italicized tokens are inferred
to be generated by the background topic (i.e. are non-relevant terms), underlined
tokens are inferred to be generated by ¢ o(d) (and so also non-relevant to t).

We present a principled method of obtaining a weighted similarity
metric for 3D image retrieval, firmly rooted in Bayes decision the-
ory. The basic idea is to determine a set of most discriminative features
by evaluating how well they perform on the task of classifying images
according to predefined semantic categories. We propose this in-
direct method as a rigorous way to solve the difficult feature selection
problem that comes up in most content based image retrieval tasks.
The method is applied to normal and pathological neuroradiological CT
images, where we take advantage of the fact that normal human brains
present an approxrimate bilateral symmetry which is often absent in
pathological brains. The quantitative evaluation of the retrieval sys-
tem shows promising results.

As we see all stop words as well as words popular in the domain such as “present”,
“method” “obtain” are inferred as background terms (recall that Cora contains
computer science research papers). Most of the bold are really relevant to IR
such as “similarity” “retrieval” “semantics”. The ¢ o(d) terms identified by the
model reflect the specific context of the document and contain almost nothing
about the topic of IR.

g » | M| [mrecaia]
5 3 Ep(R] d)

Fig. 3. Topic Contribution Proportion

A secondary hypothesis that we now explore is that the proportion of relevant
(on topic) tokens in top retrieved documents is likely to be higher than in lower
ranked ones. Analogously, the contributions of ¢ o(d) topics in lower ranked doc-
uments are likely to be more serious than in top ranked ones. To test this, we
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explore the contributions, in percentages, of the relevant topical component and
the non-relevant component generated by t o(d) over top 100 retrieved docu-
ments. We group the results by bins. Each bin contains 10 documents (i.e. the
first bin in Fig. 3 includes the top 10 documents, the last bin includes documents
from ranks 91 — 100). Fig. 3 shows the result averaged over 20 topics on Cora.
We see that proportion of relevant tokens in the first bin is 19% higher than in
the 10th bin. Similarly, the contribution of ¢ o(d) topics in the last bin is 27%
higher than in the first bin. The results on other datasets also have the same
trend (not shown due to lack of space). Recall that the contribution proportions
of topics in documents are modeled as a latent variable in our model, and are
determined automatically by the inference algorithm.

5 Related Work

Our work proposed in this paper is related to two separate existing directions:
relevance models, and probabilistic topic models.

Relevance-based language models [9], a popular approach for relevance mod-
eling, expand a given topic (query) ¢ to a multinomial distribution p(w|R;) of
observing a word w in documents relevant to t. The probabilities are estimated
by using a set of training documents: p(w|R;) = 5 g, p(w|D)p(D|R;), where
p(w|D) is a language model, and p(D|R;) = 1/|R;| as assumed in previous work
of Hiemstra et al. [7]. In our experiment, we use the same assumption for imple-
menting relevance-based language models. A limitation of the relevance-based
language models is that they are based on a strict assumption that if a docu-
ment D is relevant to a topic, all tokens in the document are equally relevant to
that topic. In [7][17], three-component mixture relevance models are proposed.
Besides the relevance component (R;), the authors introduce two additional
components to capture the background (b) and local features (d) in documents.
However, the model assumption that the mixing proportions of the three compo-
nents (A\y, Ar,, A¢) are known in advance and the same for all documents is not
reasonable. For instance, in the case where we use top 50 retrieved documents
for the query ¢ as the training set, the contribution of relevance component in
the first document is likely to be higher than in the 50th document.

Another approach to alleviate the problem of noises in training documents is
to build relevance model on passages (usually windows of text) instead of the
whole documents (Liu et al. [11]). However, the way that documents are broken
into passages is rather ad-hoc and corpus specific. Moreover, all tokens in each
passage are still considered equally relevant. As in the WSJ and Cora example
documents we show above, relevant and non-relevant terms appear together even
within a sentence.

In topic model literature, Hofmann [8] proposes probabilistic Latent Semantic
Indexing (pLSI) modeling each document as a mixture of topics, where a topic is
a multinomial distribution. Each word in a document is generated by a topic, and
different words in the same document may be generated by different topics. Top-
ics are automatically discovered from the corpus. One limitation of pLSI is that
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it is not clear how the mixing proportions for topics in a document are generated
[2]. To overcome the limitation, Blei et al. [2] propose Latent Dirichlet Alloca-
tion (LDA). In LDA, topic proportion of every document is a K-dimensional
hidden variable randomly drawn from the same Dirichlet distribution, where K
is the number of topics. Thus, generative semantics of LDA are complete [16].
LDA and its variants have been applied in many applications such as finding
scientific topics [6], E-community discovery [18], mixed-membership analysis [5]
and ad-hoc retrieval for representing document language model [4][6].

However, a common problem of both pLLSI and LDA is their inability to model
the concept of relevance, which is key in information retrieval [7][13][14]. Con-
sequently, there is no explicit mapping between the resulting topics generated
by pLSI or LDA and the topics in the prior knowledge of human beings. There-
fore, the approach could not be applied directly for problems, such as relevance
feedback for query modification and text classification, where topics (classes and
queries) are provided upfront.

Compared to these two sets of approaches, our Latent Dirichlet relevance
model has the following advantages. First, our model explicitly takes the key
concept of relevance in account, as in the relevance models [9]. Second, our model
could be able to identify relevant and non-relevant terms in training documents.
Only relevant terms contribute to the estimation of relevance models. Third, our
model possesses complete generative semantics by treating document-topic mix-
ing proportion (©4) and topic-word distribution (©,) as hidden random variables
sampled from Dirichlet distributions as in the original LDA [2]. As a result, we
could exploit the Latent Dirichlet theoretical framework to automatically infer
both these variables by taking semantics of topics and content of each relevant
document into account.

6 Conclusions

This paper presents a Latent Dirichlet relevance model that combines the advan-
tages of both relevance-based language models [9] and probabilistic topic models
[2][15]. Crucially, our model relaxes the strict assumption of relevance-based lan-
guage models that if a document is relevant to a topic, the entire document is
relevant to that topic. This is done by automatically identifying the non-relevant
parts in the document. Second, in the context of research on probabilistic topic
models, our model explicitly considers the notion of relevance by starting with
given topics and estimating their distributions over the corpus vocabulary. We
also propose the idea of exploiting the assumption of exchangeability for the
tokens in a document (“bag-of-words” assumption) to reduce the computational
complexity of the learning algorithm. This idea is not only applicable to our
Latent Dirichlet relevance models, but also to conventional LDA.

Our preliminary experiments on pseudo-relevance feedback show the effec-
tiveness the proposed model. The results obtained by the model are consistently
better across all of the four corpora than the results of the baseline retrieval
(23%-100% improvement in terms MAP) and relevance-based language models
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(10%-40%). Our work on perplexity re-affirms the advantages of our model over
relevance-based language models for the task of estimating the true unknown
relevance model.

For future directions, we plan to apply the model for some other applications
such as text classification without any human-labeled training data. Instead, we
will use as training sets documents returned from a global search engine (e.g.
Google) or an intranet search engine, retrieved by the topics themselves. The
challenge of this approach is that there is a lot of noise (non-relevant portions)
in the returned sets. The ability to automatically detect non-relevant parts in
documents of our model is the key to tackling this challenge. Moreover, the
background topic in our model could cover common word features of all given
classes (topics of interest), so that each of these classes could spend its probability
mass on its discriminative features that distinguish itself from the rest of the
classes. The background topic could, therefore, increase the margins among the
distributions of the classes. This idea is similar to SVM classification technique,
but in our model it is not only applicable to case of two classes but also naturally
applicable any set of classes.
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Abstract. Distinguishing people with identical names is becoming more
and more important in Web search. This research aims to display person
icons on a map to help users select person clusters that are separated
into different people from the result of person searches on the Web. We
propose a method to assign person clusters with one piece of location in-
formation. Our method is comprised of two processes: (a) extracting lo-
cation candidates from Web pages and (b) assigning location information
using a local search engine. Our main idea exploits search engine rank-
ings and character distance to obtain good location information among
location candidates. Experimental results revealed the usefulness of our
proposed method. We also show a developed prototype system.

Keywords: location information, Web people search, map interface,
character distance, information extraction.

1 Introduction

Finding information about people on the Web is one of the most popular search
activities. According to [1], 30% of all queries in Web searches include per-
son names. Person name disambiguation, or distinguishing people with identical
names, is becoming more and more important in Web searches. Most research
into person name disambiguation concentrates on automatically separating Web
pages for different people using clustering algorithms. However, if the list of
search results is merely person 1, person 2, . . . and so on, users have difficulty
determining which person clusters they should select.

This research locates person icons on a map to provide a user-interface to
help users select person clusters that are separated into different people from
the result of person searches on the Web. We assign one piece of representative

* Currently, Jupiter Telecommunications, Co., Ltd.

G.Q. Lee ot al. (Eds.): AIRS 2009, LNCS 5839, pp. 2637] 2009.
© Springer-Verlag Berlin Heidelberg 2009
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location information to an individual. Fig. 1 shows the aim of this research and
a prototype interface. When a person name is input as a query, Web pages
are classified into person clusters, and individual icons that express appropriate
locations are displayed on a map. Users can select icons to display their location
information to access searched Web pages.

In this paper, we assign one piece of location information to person clusters.

B

&)\ g

Y Asako MiuraB: Arise L mpe
Campus, Kobe L ?
Gakuin University |

C: Jissen Women's University
D: Komazawa Women's University

E: Tokyo Stock Exchange, Inc.

F:13-7, Shinmachi 1-chome, Aomori-shi,
Aocmori-ken

Fig. 1. Research aim

Many services extract location information from Web pages [2]. Most ex-
tract addresses using pattern-matching algorithms. For example, the following
sequence, number, avenue, city, is treated as an address. These systems extract
all such information from a Web page. However, existing systems have prob-
lems satisfying our requirements. First, they don’t judge which address is the
most suitable for particular people. Second, they don’t treat multiple Web pages.
Third, they cannot extract location information when addresses are not included
in Web pages.

We propose a method to assign one piece of location information that is suit-
able for an individual using Yahoo! local search API [3] (hereafter Local search).
Local search is one geocoding service that returns location coordinates based on
an address or landmark query. For example, when a user inputs the following as
an address query, 6-10-1, Roppongi, Minato-ku, Tokyo-to, Local search returns
10-1, Roppongi-6-chome, Minato-ku, Tokyo-to as an address, 35.6571669/ as a
latitude, and 139.73245194 as a longitude.

Our main ideas are as follows. First, we utilize landmarks as well as addresses
to extract location information even from Web pages without addresses. Second,
we use search engine rankings and character distance to assign suitable location
information. Third, we use Local search to convert texts included in Web pages
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to location information. To obtain one piece of location information from Local
search, we design several mechanisms. For the zero hit problem, we introduce
two heuristics: a one-character deleting heuristic when the text is an address
type, and a formal name inference heuristic when the text is a landmark type.
A candidate list is another mechanism to avoid zero hits. For the multiple hits
problem, we introduce a calculating context heuristic to select one result.

Below, in Section 2 we explain our method. The experimental results are
described in Section 3. We discuss our method’s usefulness and related work
in Section 4. The examples in this paper were translated from Japanese into
English for publication.

2 Owur Approach

This research locates person icons on a map to provide user-interfaces to help
users select person clusters that are separated into different people from the
result of person searches on the Web. We obtain the following set of location
information for person clusters: a location label, a location address, and a latitude
and longitude pair.

Table 1 shows the example results of this research. When a person cluster is
input, location information is obtained by Local search.

Table 1. Example results

Person cluster Location Information
Location label Location address Lat/Lon
Asako Miura 3 (B) Arise Campus, Kobe Nishi-ku, Kobe-shi, 34.6.../135.0...
Gakuin  University Hyogo-ken
(landmark type)
Asako Miura 11 (F) 13-17, Shinmachi-1- 13-17, Shinmachi-1- 40.8.../140.7...
chome, Aomori-shi, chome, Aomori-shi,
Aomori-ken (address Aomori-ken

type)

For example, for the first cluster, Asako Miura 3 (associate professor at Kobe
Gakuin University), a location label, Arise Campus, Kobe Gakuwin University, a
location address, Nishi-ku, Kobe-shi, Hyogo-ken, and a latitude and longitude
set, 34.6.../135.0... are obtained. This location information is a landmark type.
For the second cluster, Asako Miura 11, the location label and the location ad-
dress are 13-17, Shinmachi-1-chome, Aomori-shi, Aomori-ken, and the location
address is 40.8.../140.... This is an address type.

A method overview is shown in Fig. 2. Our method is comprised of two steps:
(a) extracting location candidates from Web pages and (b) assigning location
information using Local search.
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‘ Input: person cluster (HTML Files) ‘

Top | - ngk ... | Bottom

i' Top 10 Pages

| (1) Extract location candidates

v

> Location Candidate List
Landmark | (2) Assign location information
No result (e |
v nier tormal name
Execute local search More than one result
e ‘L Calculate
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Fig. 2. Overview

2.1 Extracting Location Candidates

When a person cluster (HTML files obtained from person searches) is given,
location candidates are extracted and a location candidate list is generated.

Determining web pages using search engine ranking. One difficult prob-
lem in this research is identifying which information is the most suitable for
the designated person. If we only use one Web page, one very good piece of
information may be obtained, but much good information may be overlooked. If
we use all Web pages, all information might be obtained, but selecting the best
information may become unwieldy. In this research we need to examine which
Web pages should be treated. We propose using search engine rankings to de-
termine Web pages to extract location information. We decided to use the top
10 Web pages to extract location information based on the experimental results
in Section 3.

Extracting address and landmark candidates. When Web pages are given,
after removing HTML tags, new line codes, and spaces from HTML files, we ex-
tract address and landmark candidates based on heuristics and morphological
analysis. We used MeCab [4] for morphological analysis. Two heuristics are de-
scribed below:

1. Extracting address candidate heuristic
When a morphone that meets conditions (a) or (b) appears continuously
more than once, we combine these morphones into a location candidate (ad-
dress type): (a) whose type is judged location, prefiz, or number by MeCab
(b) which is included in the predefined term list such as: hyphen, street,
avenue, north, south, east, or west.
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For example, 3-3-138, Sugimoto, Sumiyoshi-ku, Osaka-shi, Osaka-fu, is ex-
tracted as an address type candidate.

2. Extracting landmark candidate heuristic
We extract a morphone whose type is judged organization as a location
candidate (landmark type).
For example, City Hall of Kyoto City, Osaka Station, The University of
Tokyo are extracted as landmark types.

Again, one difficult problem in this research is identifying which information is
the most suitable for the designated person. Our solution uses the character dis-
tance between location candidates and the designated person name. Character
distance is number of characters (including spaces) between location candidates
and the designated person names. For example, an original Web page contains
Asako Miura (Kobe Gakuin University) and the distance between a location
candidate Kobe Gakuin University, and person name Asako Miura becomes 2.
Address candidates whose character distance is less than 71 and landmark can-
didates whose character distance is less than 31 are extracted from the top 10
Web pages.

Sorting location candidates. To avoid zero hits from a Local search, we
order extracted location candidates by character distance to generate a location
candidate list. When the character distance between two candidates is identical,
those extracted from higher ranked pages become higher, and those extracted
from the upper part of pages become higher.

2.2 Assigning Location Information

When a location candidate list is given, our method obtains one piece of location
information using Local search. First, our method gives a location candidate from
the top of the candidate list to Local search. When the candidate is a landmark
type, a formal name inference heuristic is processed to change the abbreviation
into a formal name to hit a Local search beforehand.

When only one result is obtained from Local search, it becomes the answer.
When more than one result is obtained, our method calculates the similarity
between the candidate and obtained results, and the most similar result becomes
the answer. We call this a calculating context heuristic. When the candidate is
an address type and no result is obtained, the one-character deleting heuristic
is applied to modify the candidate to hit a Local search. When no result is
obtained after these processes, the next candidate in the list will be processed.
When there is no answer after all candidates in the list are processed, none
(no location information) is the output.

Formal name inference heuristic. When a location candidate is a landmark
type, a formal name inference heuristic is applied once to change the abbre-
viations into formal names to get the Local search results. The formal name
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inference heuristic gives the candidate to the Yahoo! Web search APT [5] (here-
after Web search) and gets the title of the first result. The title is modified to a
formal name using a heuristic based on a stop list.

For example, when the candidate is Todai (abbreviation of The University
of Tokyo), it is given to a Web search, and the title of the first result is The
University of Tokyo Homepage. After Homepage is deleted using a stop list based
heuristic, the candidate becomes The University of Tokyo.

One-character deleting heuristic. When no result is obtained for the address
type candidate, the one-character deleting heuristic is repeatedly executed to
delete the last character of the candidate and to repeatedly give it to Local
search until the following stop condition is reached. The heuristic stops when
the string no longer contains ku (town), shi (city), to, do, fu, or ken (these four
terms denote prefectures).

For example, if address query 6-10-1, Roppongi, Minato-ku, Tokyo-to obtains
no result from a Local search, the next query becomes 6-10, Roppongi, Minato-
ku, Tokyo-to. Then the next query becomes 6, Roppongi, Minato-ku, Tokyo-to.

Calculating context heuristic. When more than one result is obtained from a
Local search, our method calculates context with a calculating context heuristic
that calculates the similarity between the location candidate and the obtained
results using vector space models. The most similar result becomes the answer.

For example, when the location candidate is The University of Tokyo, it is
given to a Local search, and such multiple results are obtained as 1) The Univer-
sity of Tokyo, 2) The University of Tokyo Komaba Campus, 3) The University of
Tokyo Cultural Development, and so on. We need to select a result. Our method
can select an answer based on the Web page context. For example, if a person
teaches at the main campus of The University of Tokyo, 1) is selected; if s/he
works at the Komaba campus, 2) is selected.

The similarity between the candidate and the results is calculated using a
cosine measure, based on a vector space model. Given candidate vector ¢ and
results vector r, similarity sim(c,r;) is defined as follows:

t
> jm1 WeyWij

)= (1)
V(w5 (wiy)? 1

sim(c,r;

Here t is the number of terms, w.; is the weight of ¢; in candidate vector c,
and w;; is the weight of ¢; in result vector r. The terms are defined as the
following morphones: (a) those included in the candidate list (when the candidate
is an address type), (b) those included in the original Web page with a location
candidate (when the candidate is a landmark type), and (c) those included in
the Local search results. The weights of the terms are calculated by tf-idf. The
result that is most similar and larger than 0.7 becomes the answer. When no
result is larger than 0.7, the top result becomes the answer.
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2.3 Example

There are 14 people for query Asako Miura. For the five people (Person clusters 2,
3, 6, 8, 11) with location information in Web pages, 100% (5/5) was correct. For
nine people without location information in Web pages, no location information
was assigned for eight people. In other words, 88.9% (8/9) was correct.

Asako Miura 3 is currently an associate professor at Kobe Gakuin University.
There are several Kobe Gakuin University campuses, and our method outputs
the correct answer, Arise Campus, Kobe Gakuin University, where her office
is located. This good example shows the usefulness of our method. If we use
all (i.e. 100) Web pages, the Faculty of Human Science, Osaka University will
be displayed. If we use the frequency method (see Section 3.1), the Faculty of
Human Science, Osaka University will also become the answer. Osaka University
is her previous affiliation where she worked for many years. Kyushu University,
which she occasionally visits for conferences, was the output from 15 pages. In
this case, Kyushu University had the shortest character distance. No answer
was provided when using the address method (see Section 3.1) because the Web
pages had no address information.

Fig. 1 is an example interface. Icons indicating each person on a map and
a list of location labels are displayed. Asako Miura 3 becomes Asako Miura B
because person clusters with no location information assigned are not displayed
on a map. When a user selects an icon or a list, information about the person is
displayed with the location label: Arise Campus, Kobe Gakuwin University. The
user can display the original Web page that includes Kobe Gakuin University
(cached) and the search results.

3 Evaluation

3.1 Method

Dataset. The twenty person names used in related work [6] were selected as
queries. 100 HTML files were obtained for all 20 queries from Web searches
[5]. Two subjects manually classified these Web pages into different people. 151
people were found in all 100 Web pages. For 13 person names, different people
existed, and for seven person names, only one person existed.

The subjects extracted the location information from the person clusters by
checking all Web pages. For 79 out of 151 people (52.3%), location information
existed, and there was no appropriate location information for 72 people. The
average number of Web pages for the former 79 people was 21.3 (SD=35.8) and
4.1 for the latter 72 (SD=14.6).

The evaluation measurement was as follows. First, current places (offices or
homes) were judged as appropriate location information. When there was no
current place, past places (offices or homes) were treated as appropriate loca-
tion information. Places the person temporarily visited do not become location
information. An address type and a landmark type are equally satisfactory.
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Comparative methods. To evaluate the usefulness of search engine rankings
and to determine the number of Web pages, we examined the number of Web
pages (the top, top five, 10, 15, and 100). We call these methods: (a) top page,
(b) top five pages, (c) top 10 pages (our method), (d) top 15 pages, and (e) top
100 pages.

To evaluate the usefulness of a combination of search engine rankings, land-
marks, and character distance, we examined a method that only extracts ad-
dresses and a method that uses frequency to calculate location information. We
used the top 10 pages because the former evaluation revealed that 10 pages was
the best. We call the former (f) the address method (top 10 pages and only
extracting addressess) and the latter (g) the frequency method (top 10 pages
and using frequency).

Evaluation. Two subjects evaluated the assigned location information by the
above methods. Precision, recall, F-measure, and total were calculated as follows:

number of people whose assigned LI is correct
number of people whose LI is assigned
number of people whose assigned LI is correct
number of people whose LI is included in Web pages
2X precision Xrecall
precision—+recall

total — number of correct answers
number of people

precision =
recall =

F — measure =

With Local search, an assigned address and an address included in an orig-
inal Web page sometimes differ. For example, when 3-3-138, Sugimoto-cho,
Sumiyoshi-ku, Osaka-shi is included in a Web page and Local search returns
Sugimoto 3-Chome, Sumiyoshi-ku, Osaka-shi, we judged this correct. Another
such example is Fukuoka Clity, which is included in a Web page; Local search
returns an address of city hall of Fukuoka City.

3.2 Results and Discussion

Effect of search engine ranking. Fig. 3 shows precision, recall, F-measure,
and total when the number of Web pages varies. Top 10 pages (our method)
performed best in recall, F-measure, and total. The top page result was partic-
ularly inferior in recall due to the lack of information from only one page. The
result of top 100 pages was also inferior on average for the following reasons: (a)
location candidates included in lower ranked Web pages tend to be unrelated to
designated people, and (b) the possibility of incorrect answers increases as the
number of pages increases. The above results show the usefulness of our method
to use top 10 Web pages as sources to extract location information.

Effect of landmarks and character distance. Fig. 4 compares other meth-
ods when the Web pages are in the top 10. Our method greatly outperforms the
other methods in all evaluations. Comparison with the address method shows our
method’s usefulness using landmarks to extract useful information to assign lo-
cation information. Comparison with the frequency method shows our method’s
usefulness to use character distance for person names rather than frequency.
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Answer analysis. We analyze the answers in detail. Out of 62 correct an-
swers for assigned location information, 40 (64.5%) were landmark types and 22
(35.5%) were address types. This result suggests the usefulness of using land-
marks. For 40 landmarks, 19 (47.5%) were universities, 6 (15.0%) were prefec-
tural governments, 6 (15.0%) were train stations, 3 (7.5%) were high schools, and
6 (15.0%) were other. Most were public institutions. For people with answers, 12
were incorrect for assigned location information. 91.2% (11/12) chose incorrect
candidates by character distance, 8.3% (1/12) chose incorrect results from Local
search by calculating similarity. Inside the former 91.2% error, target candidates
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were extracted, but other candidates were chosen by character distance (91.0%,
10/11) and target candidates could not be extracted (9.0%, 1/11). A typical
extraction error was that publishers were assigned because people with many
pages often wrote books or were discussed in books. Overall, the main reason for
errors included problems of (a) character distance and (b) extracting landmarks.

4 Related Work and Discussion

Wan et al. [7] also separated Web people search results and assigned titles to
person clusters. We assign location information to display person icons on a map.
Even though much work (e.g., [8], [9], [10]) separates Web pages into person
clusters, it seldom assigns labels to person clusters.

The WWW9 WePS-2 workshop [11] evaluated a technique to extract attribute
information. This task extracts 18 kinds of attribute values for target individuals
whose names appear on each of the provided Web pages. However location is
not included in the evaluation due to its ambiguity.

Our work is related to such clustering search engines as Clusty [12] which
usually assigns keywords or phrases to a Web page cluster to help users select a
cluster based on such information as term frequency and URLs.

Google’s alternative to search results [13] displays multiple location informa-
tion included in Web search results as an experimental service. It does not display
one piece of representative location information. It mainly extracts city names
and sometimes college names. We extract addresses (including city names) and
landmarks (including college names).

Most existing systems and research extract multiple addresses contained in
Web pages. Few systems extract landmarks. [14] extracted addresses, postal
codes, and phone numbers contained in Web pages and converts them into co-
ordinates. It does not extract landmarks, and we do not extract phone numbers.
The discrepancy reflects different system aims. [14] gathered as much location
information as possible, but we aim to output one good piece of location infor-
mation for many people.

Morimoto et al. [15] extracted address pairs and descriptive text from Web
pages and displays them on a map using a HTML structure. Much research uti-
lizes HTML structure to limit the range of documents to judge the relationship
between an object and an address. Instead of using HTML structure, we exploit
character distance to judge the strength of the relationships. Our heuristics for
extracting addresses are related to [16] because they use a Japanese morpho-
logical analysis and utilize location attached to nouns. [16] does not extract
landmarks.

Many Web sites provide a facility that converts addresses or landmarks
into coordinates with geocoding services including a Local search using simple
pattern-matching. They return the first result (coordinates) based on an exact
match. For example, when a user inputs Hanshidai (abbreviation of Osaka City
University) it may fail because no Hanshidai exists in the geocoding databases.
Our method copes with pattern-matching problems in three steps. First, a formal
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name inference heuristic (landmark type) and a one-character deleting heuristic
(address type) are applied. Second, we use a candidate list to try another loca-
tion candidate to get a result. Third, we apply a calculating context heuristic to
identify one piece of location information from multiple results.

One advantage of our method is that no special location dictionary is needed
because such existing tools and services as morphological analysis (MeCab),
Yahoo! local search, and web search APIs are combined. A formal name inference
heuristic, a one-character deleting heuristic, and a calculating context heuristic
are powerful enough to utilize Local search to get one result. Our algorithm
is simple and easy to implement. Although our algorithms are heuristic based,
we do not need to modify or add new heuristics; therefore systems are easy to
maintain.

The experimental results revealed that our method has the best recall, F-
measure, and total performance among comparative methods. The above results
suggest our method’s usefulness. In addition, we successfully built a prototype
interface to select a person cluster on a map. Our method is only inferior in
precision to the top page method. If we need to build an interface with fewer
incorrect icons (regardless how few), the top page method can be selected.

The limitations of our evaluation include the following. Since our evaluation
is limited to Japanese, the proposed heuristics should be adjusted to other lan-
guages. We extracted addresses and landmarks, except for those addresses and
landmarks that are not contained in the MeCab dictionary and the Local search
database.

Future work includes the following. First, we need to improve the extraction
of location candidates. For example, we should remove publishers by using a stop
list. Second, new algorithms should be investigated to cope with errors caused by
character distances. One possible solution may be to combine character distances
with term-frequency, HTML structure, and/or syntactic analysis.

5 Conclusions

We proposed a method to assign person clusters with one piece of representative
location information to display person icons on a map. The following are the
main ideas of our method: (1) using landmarks as well as addresses to extract
location information, (2) using search engine rankings and character distance to
assign suitable location information, and (3) using Local search to convert texts
included in Web pages to location information.

The experimental results revealed that our method has the best recall, F-
measure, and total performance among comparative methods. The above results
suggest our method’s usefulness. In addition, we successfully built a prototype
interface to select a person cluster on a map.
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Abstract. Combating Web spam has become one of the top challenges for Web
search engines. Most previous researches in link-based Web spam identification
focus on exploiting hyperlink graphs and corresponding user-behavior models.
However, the fact that hyperlinks can be easily added and removed by Web
spammers makes hyperlink graph unreliable. We construct a user browsing
graph based on users’ Web access log and adopt link analysis algorithms on this
graph to identify Web spam pages. The constructed graph is much smaller than
the original Web Graph, and link analysis algorithms can perform efficiently on
them. Comparative experimental results also show that algorithms performed
on the constructed graph outperforms those on the original graph.

Keywords: Spam identification, TrustRank, User browsing graph.

1 Introduction

According to a study in 2009 [1], 68% of Web users use search engines frequently
and 84.5% regard search engines as a dominant way to discover built-up Web sites.
Although a search engine usually returns thousands of results for a certain query,
most search engine users only view the first few pages in result lists according to [2].
As a consequence, ranking position has become a major concern of internet service
providers. Hence Web spam pages use various techniques to achieve higher-than-
deserved rankings in search engines’ results, from which search engines and users
suffers a lot.

State-of-the-art anti-spam techniques usually make use of Web page features, either
content-based or hyper-link structure based, to identify spam pages. Currently, hyper-
link-based anti-spam methods are based on hyperlink graph analysis. Well-known link-
based detection algorithms include TrustRank [3], SpamRank[4], and so on. Generally,
hyperlink analysis algorithms are based on two basic assumptions proposed by [5]:
recommendation assumption and topic locality assumption. It assumes that if two pages
are connected via a hyperlink, the linked page is recommended by the linking page
(i.e., recommendation) and the two pages share a similar topic (i.e., topic locality).

* Supported by the Chinese National Key Foundation Research & Development Plan
(2004CB318108), Natural Science Foundation (60621062, 60503064, 60736044) and Na-
tional 863 High Technology Project (2006AA01Z141).

G.G. Lee et al. (Eds.): AIRS 2009, LNCS 5839, pp. 38—@ 2009.
© Springer-Verlag Berlin Heidelberg 2009
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However, in practical Web environment, hyperlinks can be easily added or re-
moved by Web page authors or even by users (for Web2.0 sites). As a consequence,
Web is filled with spam and advertising links so the assumptions as well as the hyper-
link analysis algorithms meet lots of troubles in current Web environment. These
entire situations make the link graph unreliable data source for hyperlink analysis
algorithms. In order to solve this problem, Liu et al. [6] constructed a ‘user browsing
graph’ with user’s Web access log data. It is believed that link structure in user
browsing graph is more reliable than hyperlink graph because users actually follow
links in the browsing graph.

In this paper, we study the effectiveness of user browsing graph on spam filtering.
The results are compared with whole hyperlink graph, and an improved hyperlink
graph is proposed, which combines user browsing information and hyperlink informa-
tion. Comparative experimental results show that the improved hyperlink graph with
user behavior data improves spam classification performance by 5% compared to the
same classifier which uses the whole hyperlink graph. What’s more, the improved
hyperlink graph contains much less vertices than the whole hyperlink graph, which
will increase the efficiency of spam classifier.

The rest of the paper is organized as follows. In Section 2, we review related work
in spam detection. Section 3 introduces how to construct user browsing graph and
combined graph. Section 4 describes the calculation of TrustRank on user browsing
graph and the distribution of the TrustRank values. Section 5 compares the perform-
ance of the TrustRank algorithm on several different graphs in spam detection.
Conclusions and future work are given in Section 6.

2 Related Work

Most spam detection approaches utilize link and/or content information to help detect
specific spam pages, just like evaluating page qualities with link and/or content in-
formation [12]. Gyongyi et al. [3] propose a algorithm called TrustRank for link
spamming detection. Wu et al. [9] use trust and distrust propagation through web
links to help demote spam pages in search results. Ntoulas et al. [10] detect spam
pages by building up a classification model which combines multiple heuristics based
on page content analysis.

Recently, the wisdom of the crowd is paid much attention in Web search re-
searches, e.g. [6, 7, 8]. For instance, Liu et al. [6] constructed ‘user browsing graph’
with Web access log data. They proposed a page importance estimation algorithm
called BrowseRank which performs on the user browsing graph. It is believed that the
link structure in user browsing graph is more reliable than hyperlink graph because
users actually follow links in the browsing graph. With user behavior analyses into
Web access logs, Liu et al. [8] propose a spam page detection algorithm based on
Bayesian Learning, which can detect newly-appeared and various kinds of spam.

Most linking based spam detection algorithms are based on hyperlink graph. How-
ever, with the explosive growth of Web pages, the whole hyperlink graph is too large
to be analyzed and contains lots of noise. In this work, we compare performance of
linking analysis algorithm on different graph using the approach in [8].
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3 Construction of the User Browsing Graph

3.1 Web Access Log Data Set

As search engines have developed, Web-browser tool bars have become more and
more popular. Most toolbar servers collect anonymous click-through data from users’
browsing behaviors, which is used in extensive studies of Web search by more and
more researchers, e.g., [7] adopts click-through data to improve ranking performance,
and [8] utilizes it to propose a Web spam identification algorithm. In this paper, we
also make use of the data collected by search toolbars to construct user browsing
graph, because of its low cost and no-interruption to users. Information shown in
Table 1 can be recorded using browser toolbars by commercial search engine systems.

Table 1. Information recorded in Web access logs

Name Description
Session ID A randomly assigned ID for each user session
Source URL URL of the page which the user is visiting

Destination URL URL of the page which the user navigates to
Residence time Residence time of the source page (in seconds)

3.2 User Browsing Graph Construction

UG(V,E) is used to denote the browsing graph, in which V is the vertex set and E is
the edge set. The construction process is described as Figure 1:

1. Vv={},E={}
2. For each record in the Web access log, if the source

URL is A and the destination URL is B, then
if AgV,V =V U{A};

if B¢ V,V =V U{B};
if (A,B)e E

E =EU{(A,B)},Weight (A,B) =1,
else

Weight (A, B) + +;

Fig. 1. Construction process of user browsing graph UG(V,E)

After the construction process, V includes all Web pages visited by users during the
period when access logs were collected; and E records the users’ browsing behaviors.
Each edge in E is also assigned a weight that represents how many times Web users
visited site B from site A.

With the help of a widely-used commercial Chinese search engine, Web access
logs were collected from Aug.3™, 2008 to Sep. 2™, 2008 (30 days). Over 1.4 billion



Web Spam Identification with User Browsing Graph 41

click-through events on 4.2 million Web sites were recorded in these logs. In our
experiments, a site-level UG (V, E) was constructed with V containing 4,252,495
Web sites and E containing 10,564,205 edges. We constructed a site-level UG (V, E)
because the site-level graph is more stable and it can avoid the problem of sparse
data.

In order to show the advantages of user browsing graphs compared with over hy-
perlink graphs, we also construct a hyperlink graph for comparison. With the help of
the same search engine which collected Web access log for us, we obtained hyperlink
graph constructed by the log data which contains hyperlink relations of over 3 billion
Web pages. Then we extracted a sub-graph for all the Web sites in V of UG (V, E).
The sub-graph is the hyperlink graph for these Web sites and we call this graph ex-
tracted-HG(V,E). This graph was also constructed as a site-level graph to compare
with the user browsing graph and contains 139,125,250 edges.

4 Trustrank on User Browsing Graph

4.1 Trustrank Algorithm

In 2004, Gyongyi et al. [3] proposed TrustRank algorithm to semi-automatically sepa-
rate reputable from spam pages. According to [3], TrustRank relies on an important
empirical observation called approximate isolation of the good set: good pages seldom
point to bad ones. In other words, TrustRank assumes that if page A pointing to page B
then there exists recommending site B by A, so it’s necessary to ensure sufficient
reliabilities of the link relationship, which TrustRank computes on.

4.2 Seeds Set Selection

At the very beginning of TrustRank algorithm, we need to select a seed set. The pur-
pose of seed selection is to identify desirable pages for the seed set. Pages in the seed
set should be useful in identifying additional good pages. Two strategies for seed set
selection were described in [3]. According to these two strategies, we defined the
following seed set selection criteria for TrustRank on user browsing graph.

®  QOut-degree of a seed site should be neither too high nor too low, i.e., higher than
P1 or lower than P2 (P1 < P2). Because it’s difficult to ensure the quality of the
out-linking if there are too many links coming out of site A. Seed site should
also link to a relatively large number of other sites so that trust propagation can
be finished as soon as possible.

® The PageRank value of the seed site should be higher than P3 to ensure the
authority of the site.

® Search Engine cannot be seeds because links out from SE don’t necessarily
denote so-called recommendation.

® The seed set should not contain blog, forum sites and Web 2.0 sites. Because
hyperlinks on these sites can be easily added or removed by Web users.



42 H. Yu et al.

With these criterions, seed sites selected are all high-qualified, credible and popular
Web sites in the link graph. These Web sites also contain appropriate amount of reliable
out-links. With this method, we select altogether 1,153 Web sites to form the seed set.

4.3 Trust Score Calculation

After seed set construction, we can perform TrustRank algorithm on user browsing
graph constructed in Section 3.2. We set parameter MB = 20 (iteration times), o =
0.85 (decay factor) in the algorithm. Then TrustRank values are calculated for sites
both in user browsing graph UG(V,E) and hyperlink graph extracted-HG(V,E), re-
spectively. In UG(V,E), we can get 3,951,485 sites’ TrustRank values, but only
2,658,345 sites’ value can be obtained by algorithm on extracted-HG(V,E). There are
fewer sites which cannot be computed in UG(V,E) than in HG(V,E).

Some sites are not assigned a TrustRank value because these sites are isolated in
the graph and hence aren’t either directly or indirectly linked by the seed sites. We
sampled 15,941 out of 1,594,150 (1%) non-valued sites in the extracted-HG(V,E) and
checked them manually finding that most of them were in low-quality, spam or non-
GBK encoded sites.

4.4 Distribution of TrustRank Scores

Distributions of TrustRank scores obtained from UG(V,E) and extracted-HG(V,E) are
shown in Figure 2.(a) and 1.(b). Because TrustRank values are little decimal fraction,
we computed the value LT = -Log;, (TrustRank(S)) (S is a Web site) for all sites in the
two graph.
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Fig. 2. Distributions of TrustRank scores on different graphs. (a): user browsing graph
UG(V,E). (b): hyperlink graph extracted-HG(V,E).

From Figure 2, we find that most sites’ TrustRank scores are between 10 and
10™"% in both graphs, but there are also some differences between these two distribu-
tions. For instance, LT values for most Web sites in UG(V,E) are between 8 to 10
while a number of sites in extracted-HG(V,E) get LT scores less than 8 or larger than
10. The average TrustRank score of UG(V,E) is also smaller than that of extracted-
HG(V,E). These can be explained by the fact that links on user browsing graph are
sparser than hyperlink graph.



Web Spam Identification with User Browsing Graph 43

5 Spam Identification Performance

5.1 Experiment Settings

From [6] we can see that specially-designed link analysis algorithm (called
‘BrowseRank’) could get better performance on user browsing graphs in page quality
estimation than state-of-the-art link analysis algorithms which perform on hyperlink
graphs. We want to find out whether this improvement comes from different algo-
rithm design or the different graph structures. To answer this question, we build four
graphs and compare how TrustRank algorithm performs on them. The details of the
four graphs are shown in Table 2.

Table 2. User browsing graphs and hyperlink graphs constructed in our experiments

Graph TrustRank

User Browsing Graph Constructed with Web access data from Aug.3rd, 2008 to
UG(V,E) Sept.2", 2008.

Hyperlink Graph Constructed with over 3 billion pages (all pages in a certain
whole-HG(V,E) search engine’s index) and all hyperlinks among them
Hyperlink Graph Vertexes are from UG(V,E). Edges among them are
extracted-HG(V,E) extracted from hyperlink relations in whole-HG(V,E).
Combined Graph Vertexes are from UG(V,E). Edges among them are from
CG(V,E) UG(V,E) combined with those from extracted-HG(V,E).

After performing TrustRank algorithm on these graphs, we adopted two methods to
evaluate the performance of Web spam identification. The primary one is based on
ROC/AUC metric which is often used to evaluate performance of machine learning
algorithms and classifiers, e.g. [11]. The other one is based on analysis into the distri-
bution of TrustRank scores for Web spam sites on different graphs.

Table 3. Tags annotated in the page quality test sets

Tag Description

High quality (HQ) High quality pages

Low quality (LQ) Low quality pages which contain few meaningful contents.
Web spam (SP) Web spam pages which try to cheat search engine to get higher

than deserved ranking in search result lists.

Non-GBK encoded (NG) Pages which are written with encodes other than GBK (the
most popular Chinese encode format)

Illegal (IL) Pages which contain porn-related, gambling related issues or
other illegal contents.

In order to evaluate the performance of Web spam detection, we construct three
different test sets. Web sites in these sets were randomly selected from users’ Web
access logs at different time points and annotated with the tags shown in Table 3 by 3
product managers from a search engine company. The amount of Web sites in these
three test sets are 646, 1000, and 1000 respectively. In the annotated results, about
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39% are “high quality”; 19% are “Web spam” or “Illegal” and the others are anno-
tated as “low quality”, “Non-GBK encoded”. As for the spam detection evaluation
process, illegal sites are also regarded as spam sites because illegal sites usually adopt
SEO or spamming techniques to improve their rankings in search result lists.

5.2 ROC/AUC Test

ROC/AUC metric is a method which is commonly used to evaluate performance of
classifiers and it is adopted by many previous spam detection researches such as Web
spam challenge workshop (http://webspam.lip6.fr/). With the Web spam annotation
test sets proposed in Section 5.1, we chose ROC (Receiver Operating Characteristic)
curves and corresponding AUC (Area under the ROC Curve) values to evaluate the
performance of the TrustRank algorithm. The AUC has an important statistical prop-
erty: the AUC value of a classifier is equivalent to the probability that the classifier
will rank a randomly chosen positive instance higher than a randomly chosen negative
instance.

Table 4 shows the spam page identification performances of BrowseRank algo-
rithm [6] on UG(V,E) and TrustRank algorithms on 4 different graphs which we
constructed in Table 2 as well as the BrowseRank algorithm on UG(V,E).

Table 4. AUC/ROC values for Web spam page identification of TrustRank/BrowseRank
algorithms

Graph Test 1 Test 2 Test 3
BrowseRank on UG(V,E) 0.5806 0.7011 0.7131
TrustRank on UG(V,E) 0.59632 0.7406 0.7440
TrustRank on whole-HG(V,E) 0.66905 0.7934 0.7712
TrustRank on extracted-HG(V,E) 0.69769 0.8209 0.8086
TrustRank on CG(V,E) 0.68072 0.7376 0.7435

From Table 4 we can find several interesting results. Firstly, we can see that in all
test sets TrustRank algorithms perform the best on extracted-HG(V,E) in the task of
spam page identification. A possible reason is that, although Extracted-HG (V,E)
shares a same vertex set of UG(V, E), the edges among the vertexes inherit from the
whole hyperlink graph, which are denser and more complete than UG(V,E). So
extracted-HG(V,E) can get better performance than UG(V,E) for TrustRank algorithm
to identify spam sites. What’s more, there is another result to support this explanation.
CG(V,E), a combination of UG(V,E) and extracted-HG(V,E), which contains all edges
in them, results better than UG(V,E). It means both user browsing graphs and hyper-
link graph can provide useful information that the other graph does not contain.

Secondly, in each of the three test sets, we found that BrowseRank doesn’t perform
as well as TrustRank on user browsing graph for the task of Web spam identification.
Liu et al proposed in [6] that BrowseRank performs better than TrustRank and Pag-
eRank in spam fighting. However, according to our experimental results, TrustRank
out-performs BrowseRank when both algorithms are performed on user browsing
graph. It means traditional link analysis algorithms can perform as well as or even
better than specially-designed algorithms on user browsing graphs.
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Moreover, Extracted-HG(V,E), as a sub-graph of whole-HG(V,E) (extracted-
HG(V,E)) is better at identifying spam pages than the whole graph. This may be ex-
plained by the fact that extracted-HG(V,E) can be regarded as the user-accessed part
of Whole-HG(V,E). It shares the same vertex set of UG(V,E) and therefore reduces
possible noises (i.e., unreliable Web sites) in the whole hyperlink graph.

5.3 Distribution of TrustRank Scores for Web Spam Sites

In order to compare spam detection performance of TrustRank algorithm on different
graphs, we examined the distribution of spam sites’ TrustRank scores on both graphs.
As shown in Section 4.4, we computed the value LT = -Log;y (TrustRank(S)) (S is a
Web site.) for Web sites in both graphs.

We can see that a low LT score (namely a high TrustRank score) means good site
and a high LT score means spam. When we look into the Web sites with lowest and
highest LT scores for the user browsing graph, we find that page quality accords with
the TrustRank scores. Experimental results are shown in Table 5. Quality score of each
Web site is annotated and examined by 2 different assessors, respectively. If 2 asses-
sors give different annotation, one other assessor will join in to vote for net result.

Table 5. Quality estimation results for 100 Web sites with the highest/lowest TrustRank scores
(calculated on UG(V,E))

Spam/Illegal ~ Low-quality = Non-GBK  High-quality
0 3 2 95

100 Web Sites with the
highest TrustRank score
100 Web Sites with the

lowest TrustRank score 10 79 9 2

From Table 5 we can see that most sites with highest TrustRank scores are high-
quality ones. Meanwhile, most sites with lowest TrustRank scores are low-quality or
spam ones. It means that TrustRank scores can represent the quality of Web sites and
this validates the conclusion of [3] that TrustRank algorithm is effective in the detec-
tion of Web spam.

We further looked into the distribution of TrustRank scores while the algorithm
was performed on different graphs. Figure 4 provides a side-by-side comparison of
TrustRank on different graphs w.r.t ratio of bad sites in each bucket. In order to get a
suitable sample set with enough data points, we adopted the sampling method pro-
posed by Gyongyi er al. in [3].

Firstly, We generated the list of sites in decreasing order of their TrustRank scores
on user browsing graph UG (V, E), and we segmented it into 20 buckets. Each of the
buckets contained a different number of sites, with scores summing up to 5 percent of
the total TrustRank score. Therefore, the first bucket contained 53 sites with the high-
est TrustRank scores, bucket 2 contains the next 126 sites, while the 20th bucket con-
tains 3.9 million sites that are assigned the lowest TrustRank scores.

After that, we constructed a sample set of 1000 sites by selecting 50 sites randomly
from each bucket. We manually examined the sampled Web sites and annotated
whether they are spam or not. As for TrustRank scores obtained from Whole-HG (V, E)
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and Extracted-HG (V, E), we defined their TrustRank buckets as containing the same
number of sites as buckets on UG (V, E). The vertical axis of the graph corresponds to
the percentage of spam, low quality and illegal sites within a specific bucket. For in-
stance, we can derive from Figure 3(a) that on the graph Whole-HG (V, E), 30% of the
Web sites in TrustRank bucket 9 are not high quality ones.

From Figure 3 (a)-(c) we see that TrustRank algorithm can perform better on
UG(V,E) and Extracted-HG(V,E) than Whole-HG (V, E) graph. In particular, we note
that there are all high quality Web sites in the top 6 buckets of UG(V,E) and Ex-
tracted-HG(V,E), while there is a marked increase in spam concentration in the lower
buckets. At the same time, it is surprising that almost 18% of the second Whole-HG
(V, E)’s bucket is Web spam or low quality ones. It can be explained by the fact that
hyperlinks in Whole-HG(V,E) are unreliable and the trust propagation process is
therefore not reliable, either.
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Fig. 3. Distribution of TrustRank scores for low-quality and spam sites on different graphs. (a):
whole-HG(V,E). (b): UG(V,E). (c): extracted-HG(V,E).
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5.4 Performance of Spam Identification on Filtered User Browsing Graphs

According to the construction process of the user browsing graph given in section 3.2,
there is an edge between sites A and B if there exists a certain user who visited B
from A. The weight of this edge represents how many times Web users visit B from
A. Tt is usually believed that more visit times mean more reliable recommendation.

For a given threshold N, we reduce the edges in the user browsing graph whose
weights are no more than N. By this means, we get a graph UG_FN(V,E).

We calculated TrustRank scores for sites in UG_FI(V, E) and UG_F3(V, E) re-
spectively, with the same parameter MB = 20 (iteration times), o = 0.85 (decay factor)
in algorithm. In UG_FI(V,E), we got 1,586,142 sites’ TrustRank values, nevertheless
only 774,029 sites’ value can be obtained by algorithm on HG_F3 (V,E). Compared
to 3,951,485 sites’ TrustRank values in UG (V, E), there are more than half sites
which cannot be computed in the UG_FI (V, E) than in unfiltered user browsing
graph.

In order to find out whether filtration can improve reliability of user browsing
graphs, we compared how TrustRank algorithm performed in the task of spam identi-
fication on the three graphs: UG (V,E), UG_F1 (V,E) and UG_F3 (V,E).

Firstly, we adopted the approach proposed by Liu Y. et al. [8] as the baseline,
which identified Web spam with user behavior features extracted from Web access
logs. Second, we calculated TrustRank scores on three Graphs and syncretize them to
the results of baseline approach. Test set includes 400 sites and we adopted the third
set which contained 1000 sites described in section 5.1 as training set. Table 6 shows
the accuracy of being spam for the top-ranked Web sites in the P(Spam) list on fil-
tered graphs.

Table 6. Accuracy rate for Web spam page identification performance of TrustRank algorithms
on filtered graphs

Graph Spam Accuracy of top-ranked Web sites
UG(V,E) 0.8100
UG_FI(V,E) 0.9133
UG_F3(V,E) 0.9233

The results in Table 6 show that the accuracy rate increases with the rising thresh-
old N. This means TrustRank algorithm performs better on filtered user browsing
graphs, which proves “more visit times, more reliable recommendation”. What’s
more, filtered graph is much smaller than source graph, which means lower cost for
time and storage. With the swift growth of Web, we believe that filtered user brows-
ing graphs can be helpful in improving the efficiency of spam identification.

We also want to find out whether the increase of threshold N results in failing to
calculate some Web sites’ TrustRank scores. By merging TrustRank and user behav-
ior features with learning algorithm proposed in [8], we calculated sites’ P(Spam)
scores, representing probabilities of being Web spam. Then we sorted the Web sites in
decreasing order of their P(Spam) scores. Table 7 shows how many top-ranked sites’
TrustRank scores can be calculated in UG-F1(V,E) but not in UG-F3(V, E).
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Table 7. Influence of threshold value N’s increasing to Web spam page identification perform-
ance of TrustRank algorithms on filtered graphs

Amount of top-ranked Number of sites with value
Web sites according  in UG-FI(V,E) but not in

to P(Spam) UG-F3(V, E)
100 1
1000 1
2000 4
5000 8
10000 123

From Table 7 we can see that in the 5,000 sites at the top of the possible spam list,
there are only 8 sites whose TrustRank scores can not be calculated on UG-F3(V,E)
graph. It means that although we filtered some low weight edges from the user brows-
ing graph, it does not influence the performance of spam detection a lot.

6 Conclusion

Current search engines are seriously threatened by malicious Web spam that attempts
to obtain unbiased ranking in search result lists. State-of-the-art hyperlink-based anti-
spam techniques do not work well on whole hyperlink graph because practical Web is
filled with low quality and even spam hyperlinks due to the lack of editorial process
in Web contents.

In this paper, we focused on spam detection techniques with user browsing graphs.
Firstly, we constructed a user browsing graph with Web access log data which con-
tained huge amount of user click-through information. Secondly, we adopted the
approach proposed by Liu Y. et al. [8] as the baseline, which identified Web spam
with user behavior features extracted from Web access logs, and calculated the Trus-
tRank scores on different Graphs and syncretize them to the results of baseline ap-
proach. Then we compared the spam identification performances of above approach
with TrustRank algorithm on different graphs: UG(V,E), CG(V,E), extracted-HG(V,E)
and whole-HG(V,E).

Experimental results show that, although vertices of the user browsing graph is
much less than whole hyperlink graph, which means higher efficiency, the improved
hyperlink graph with user access information (extracted-HG(V,E)) performs better
than other graphs. From this result, we see that both of user browsing graph and hy-
perlink graph can provide useful information. And combining the vertex set of user
browsing graph with edge set of hyperlink graph can improve performance in task of
spam detection. What’s more, TrustRank also outperforms BrowseRank algorithm
while both algorithms were performed on user browsing graph in our results. We
believe that the user browsing graph is useful for link-based spam detection algo-
rithms such as TrustRank.

There are still several technical issues which need to be addressed as future work:

(1) There is noise in Web access log data, such as the clicks proposed by automated
software programs (bots). Identification of this kind of access logs will improve the
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reliability of the user browsing graph and corresponding spam detection performance. In
the future, we will try to perform this kind of data cleansing before the user browsing
graph construction process.

(2) According to our experimental results, UG(V,E) and Extracted-HG(V,E)

achieve better detection performance than whole-HG(V,E). What’s more, sometimes
Extracted-HG(V,E), with UG(V,E)’s vertexes and whole-HG(V,E)’s edges, has the
best effectiveness out of all graphs. It will be interesting to look into how to yield the
greatest returns on investment of user browsing graph.
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Abstract. Recent investigations of search performance have shown
that, even when presented with two systems that are superior and infe-
rior based on a Cranfield-style batch experiment, real users may per-
form equally well with either system. In this paper, we explore how
these evaluation paradigms may be reconciled. First, we investigate the
DCG@1 and PQ@1 metrics, and their relationship with user performance
on a common web search task. Our results show that batch experiment
predictions based on PQ1 or DCGQ1 translate directly to user search
effectiveness. However, marginally relevant documents are not strongly
differentiable from non-relevant documents. Therefore, when folding mul-
tiple relevance levels into a binary scale, marginally relevant documents
should be grouped with non-relevant documents, rather than with highly
relevant documents, as is currently done in standard IR evaluations.

We then investigate relevance mismatch, classifying users based on
relevance profiles, the likelihood with which they will judge documents
of different relevance levels to be useful. When relevance profiles can be
estimated well, this classification scheme can offer further insight into
the transferability of batch results to real user search tasks.

1 Introduction

Information retrieval (IR) experiments based on the Cranfield methodology mea-
sure system performance using a set of queries and a test collection. The queries
are run over the collection using a search system, and for each document that is
returned, a human judge decides whether the document is relevant to the query,
or not. The overall utility of the search system is then computed using a metric
that aggregates the relevance judgements for documents in ranked lists returned
by the system. In this batch evaluation approach, different search systems are
compared based on how well they score on such metrics. For example, many
papers report IR system comparisons using the TREC document collections,
topics and judgements, using Mean Average Precision (MAP) or Precision at 10
documents retrieved (P@10) as the metric [23].

An alternate way to evaluate systems is to take a group of human users and
ask them to perform search tasks with different systems, comparing outcome
measures such as time to complete a task, success or failure on a task, or sub-
jective measures like user satisfaction. Previous studies [T2J8I9IT2ITRITI] have
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shown that attempting to transfer results from batch experiments to real users
is difficult. That is, the systems rated as superior in the batch experiments may
in fact not assist users in performing their tasks more quickly or more accurately
than the systems that are rated more poorly in the batch experiments.

In this paper, we explore ways in which these two experimental paradigms may
be reconciled. There are many possible causes for this seeming mismatch between
batch and user-based experimental outcomes. We investigate two reasons using
controlled batch and user experiments.

Mismatching metrics. It is possible that the metric used in a batch experi-
ment to show that System A is superior to System B does not reflect the user
task for which these systems will be employed. For example, if a batch experi-
ment uses the MAP metric, which contains a recall component, but the user task
is solely precision based, such as finding a single answer to a simple question,
then differences between systems in the batch experiment may be meaningless in
the user domain. On the other hand, if the batch experiment used a metric such
as Precision at one document returned (P@1) or at three documents returned
(P@3), then it is perhaps more likely that the batch results would carry over into
the user domain. For example, Turpin and Scholer [I9] used the MAP metric
to choose superior systems, but then employed those systems on a precision-
based user task and found that they did not outperform the inferior systems.
When they re-analysed their data to choose systems based on the PQ1 metric,
it suggested that users performed better with the superior system. However, the
analysis of PQ1 was inconclusive because of the small number of systems for
the non-relevant category of this metric. Motivated by this finding, we explicitly
examine possible metric mismatch by using P@1 in our batch experiments, and
a precision-based user outcome measure. We also extend this analysis to incor-
porate multiple levels of relevance, factoring in differences between non-relevant,
relevant, and highly relevant documents.

Mismatching relevance profiles. Batch system results are based on rele-
vance judgements assigned to documents by human assessors. However, it is
possible that relevance judgements used in the batch experiments are made us-
ing different criteria, or on a different scale (whether perceptual or actual), than
judgements that are made in a user study. For example, in this study we use
TREC documents that are judged on a three-point scale: non-relevant (0), rel-
evant (1), and highly relevant (2). The TREC judging criteria define level zero
as being applicable where no “part of the document contains information which
the assessor would include in a report on the topic”; while the distinction be-
tween level one and two was “left to the individual assessors to determine” [7]. If
subjects in a user study receive identical instructions to the judges in the batch
experiment, and carry out their evaluation in as similar an environment as pos-
sible, there is still scope for individuals to decide their own threshold on what
information they would “include in a report”, and to distinguish between the
two categories of relevance. Even in the highly controlled TREC judging envi-
ronment, the overlap between the relevance judgements of assessors is on average
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only about 45% [22], indicating that thresholds between relevance categories can
differ even within relatively homogeneous populations where identical judging
instructions are given. Therefore relevance mismatch, where users and batch
judges have different expectations and preferences for documents of different
relevance levels, may lead to conflicting results between batch and user results.
We investigate the impact of relevance mismatch based on the split agreement
approach [I4], where users are classified into groups based on their responses to
documents of different relevance levels.

These two possible explanations for differences between batch and user ex-
periments are investigated through a user study. In Section 2] we survey related
background work on experimental evaluation in IR. Our experimental methodol-
ogy, including details of the user-based searching task, is explained in Section [Bl
Results are presented and discussed in Section E] with conclusions and further
work being considered in Section

2 Background

The Cranfield paradigm of information retrieval evaluation involves using a
search system to run a set of queries on a fixed collection of documents. For
each potential answer that the search system returns, a human is required to
judge the relevance of the particular document for the current query. This is the
dominant framework for experimental IR, and is used, for example, in the on-
going series of Text REtrieval Conferences (TREC). TREC provides standard
collections, queries, and relevance judgements so that the performance of differ-
ent IR systems can be compared using common testbeds [23]. In TREC, queries
are derived from topics that represent user information needs: topics consists of
a title field (a small number of keywords, representative of what a user might
type into a web search engine), a description (a longer statement of the topic,
usually a single sentence), and a narrative (a short paragraph specifying further
requirements) [6].

Based on the system search result lists and relevance judgements, different
system performance metrics can be calculated. Many metrics that have been
proposed in the literature focus on precision, which is the number of relevant
documents that the search system has found as a proportion of the total number
of documents that the system has returned. Average precision (AP) is calculated
as the mean of the precision at each relevant item that occurs in a result list for a
single query. Relevant documents that are not returned by the system contribute
a precision of zero; this metric thus has a recall component, since the system is
penalised for missing answers. Across a set of queries, the mean average precision
(MAP) provides a single number that summarizes search performance, reflecting
both the precision and the recall of the system [5].

Another widely-used class of performance metrics is the precision of a system
at a particular cutoff point N in the search results list. For example, PQ1 eval-
uates a system based on the relevance of the first item in the result list, while
P@10 calculates the precision over the first 10 results. These metrics are popular
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for evaluating web search tasks, since users typically focus on results that occur
early in the ranked list [I7]. Analysis by Buckley and Voorhees has indicated that
these PQN metrics require a relatively larger number of test queries, compared
to other metrics such as MAP, in order to give stable results for the evaluation
of batch experiments [4].

The most commonly used IR system performance metrics, such as those pre-
sented previously, treat relevance as a binary criterion: a document is either
relevant, or it is not. Even where documents may have been judged on a multiple-
level relevance scale, these levels are typically folded together into a binary clas-
sification before the metrics are calculated. However, studies of multiple levels of
relevance have indicated that the traditional binary relevance assumption may
not be appropriate where actual users of search systems are concerned [T6J21].
In the TREC evaluation framework, the criterion for relevance states that if
the document includes any reference to the topic, it should be counted as being
relevant. This includes documents that are only marginally relevant, where the
document does not contain information other than that contained in the topic
description; in other words, these documents are largely useless from a user’s
perspective. Investigating the ability of users to judge documents of different
relevance levels, Vakkari and Sormunen concluded that the likelihood of iden-
tifying highly relevant documents is much higher than for marginally relevant
ones [21]. Further, analysis of 38 topics from TREC-7 and 8 by Sormunen showed
that around 50% of documents that were judged as relevant under the TREC
binary criterion were of this marginal category [16]. We investigate the effect of
accounting for different levels of relevance has on the results of user-based and
batch retrieval experiments.

The cumulative gain (CG) family of retrieval metrics are based on the idea
that the relevance of documents is not equal: the usefulness to a user will depend
on the level of relevance of an item [IT]. This allows multiple levels of relevance
to be incorporated in system evaluation, unlike the previously discussed metrics
which assume a binary relevance scale. The CG values, where more highly rele-
vant documents are rewarded by adding more to the overall performance score,
can then be discounted (DCG) so that the further a document is from the top
of a ranked list, the more heavily its relevance score is adjusted. In this paper,
we investigate DCG@1 as a multiple-relevance level alternative to PQ1. Since
discounting is usually not applied at the first rank of the answer list, CGQ1 and
DCG@]1 are equivalent.

The Cranfield paradigm of IR evaluation makes a number of simplifying as-
sumptions about users: essentially, users and real search tasks are removed from
the evaluation process, with both information needs and relevance being re-
duced to static components of the analysis. While this allows for repeatability
of experiments, and the controlled evaluation of retrieval algorithms, it is widely
acknowledged that these assumptions are significant simplifications of the ac-
tual retrieval process [I0]. A number of studies have therefore investigated the
relationship between system-centric retrieval performance metrics and the per-
formance of users engaged in a range of different search tasks, which we briefly



54 F. Scholer and A. Turpin

survey here. A relationship between the ability of users to find answer facets
and high changes in the level of the bpref evaluation metric was found by Al-
lan et al. [2]. Investigations by Hersh and Turpin found no relationship between
MAP and user performance on an instance recall task [8], or a question an-
swering task [I8]. The relationship between simple web search tasks and MAP
was investigated by Turpin and Scholer [19]; no relationship was found with
a precision-oriented task, but a weak relationship was observed with a recall-
oriented task.

Other recent studies have considered the relationship between result rele-
vance and user satisfaction. Experiments by Huffman and Hochster showed that
system performance measured by DCG@3 was related to user satisfaction for
informational searches [9]; user satisfaction was measured by asking subjects to
rate their overall search experience on a seven-point scale. Al-Maskari et al. [I]
compared the precision and various cumulative-gain metrics of search results
with user satisfaction. Here, users rated their satisfaction based on the accuracy,
coverage and ranking of results. A high correlation was found between satisfac-
tion and both the precision and CG metrics, while the correlation with nDCG
was low. In a series of carefully controlled experiments, Kelly et al. [I2] demon-
strate a strong correlation between precision and user satisfaction; ranking also
influenced user ratings, but to a lesser extent. In this paper, instead of using
self-reported measures of satisfaction, we investigate user performance based on
success in completing a simple search task, measuring the time taken to find a
relevant document.

To construct user relevance profiles, Scholer, Turpin and Wu proposed the
split agreement approach [I4]. Here, users are analysed based on their rate of
agreement when presented with documents at different TREC relevance levels.
Users can deviate from TREC-like relevance behaviour in two ways: generous
users have lower criteria for relevance than TREC judges, and are often satisfied
even with non-relevant (level 0) documents. Conversely, parsimonious users have
stricter relevance criteria than TREC judges, and are usually satisfied only with a
highly relevant (level 2) document. Users who are TREC-like follow the assumed
batch relevance profile, generally discarding level 0 documents, but liking level
1 and 2 documents.

Relevance profiles are established through repeated presentation of documents
with different TREC relevance levels (unknown to the user). For each presented
document, the user is asked to indicate whether they find the document to be
relevant for a specified information need, or not. Across many presentations of
documents, a response proportion can thus be calculated for each TREC rele-
vance level. For example, a particular user may judge level 0, 1 and 2 documents
to be relevant 6%, 63% and 94% of the time, respectively.

User classes are based on these proportions. Specifically, a generous user is
defined as someone who judges level 0 documents to be relevant more than 50%
of the time. A parsimonious user, on the other hand, judges level 1 documents to
be relevant less than 50% of the time [I4]. To investigate relevance mismatch, we
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attempt to classify users based on their relevance preferences, aiming to establish
for each user whether their relevance profile is similar to that of TREC judges.

3 Experimental Methodology

This study investigates the relationship between the P@Q1 and DCG@Q1 system
performance metrics and user performance on a web search task, and how this
is affected by user perceptions of relevance. We use TREC data for the basis of
our batch experiments, and a user study to collect data for a searching task.

Users and document collection. 40 experimental subjects were recruited
from RMIT University by advertising on newsgroups and notice-boards. All sub-
jects were required to complete entry questionnaires. Participants were university
students undertaking undergraduate or postgraduate studies in computer science
and information technology, and most were very familiar with online searching
(the median response for searching frequency was that searches are conducted
“once or more a day”). Subjects were from a variety of cultural backgrounds,
but all had a reasonable grasp of the English language (a requirement for study-
ing at RMIT University). Experiments were carried out in accordance with the
guidelines of RMIT University Human Research Ethics Committee. Three of the
40 user study participants were unable to carry out all required aspects of the
experiments, and are excluded from the analysis below.

The documents used for the searching task are from the TREC GOV2 col-
lection, a 426 Gb crawl of the US .gov domain carried out in 2004 [6]. This
collection was used for the TREC Terabyte tracks in 2004-2006, and has 150
associated search topics and corresponding relevance judgements, made by NIST
assessors. The relevance judgements are on a three-level ordinal scale: not rele-
vant (0); relevant (1); and highly relevant (2). According to the standard TREC
judging approach, if any part of the document contains information that the
assessor would include in a report on the topic, it should be judged relevant [7].
That is, relevant documents will include those that are only of marginal value,
containing little or no information beyond what is already included in the topic
statement.

Search systems. To investigate the relationship between user search perfor-
mance and system performance as measured by a batch metric, we mimic batch
experimental results by constructing ranked lists using the known TREC rel-
evance levels of documents to achieve a given level of the performance metric
under investigation. A set of ranked lists at a given level can be thought of as
being generated by a search system that is engineered to always produce ranked
lists that achieve a particular level of the metric, for any topic.

Given that the TREC relevance judgements have three levels, there are thus
three possible systems for the DCG@1 metric, namely lists starting with a doc-
ument of relevance level 0, 1, or 2. For PQ1, a binary metric, these relevance
levels are folded together: either level 0 compared to combined levels 1 and 2;
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or combined levels 0 and 1 compared to level 2. To reduce variation, all system
lists had identical TREC relevance scores assigned after the first position. The
document relevance level allocations for complete system lists were

X,1,1,1,0,2,0,0,1,0

where X € {0, 1,2}. Lists were constructed to a depth of 10 documents.

For the search task, 24 topics were chosen from TREC topics 700-850; the
constraint for topic selection was that each topic must have the required number
of documents at each relevance level to allow the construction of the appropriate
lists. Documents were assigned to lists by relevance level, with candidate docu-
ments being drawn from the top 50 documents from the two runs with highest
MAP scores submitted to the Terabyte track for 2004, 2005 and 2006; that is,
they are documents that would feasibly be returned in response to the topic by
a modern search system. Only documents of type “text/html” were retained,
with other content types being discarded. Similarly, documents smaller than 750
bytes or larger than 100,000 bytes were discarded.

Search task and user interface. Users were asked to carry out a precision-
based search task: to quickly find useful information about a topic. This type of
search is common on the web, and can be considered to be a simple instance
of the informational search categories identified by Rose and Levinson [I3]. As
a performance outcome, we measure the amount of time that a user needs to
complete the task.

Specifically, the search scenario is that of a user being asked to find useful
information about a topic:

“Imagine that your boss has come running into the room and urgently
needs information. He gives you a very quick topic description, and you
have only a few minutes to find a document that is useful (that is, con-
tains some information about the requested topic).”

The information needs were framed in a task-based scenario so as to ground
them in a practical context; Borlund has demonstrated that searcher behaviour
that is elicited through simulated search tasks may be similar to behaviour that
is exhibited when engaged with real information needs [3].

A search session proceeded as follows. First, a subject was presented with an
information need, comprised of the narrative and description fields of a TREC
topic, at the top of the screen. Under the information need, a search interface
was available. This was closely modelled on the search screens of popular Web
search engines, and consisted of a text-box for the entry of search terms, together
with a “search” button. After a user entered a query, they were presented with
a results list of the required system level (that is, corresponding to one of the
precision variants, as described previously). Users were not able to reformulate
their queries.

Entries in the search results lists consisted of the document title, together
with a short query-biased summary. The document summaries were generated
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following the approach of Turpin et al. [20], using the title field of the TREC topic
as the query words. The document title was a hyperlink which, when clicked,
opened the underlying document in a new window.

From the document window, in addition to being able to read the document,
subjects were presented with two option buttons: “save”, to mark the document
as relevant to the information need; and “cancel”, to close the document window
and return to the search results list. Choosing to save a document brought up a
confirmation dialogue box, which asked the subject to enter a brief description
of why the document was considered to be relevant. After saving one document,
the user is deemed to have completed that particular search task.

All interactions between users and the search system were written to a system
log, including timestamps of when actions took place. Timings for the precision-
based search task were calculated from when the user clicked the search button,
until they chose to save their document.

Users were asked to carry out searches on the 24 topics three times, so that
each topic would be completed with every system level. The experimental design
ensured that users were presented with topics and systems in different orders, to
account for possible biases and learning effects. Due to fatigue that was apparent
in the last half hour of the user study, we only analyse the first 48 (out of 72)
total searches for each user below. However, due to rotation in the experimental
design, the results are balanced so that, across all searches, topic and system
combinations were used an equal number of times.

4 Results

Based on the user study, we investigate whether system differences as shown
by batch metrics that focus on the relevance of the top-ranked position in a
search result list transfer successfully to an actual search task. We then examine
relevance profiles, and whether these can help to explain the relationship between
the two evaluation paradigms.

4.1 Comparing Batch and User Performance

To investigate our first hypothesis, that the P@1 and DCG@1 system perfor-
mance metrics are closely matched to a precision-based user search task, we
analyse the relationship between search system level and time taken to find a
useful document. The mean and median times that a user needed to find a use-
ful document with different systems are shown in Table[Il On average, the task
time falls as the level of the system performance metric rises. A multifactorial
analysis of variance (ANOVA) indicates that the effect of the different system
levels is statistically significant (p < 0.0001). However, the time data from the
user search task is truncated at zero, and so violates the normality assumption.
Although ANOVA is generally robust, we therefore also analyse system effects
using the Kruskal-Wallis test, a non-parametric alternative to ANOVA [I5]; this
supports the previous results, also showing a statistically significant effect for
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Table 1. Average time (in seconds) for a user to save a relevant document using
different systems
System Mean Median
0 117.86  89.55
1 112.62  80.89
2 98.00  70.45

system (p < 0.0001). Follow-up tests are required to distinguish which specific
system levels lead to significant differences in performance.

There are three search systems, corresponding to documents at the first rank
position with relevance level 0, 1 or 2. However, for batch system performance
to be expressed using the PQ1 metric, relevance needs to be folded into a bi-
nary scale, giving two ways of grouping relevance levels: folding level 1 and 2
documents together, as is commonly done in TREC; or, folding level 0 and 1
documents together. Differences between these system levels are examined
using the Wilcoxon signed-rank test, a non-parametric test of the null hypoth-
esis that the median values of two samples are the same. For both relevance
groupings, the differences in search times are statistically significant (p = 0.0002
for 0 versus 1 and 2; p < 0.0001 for 0 and 1 versus 2) indicating that PQ1 batch
results transfer to the user task.

For DCG@1, multiple levels of relevance can be accounted for explicitly in
the batch metric, so all three systems can be compared directly. User perfor-
mance differs significantly between systems 0 and 2 (p < 0.0001), and between
systems 1 and 2 (p = 0.0046). However, the difference between systems 0 and
1 is only weakly significant (p = 0.0989). These results indicate that there is a
noticeable difference for the average time that users need to find a useful docu-
ment using search systems with different DCG@1 levels. However, this effect is
most noticeable when comparing non-relevant documents (system 0) and highly
relevant documents (system 2). Marginally relevant documents (system 1) are
also clearly differentiated from highly relevant documents, but are similar to
non-relevant documents.

These differences between the three relevance levels strongly suggest that, for
P@l, it is preferable to fold level 1 (marginally relevant) documents with level
0 (non-relevant) documents, since the difference between level 1 and 2 is much
stronger than the difference between level 0 and 1.

4.2 Relevance Profiling Based on Split Agreement

To investigate the effect of relevance mismatch on the relative outcomes of batch
and user experiments, we classify users based on their relevance preferences ex-
pressed during searching. While working through the search topics, users were
able to view documents, and then either choose to save them (a relevance vote),
or close them and continue searching (a non-relevance vote). We use these rel-
evance decisions to classify users, using the split agreement approach outlined
in Section 2l Recall that users are classified into three groups: TREC-like (their
relevance profile matches the TREC judging scheme); generous (their threshold
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Fig. 1. Users categorised using the split agreement approach

for relevance is lower than that for TREC, so they are likely to accept level 0
documents as useful); and parsimonious (their threshold for relevance is higher
than that for TREC, so they are unlikely to accept level 1 documents as useful).

If users can be successfully classified according to their relevance behaviour,
then we would expect TREC-like users to show a larger difference in the time
taken to find a useful document. That is, for users with relevance profiles that
more closely match the criteria used in the batch experiment, the difference
between retrieval systems as observed in the user task should be the most pro-
nounced. Conversely, for users whose relevance profiles differ from the batch rel-
evance judgements, the difference in retrieval systems should be less pronounced
(generous users would be expected to be somewhat faster, no matter which sys-
tem they are using; the opposite expectation holds for parsimonious users, who
would be expected to be slower no matter which system they are using).

Note that here we are analysing relevance mismatch compared to the under-
lying batch experiment assumptions, based on the TREC relevance judgements:
relevance is binary, with level 1 and level 2 documents grouped together into a
single “relevant” category. That is, for the P@Q1 metric there are two possible
outcomes, score of 0 (from level 0 documents), and a score of 1 (from level 1 or
2 documents).

Search times for different systems are shown in Figure [Il Across all users
(represented by a triangle), task completion time falls when using a system with
P@l of 1, compared to 0. This difference is statistically significant, as shown
in Table [ Generous users are fast, whether they are using a system with a
metric level of 0 or 1. As expected, the time taken to find a useful document is
similar at both levels for this group, and the difference in batch metric does not
lead to significantly different outcomes in the user task. Generous users are slow-
est when using the system where PQ@1 equals 0, and speed up when P@1 equals 1.
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Table 2. Median time difference (in seconds) for a user to save a useful document
for different levels of P@Q1 (p-values indicating the statistical significance of the time
differences are shown in parentheses). Note that one user is in two classes.

Median time

User class difference (sec) Number
All 14.26 (0.0002) 37
TREC-like 15.19 (0.0770) 8
Parsimonious 16.14 (0.0029) 11
Generous 3.43 (0.2209) 19

Users in the TREC-like class exhibit similar behaviour to the generous class.
Both of these classes show a substantially larger difference in median time be-
tween the two systems than do generous users.

We note that, based on our post hoc grouping of users, the number of subjects
in each class differs (for example, only 8 out of 37 users are in the TREC-like
category, contributing to a weaker p-value despite the noticeable difference in
median time). Nevertheless, it appears that relevance profiles can help to deter-
mine whether conclusions about batch PQ@1 values can be transferred to a user
population: for generous users (who are satisfied with low-relevance documents
as measured on the TREC scale, and don’t differentiate strongly between any
document levels), the differences are unlikely to hold. However, when the popu-
lation consists of TREC-like or parsimonious users, the batch results are likely
to be transferable.

5 Discussion and Conclusions

Batch evaluation is the dominant paradigm used to compare the performance
of information retrieval systems. While a growing body of literature has sug-
gested that there are mismatches between batch experiments based on widely
used performance metrics such as MAP and actual search tasks are carried out
by users, our results indicate the a simple performance metric such as PQ1 can
lead to search scenarios where the expected outcomes from batch experiments
transfer directly to a precision-based user search task. This effect is statisti-
cally significant when relevance is treated as a binary criterion, as in the TREC
framework. When multiple-level relevance judgements are available, DCG@1
is similarly effective at transferring expected batch experiment outcomes to a
precision-oriented user search task. The difference in user performance is signifi-
cant between the level 0 and 2, and level 1 and 2, relevance levels. However, it is
only weakly significant between relevance levels 0 and 1. This suggests that the
when multiple levels of relevance are folded into a binary scale, marginally rele-
vant documents (level 1) should be grouped with non-relevant documents. This
is in contrast with current standards used in IR evaluation, where marginally
relevant documents are generally bundled with highly relevant documents.

The three system levels described above are intended to reflect possible
scenarios of the DCG@1 and P@1 metrics. We note that, given the fixed
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distribution of relevance levels after rank position 1, our three defined system
levels also correspond to particular values of other batch metrics. This holds for
any metric that is only dependent on the relevance values of items within the
top 10 positions of the ranked list (for example PQN or DCGQN for N < 10).
However, for these metrics, the system levels defined for this study represent only
a small range of the possible values that the metrics can take on. Therefore, the
above conclusions from focusing on N=1 metrics should not be extended to the
N > 1 alternatives directly. Moreover, metrics such as MAP, which include a
recall component, will differ from topic to topic, since each topic considered will
have a varying number of total relevant documents available. The conclusions
from our experiments therefore do not transfer directly to such metrics.

We also investigated relevance mismatch, using split agreement to classify
users into different relevance groups. Our analysis demonstrated that the trans-
ferability of batch experiment conclusions can differ between user classes; in par-
ticular, generous users, who have low thresholds for considering a document to
be relevant, do not reflect the batch conclusions obtained form the PQ@Q1 metric.

The relevance profile analysis used the entire data obtained from the searching
task; however, to be useful from a practical point of view, relevance matching
should allow us to infer whether batch results are likely to successfully trans-
fer to users, without requiring a full-scale user-study. In future work, we intend
to investigate suitable approaches for estimating user relevance profiles with a
minimum of effort. Naturally, there are many other possible causes of mismatch
between batch experiments and user-based evaluations, including different lev-
els of knowledge about the topics being searched on, age differences, cultural
differences, and gender differences. We plan to incorporate these into the user
classification approaches in future work.
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Abstract. There is overwhelming evidence suggesting that the real users of IR
systems often prefer using extremely short queries (one or two individual words)
but they try out several queries if needed. Such behavior is fundamentally differ-
ent from the process modeled in the traditional test collection-based IR evalua-
tion based on using more verbose queries and only one query per topic. In the
present paper, we propose an extension to the test collection-based evaluation.
We will utilize sequences of short queries based on empirically grounded but
idealized session strategies. We employ TREC data and have test persons to sug-
gest search words, while simulating sessions based on the idealized strategies for
repeatability and control. The experimental results show that, surprisingly, web-
like very short queries (including one-word query sequences) typically lead to
good enough results even in a TREC type test collection. This finding motivates
the observed real user behavior: as few very simple attempts normally lead to
good enough results, there is no need to pay more effort. We conclude by dis-
cussing the consequences of our finding for IR evaluation.

1 Introduction

Recent studies show that real users of information retrieval (IR) systems search by
very short queries but may try out several queries in a session [1-5]. Such queries may
consist of only 1-2 search keys. Smith and Kantor [3], and Turpin and Hersh [5] both
found that real users successfully compensated for the performance deficiencies of
retrieval systems by issuing more queries and/or reading more documents. In real life
a searcher typically issues an initial query and inspects some top-N result documents.
If no or an insufficient number of relevant documents are recognized, the user may
repeatedly launch further queries until the information need is satisfied or (s)he gives
up. This setting is different from the Cranfield style IR experiments based on verbose
queries and one query per topic. IR evaluation focuses on the quality of the ranked
result, measured in terms of available single query metrics, such as mean average
precision or cumulated gain or its variants [2, 6]. These metrics do not directly pay
attention to query formulation costs, that is, they encourage finding quality at any
cost, and short queries are not rewarded for their minor formulation costs.
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© Springer-Verlag Berlin Heidelberg 2009
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In the present paper, we take another look at user behavior and IR evaluation. In real
IR situations there is a cost associated with initial query formulation and subsequent
reformulation. Searchers optimize the total cost-and-benefit of their entire sessions.
This may render sessions of short queries reasonable. They allow minimal query for-
mulation costs while taking chances with the quality of results. We call such queries as
trivial queries: they employ very few search keys in various combinations. Typical real
searchers interact with IR systems using such trivial queries.

We show in this paper that trivial queries surprisingly quickly yield reasonable re-
sults. We utilize the TREC 7-8 test collection with 41 topics for which graded rele-
vance assessments are available. We will define idealized trivial query strategies and
run systematically constructed sessions seeking to find one relevant document (using
two distinct relevance thresholds) in Top-10 of each query, and reformulating the
query in case of failure. To render our simulation empirically well-founded, we col-
lected data for query candidates from test persons. Our findings theoretically and
experimentally motivate the observed real-life user behavior, which real users must
have learned through experience, when interacting with IR systems. As few very
simple attempts often lead to good enough results, there is no incentive to pay more
effort. In Section 2, we review findings on user behavior and consider the costs and
benefits of IR sessions before presenting the research problems. Section 3 discusses
the construction of simulated sessions. Experimental results are given in Section 4 and
discussed in Section 5. Section 6 presents our conclusions.

2 Session Costs and Benefits

2.1 User Behavior

Real searchers behave individually during search sessions. Their information needs
may initially be muddled and change during the search process; they may learn as the
session progresses, or switch focus. The initial query formulation may not be optimal
and the searchers may need to try out different wordings [2]. In fact, it may be impos-
sible for the searcher to predict how well the query will perform [7] because even if
the query describes the topic well, it may be ambiguous [8] and retrieve documents
not serving the particular information need. Therefore in real IR it is very common
that the users may have to revise their topical queries.

Real-life searchers often prefer very short queries [1, 4]. They may also avoid ex-
cessive browsing [1, 9]. Jansen and colleagues [1] analyzed transaction logs contain-
ing thousands of queries posed by Internet search service users. They discovered that
one in three queries had only one term. The average query length was 2.21 terms.
Less than 4 % of the queries in Jansen’s study had more than 6 terms. The average
number of terms used in a query was even smaller, 1.45, in a study by Stenmark [4]
focusing on intranet users.

The stopping decisions regarding browsing the retrieved documents depend on the
search task and the individual performing the task [2]. Jansen and colleagues [1] ob-
served that most users did not access results beyond the first page, i.e., the top-10
results retrieved. Therefore real life sessions often consist of sequences of very short
queries. The data in Table 1 reflect these findings.
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The data for Table 1 come from an empirical, interactive study comparing two
search systems. Thirty domain experts each completed the same four realistic search
tasks A — D simulating a need for specific information required to make a decision in
a short time frame of several minutes. Each task formed a separate query session. The
data represent the sessions of one of the systems, showing great variability between
the tasks along various variables. Essentially, there were 2.5 queries per session and
2.4 unique keys per session. On average, each query had two keys and 0.9 filters
(a geographic, document type or other condition). Only 10 among the 60 sessions
employed four or more unique search keys. These searchers were precision-oriented,
i.e., they quit searching soon after finding one or a few relevant documents. The four
bottom lines report the frequency of the query strategies (S1-S3) that we shall define
in Section 3.3. The total number of identified strategies (72) exceeds the number of
sessions (60) because more than one strategy was employed in some sessions.

Table 1. Real-life session statistics based on 15 sessions for Tasks A-D (N=60) sessions [10]

Variable A B C D Tot
Tot # queries per task 25 59 28 40 152
Avg queries in session 1.7 39 1.9 2.7 2.5
Avg # keys per session 1.5 39 1.9 22 24
Avg # keys per query 1.4 24 1.8 2.0 2.0
Avg # filters per query 1.2 1.1 0.8 0.7 0.9
S1 frequency 11 3 4 3 21
S2 frequency 2 4 3 4 13
S3 frequency 4 13 11 10 38
S1-S3 frequency sum 17 20 18 17 72

Real life searching of the kind described in Table 1 is fundamentally different from
the Cranfield type IR evaluation scenario. In the traditional test collection-based
evaluation a single query per topic exists and the queries used are longer (typically 7
to 15 search keys, see [1]). Because of these facts we will focus on trivial query ses-
sions in the present study, including one-word queries for each topic.

2.2 Identifying Costs and Benefits

What explains the great difference between user behavior and effective laboratory
queries? We believe that costs and benefits of IR interaction are currently not suffi-
ciently taken into account to explain user behavior.

Early papers on IR evaluation had a comprehensive approach toward evaluation:
Cleverdon, and colleagues [11] identified, among others, presentation issues and intel-
lectual and physical user effort as important factors in IR evaluation. Salton [12] iden-
tified user effort measures as important components of IR evaluation. More recently,
Su [13] compared 20 evaluation measures for interactive IR, including actual cost of
search, several utility measures, and worth of search results vs. time expended.

Due to time pressure, documents retrieved in the top ranks may be of interest for
real users [9, 14]. Jarvelin et al. [2] extended the Discounted Cumulated Gain metric
[6] into a session-based evaluation metric which evaluates multiple query sessions
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and takes the searcher’s effort indirectly into account. Also the literature on usability
has a comprehensive approach to costs and benefits, see, e.g., the ISO standard [15].

One may conclude that various costs and benefits of interactive IR systems have
been brought up in the literature. The same does not hold on current IR evaluation
practices. In interactive settings both costs and benefits are present and affect searcher
behavior (e.g., through expectations). Therefore, interactive IR evaluation should
incorporate the existing cost factors: search key generation cost, query execution cost,
result scan cost, next result page access cost, and relevant document gain. Contempo-
rary IR evaluation effectively assumes all costs as zero, thus focusing on benefits
(the gain) at any cost. This hardly models real-life situations.

In the present paper we acknowledge that the query formulation costs may be a
significant factor explaining user behavior. We will show that trivial queries are a
reasonable alternative for the user because their formulation costs are minimal and
their effectiveness competitive if sessions are allowed.

2.3 Research Problem

Our background assumption is that the observed user behavior [1, 4, 10] does satisfy
real needs. Thus, the obvious question is whether it makes sense for the user to com-
bine the use of short queries and generally “take their chances” with trivial queries
and reformulate in case of a failure. Our overall research question therefore is: What
is the effect of utilizing a sequence of trivial queries as a session compared to the
traditional approach of utilizing one verbose query?.

In studying this problem, we make simplifying assumptions. First, we assume that
the topical requests remain unchanged during a session: the simulated searcher neither
learns nor switches focus during the session. Secondly, the simulated searcher is able
to recognize the relevance of documents (see [16]). Third, the simulated searcher is
assumed to scan the ranked list of documents from the top to bottom (see [17]). How-
ever, reflecting the observed searcher behavior, we focus on the Top-10 results. We
will focus on the search task of finding a single relevant document (see [18]).

3 Constructing Simulated Sessions

We made use of the TREC 7-8 test collection, and real test persons to generate candi-
date queries and alternative search keys. The collection of these data is explained next
and their properties analyzed thereafter, followed by the definition of the simulated
session strategies, the retrieval protocol, and our evaluation method.

3.1 The Test Collection and Search Engine

We used the reassessed TREC test collection including 41 topics from TREC 7 and 8
ad hoc tracks [19]. The document database contains 528 155 documents organized
under the retrieval system Lemur. The database index is constructed by lemmatizing
the document words. The relevance judgments were based on topicality using a four-
point scale: (0) irrelevant document: the document does not contain any information
about the topic; (1) marginally relevant document: the document only points to the
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topic but does not contain more or other information than the topic description; (2)
fairly relevant document: the document contains more information than the topic
description but the presentation is not exhaustive; and (3) highly relevant document:
the document discusses the themes of the topic exhaustively. In the recall base there
are on the average 29 marginally relevant, 20 fairly relevant and 10 highly relevant
documents for each topic [19].

3.2 Collecting the Query Data

As session-based collections do not currently exist we decided to construct one by
ourselves on top of the TREC 7-8 test collection. 41 topics were analyzed intellectu-
ally by test persons to form query candidate sets. During the analysis the test persons
did not interact with a real system. They probably would have been able to make
higher quality queries had they had a chance to utilize system feedback.

A group of seven undergraduate information science students (Group A) and seven
staff members (Group B) performed the analysis. Staff members having an extensive
background regarding the specific test collection were excluded. Regarding each topic
a printed topic description and a task questionnaire were presented for the test per-
sons. Each of the 41 topics was analyzed twice - once by a student and once by a staff
member. The users were asked to directly select and to think up good search words
from topical descriptions and to create various query candidates.

First a two-page protocol explaining the task was presented by one of the research-
ers. Information in the description and narrative fields of the test collection topics
were presented for the users. Descriptions regarding non-relevance of the documents
were also omitted to make the task more manageable within the time limitation of 5
minutes per topic. The test persons were asked to mark up all potential search words
directly from the topic description and to express the topic freely by their own words.
Third, they were asked to form various query candidates (using freely any kinds of
words) as unstructured word lists: (i) the query they would use first (“1% query”); (ii)
the one they would try next, assuming that the first attempt would not have given a
satisfactory result (“2™ query™). Finally, the test persons were asked to form query
versions of various lengths: (iii) one word (1w), (iv) two words (2w), and (v) three or
more words (3w+). The very last task was to estimate how appropriate each query
candidate was using a four-point scale.

3.3 Simulated Session Strategies

Using the query data collected from the test persons we created four simulated session
strategies (S1-S4) for the experiments. The strategies S1-S3 model five-query sessions
(short queries), while Strategy S4 acts as a comparison baseline and utilizes only one,
long query. Sessions longer than five queries are also relatively rare in real life, see
[6] and Table 1. Data collected from the test persons were used in session strategies
S1 to S3. In each session, the simulated searcher inspected at most 50 documents: in
S1-S3 at most five distinct Top-10 results, and in S4 at most the single Top-50.

Session Strategy S1: One-word Queries Only
In S1 strategy we experiment solely with one-word queries. Unique individual words
are selected randomly from various query types in the following order: “lst query”,
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“2nd query”; 1w, 2w, and 3w+ queries until five distinct words are collected. Within a
session, if any given one-word query does not retrieve a (highly) relevant document
within its top-10 ranks, we immediately try out the next one-word query. S1 is justi-
fied because (1) extremely short queries dominate in real life, and (2) the strategy was
employed 21 times in the 60 real-live sessions of Table 1. Random selection obvi-
ously creates some bad one-word queries. We purposefully experimented with such a
strategy to explore the effects of allowing bad queries within session - as may very
often happen in real life.

Session Strategy S2: Incremental Query Extension

In S2 strategy we experiment with using incrementally longer queries in sessions. As
stated above, our test persons were requested to form one-word (1w), two-word (2w),
and longer (3w+) query versions, and the queries they would try first (1st query) and
second (2nd query). Here we selected words left fo right (i.e., not randomly) from
each query version (using query versions in the order explained above) until a se-
quence of five, if possible, unique words wl,..., w5 is formed. These words are used
to construct queries of varying lengths (i.e., wl; wl w2; ...; wl w2 w3 w4 w5) (from
1 to 5 words) for each topic. Within each topical session, the searcher starts with the
one-word query. If a query does not retrieve the required (highly) relevant document,
the next incrementally longer query is launched. S2 is justified because this strategy
was employed in 13 times of the 60 real-live sessions of Table 1. It simulates a lazy
searcher who tries to cope with minimal effort and adds one word at a time.

Session Strategy S3: Variations on a Theme of Two Words

In S3 two core search keys are fixed to represent the information need and several
different third words are tried as variations. S3 is justified as this strategy was em-
ployed in 38 of the 60 real-live sessions of Table 1. According to Jansen et al. [1]
modifications to successive queries are done in small increments by modifying, add-
ing or deleting keys. We used first three words of the 3w+ query as the starting point,
and varied randomly the third word by replacing it with distinct words selected from
the 3w+, or from 1st, 2nd, 1w or 2w queries (in that order) if 3w+ ran out of words.

Session Strategy S4: Single Verbose Query

Session strategy S4 consists of a single verbose query. It contains all the words of the
description and the title field (on the average 16.9 words). Thus, it represents tradi-
tional laboratory testing and serves as a baseline.

3.4 Retrieval Protocol and Evaluation

The run procedure went as follows:

1.  Based on session strategies S1 to S4 query sequences were constructed.
2. Top-10 documents were retrieved for each query in S1-S3 and top-50 for S4.
3. Success of each session strategy S1 to S4 was determined.

Stopping decisions often depend on the task, context, personality, and the retrieval
results [10]. In this study, the stopping condition was defined as finding one relevant
document. Failure was defined as inability to find a relevant document in a session.
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Table 2. Effectiveness of session strategies S1 to S4 (User Group A and B) for 41 topics. Leg-
end: number-in-cell denotes the ordinal of the first successful query in finding a relevant docu-
ment within its top-10 ranks. For session S4 see text below. Hyphen denotes a failure to find a
relevant document. Table on the left: liberal relevance threshold is used. Table on the right:
stringent relevance threshold is used.

Liberal Relevance Stringent Relevance
S1 S2 S3 S4
Topic# A B A B A B _
351 5 3
353
355
358
360
362
364
365 3
372 5
373
377 - -
378 - - 3 3
384
385
387
388 3 4 3
392
393
396 3
399 4 -
400 4
402
403
405 3
407
408
410 3
414 - - 3
415 3
416 3
418
420
421 3
427
428
431 3
437 - - 3 - 3
440 - - 3
442 -
445 3 - 3
448 -

4 Experimental Results

Above, general result for session strategies S1-S4 is presented for 41 individual que-
ries (Table 2). Number 1 denotes that the first query in the session was successful in
finding a relevant document for the topic within its top-10 ranks. Number 2 denotes
the second query being successful etc. The table shows the effectiveness of session
strategies based on both liberal and stringent relevance threshold. The columns for the
two searcher groups A and B indicate the variability under the same strategy. Color-
coding is used in cells in addition to the ordinal numbers for visual evaluation: black
indicates the first query being successful, white no success at all, and grey scale suc-
cess by a non-first query.
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Table 3. Overall effectiveness of session strategies
S1 to S4 (User Groups A and B). Top to bottom:
average number of queries attempted per session; the
count of successful sessions; and the percent of
successful sessions.

Table 4. Pairwise statistical
significance (+) of differ-
ences by Friedman’s test for
Searcher Group A using S1 —
S3 and S4, p=0.01

Liberal Relevance

Liberal Relevance

S1 S2 S3 S4 Strategies
A B A B A B - S2-A  S3-A S4
2.3 24 1.5 1.5 1.2 1.4 1.0 S1-A + + +
35 31 41 40 41 38 41 S2-A - +
854  75.6 100 97.6 100 92.7 100 S3-A -
Stringent Relevance Stringent Relevance
S1 S2 S3 S4 Strategies
A B A B A B - S2-A  S3-A S4
3.1 29 22 22 22 2.0 1.6 S1-A + + +
23 23 33 32 31 30 36 S2-A - +
60.5 60.5 86.8 842 | 81.6 789 | 947 S3-A -

Based on liberal relevance criteria, S1 (one-word queries only) is 15-25 percent units
weaker than strategies S2-S4 in its success rate (Table 3). Strategies S2-S4 are equally
good. The average number of queries in S1-S3 varies between 1.2 and 2.4 queries.
Strategy S3 fairs almost as well as S4. On the stringent level S1 is clearly weaker than
the other strategies. Surprisingly, S2 and S3 are only 10 — 15 percentage units weaker
that S4. The average number of queries in S1-S3 varies between 2.0 and 3.1; the aver-
age number of pages browsed for S4 is 1.6.

According to Friedman’s test the differences between the strategies are highly sig-
nificant (p < 0.001). Table 4 gives pairwise results for Friedman’s test and Searcher
Group A. We observe that S1 is significantly different from others; S3 is not signifi-
cantly different from S4, the baseline. The significance results for the group B are
similar. Note that even when the results for some trivial query strategies are signifi-
cantly worse than S4, the queries require much less effort.

4.1 Liberal Relevance Threshold

At the liberal relevance threshold the most successful strategy was the baseline ses-
sion strategy S4 (single verbose query). As only one query candidate was formed in
S4 strategy, number 1 in column S4 denotes the fact that the relevant document was
found within the first results page (ranks 1 to 10); number 2 denotes second page, etc.
All words of the title and description fields were used, thus rendering very long
queries - an average query length of 16.9 words per query.

Among the trivial strategies S3 (variations on a theme of two words) was the most
successful one. For 36 and 34 topics out of 41 (user group A and B, respectively) the
very first query was successful. The strategy only failed three times (and only for
group B). The session strategy S2 (incremental query extension) was also effective.
For 27 and 29 topics (for A and B) the very first query (at this point a single key) was
successful. Adding the second key to the query helped to find a relevant document for
9 and 7 additional topics (A and B), and the third key for 3 and 4 topics (A and B).
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Strategy S2 only failed once (in group B). Strategy S1 (one-word queries only) was
the least successful. The fact that the single query keys were selected randomly obvi-
ously hurt the performance. Yet, it failed only in 6 and 10 topics (A and B) out of 41.

4.2 Stringent Relevance Threshold

If liberal relevance threshold is used, low quality documents are accepted as relevant.
These documents may be only marginally relevant and escape the reader’s attention
[16]. Finding one such document can hardly be justified as success even if the user
only had to pay minimum effort. Therefore, in the remainder of this paper we only
accept highly relevant documents as relevant. They discuss the themes of the topic
extensively [19] thus better justifying the user’s stopping decision in simulations.

Table 5 summarizes the results based on stringent relevance threshold. The recall
base of the test collection did not contain highly relevant documents for 3 topics
(#378, #414, #437), leaving 38 topics in the stringent relevance threshold case. Cumu-
lative percentages are shown in the table regarding the share of successful topics for
each session strategy.

Also when highly relevant documents are demanded, the baseline session strategy
S4 (single verbose query) performs best. In 29 topics out of 38 a highly relevant
document is found within the first page. Table 5 presents these success figures as
percentages (29/38 = 76.3 %). For three topics the second page needs to be inspected
in strategy S4; for one topic the third page; for two topics the fourth, and for one topic
the fifth page. This strategy fails only for two topics.

Session strategy S3 (variations on a theme of two words) was the most successful
one among strategies S1-S3 also when highly relevant documents are requested. For
21 and 26 topics out of 38 (for user groups A and B, respectively) the very first query
was successful. For 7 and 8 topics (groups A and B) the strategy failed.

Table 5. Success of the session strategies by the ordinal of Table 6. Strategy cost

the query candidate. Figures express the share of the topics features for group A:
(cumulative %) for which a highly relevant document was strategy (S1-S4), expected
found. *For explanation regarding session strategy S4 see number of search keys to
text. enter (T) and queries to
launch (Q) for one rele-
Que s1 S2 S3 S4% vant document
¥ A B | A B | A B | - Strat-
1| 237 395 | 447 474|553 684 | 763 egy T Q
2™ 474 553|763 684 | 71.1 737 | 84.2 S1 8.6 35
391579 579|789 789 |789 763 | 868 S2 4.3 2.3
4™ 1 60.5 60.5 | 842 81.6 | 789 789 | 92.1 S3 7.3 2.4
5" 1605 605|868 842 |81.6 789 | 947 S4 16.9 1.0

The session strategy S2 (incremental query extension) was also effective. For 17 and
18 topics (A and B) the very first query (i.e., a singe key) attempted was successful.
Adding the second key to the query helped to find a highly relevant document for 12
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and 8 of the so far unsuccessful topics (A and B). Only in 5 cases for group A and in 6
cases for group B the incremental extension strategy failed.

The session strategy S1 (one-word queries only) was the least successful, yet
remarkably, in more than half of the topics (57.9 %, Table 5, groups A and B) the
strategy was successful after only three single-word queries were attempted.

We experimented also by measuring the effectiveness of S1 using traditional met-
rics (P@10 and non-interpolated average precision (AP)). We evaluated the effective-
ness of all query candidate sets, 1% to 5" queries for group A and B), averaged over 38
topics, based on the top-1000 documents, and stringent relevance threshold. The
highest value observed for P@10 was 7.4 % and for AP 11.3 %. The corresponding
values for S4 (verbose queries) were 25.2 % and 19.5 %. Thus, if one query per topic
is assumed, S1 queries are inferior, but they make sense if multiple queries are used.

5 Discussion

Real users of IR systems typically search by very short queries but may try out several
queries [1, 4]. Test collection-based evaluation, e.g., like the one performed in TREC
[20], typically employs longer queries and one query per topic. We analyzed the ef-
fectiveness of sessions of very short queries. We performed a simulation because it is
difficult to use real interactive sessions and have control over multiple query/session
types, avoid learning effects, and support repeatability of the experiment. The
strengths of our approach include session strategies and intellectual word selections
for queries based on an empirical ground truth.

We therefore had two sets of test persons to create realistic content for trivial que-
ries. They did not interact with the retrieval system or test collection and thus did not
use their own relevance assessments. This is justified as we studied idealized strate-
gies. However, if the queries had lower quality than those in realistic situations, it
only makes our argument stronger.

The idealized session strategies were constructed based on empirical data (Table 1).
We set the limit of maximum of 5 queries per session because longer sessions are rare
in real life. We set the limit of maximum of 10 documents per query results for strate-
gies S1-S3 because scanning length in real life is limited [1]. The simplest strategy S1
(one word queries) was popular in our sample data (Table 1) and attempts to minimize
the query formulation costs. The strategy S2 (incremental query extension) was less
popular but nevertheless present in the sample data. The strategy S3 (variations of
three word queries) seeks to fix a focus by two keys and vary by trying out different
third keys. This was the most popular strategy in our sample data and to some degree
corresponds to Bates’ Berry-picking strategy [21]. S4 represents a long TREC-type of
single query strategy, and did not occur in our data.

Table 6 shows the expected number of search keys and queries, when each strategy
is successful. Regarding S1-S3, we assume that for unsuccessful topics the searcher
would in desperation launch one more query (#6), a successful one represented by S4
containing on average 16.9 search keys, to guarantee comparable performance.
Strategies S1-S3 yield a low query formulation cost in the number of search terms. If
the query launching costs and result scanning unit costs are minor, strategies S1-S3
make sense to users. They mean low formulation costs while taking chances with the
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result. We focused on the limited task of finding one relevant document but our simu-
lation method fits well to tasks where more than one relevant document is required.

6 Conclusion

Log analyses reveal that real users often try out sessions of several short queries.
Traditional laboratory evaluation is not well-suited to study this phenomenon.

We demonstrated session-based batch evaluations utilizing test collections and
query data collected from test persons. We focused on studying the effectiveness of
sessions of very short queries. We assumed searchers requiring one relevant document,
browsing a limited length of results, and using a limited set of session strategies. Short
query sessions turned out to be successful.

Future evaluation should model processes where the searcher may try out several
queries for a topic, and use broader costs and benefits than the ones focusing on the
quality of the retrieved result. This may help toward resolving the current disparity of
the observed searcher behavior and the assumptions of laboratory experiments.
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Abstract. In Information Retrieval (IR), it is common practice to com-
pare the rankings observed during an experiment — the statistical pro-
cedure to compare rankings is called rank correlation. Rank correlation
helps decide the success of new systems, models and techniques. To mea-
sure rank correlation, the most used coefficient is Kendall’s 7. However,
in IR, when computing the correlations, the most relevant, useful or in-
teresting items should often be considered more important than the least
important items. Despite its simplicity and widespread use, Kendall’s 7
little helps discriminate the items by importance. To overcome this draw-
back, in this paper, a family 7. of rank correlation coefficients for IR has
been introduced for discriminating the rank correlation according to the
rank of the items. The basis has been provided by the notion of gain pre-
viously utilized in retrieval effectiveness measurement. The probability
distribution for 7. has also been provided.

1 Introduction

In Information Retrieval (IR), it is common practice to compare the rankings
observed during an experiment with the rankings produced by (i) a competitor
system, (ii) the same system but with different parameters or (iii) the system
which correctly ranks all the items (e.g. a human) and is then considered the best.
Examples of (i) regard the comparison of the algorithms for various techniques
used in IR, such as query expansion, stemming, or graph link-based webpage
ranking. An example of (ii) is the correlation between the webpage rankings
computed by PageRank at different damping factors or numbers of iterations
calculated through the power method. An example of (iii) is the comparison of
the ranking of IR systems produced by using the relevance assessments collected
by the human assessors with the ranking produced by using the relevance as-
sessments collected through the manual runs. The comparisons aim at helping
the experimenter to decide whether the compared rankings are “approximately”
the same or they are significantly different. The measurement of the degree to
which two rankings are the same is called rank correlation in the literature of
Statistics. Rank correlation is crucial in IR because it helps decide the success
of new models and techniques.

As in IR the rankings are often compared with a reference based on relevance
assessments or preferences provided by human judges, this paper is focussed on
the comparison between an observed ranking and a reference ranking which puts
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© Springer-Verlag Berlin Heidelberg 2009
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the item in the correct order. Thus, it is assumed in this paper that the reference
ranking is the best ordering of the items. Examples are the documents ranked
by relevance assessments, the items ranked by preferences, or the terms ranked
by degree of synonymity — for the sake of simplicity, in the following, “relevance”
refers to “preference”, “importance”, “usefulness” and to similar terms.

Suppose a ranking of n > 2 items, e.g. documents, is observed — this is called
observed ranking. The items are conventionally numbered from 1 to n and thus
item 7 is represented as the natural number i. For example, item 5 is ranked at the
second position in the observed ranking (4,5, 2,1, 3). The ranking to which the
observed ranking is compared is called reference ranking and is conventionally
represented by the increasing sequence (1,...,n) which puts ¢ at rank 7.

The most used rank correlation coefficient (RCC) is Kendall’s 7. Kendall’s 7
can be viewed as a function of the number of exchanges of two items necessary to
transform the observed ranking to the reference ranking — the higher the num-
ber of exchanges necessary to transform the observed ranking to the reference
ranking, the less correlated the two rankings are. Intuitively, the idea is similar
to the bubble-sort algorithm. Formally, Kendall’s 7 is defined as the ratio of the
difference between the number of concordant pairs and the number of discordant
pairs in the observed ranking with respect to the reference ranking to the total
number of pairs ﬂ] From this definition, it follows that

T=2p—1

where

C
n(n—1)/2

is the proportion of concordant items to the total number of pairs, which is
n(n —1)/2, and C is the number of concordant pairs in the n-item observed
ranking.

An important property of 7 is its limiting probability distribution. Under the
null hypothesis of random, uniformly distributed rankings, and then of incor-
relation, 7 is approximated by a Normal random variable with mean zero and
known sampling variance, thus permitting the experimenter to infer about the
significance of the RCCs by using the Normal probability distribution tables.
The main advantage of 7 is the rapid convergence to normality even with small
samples @, ] — however, this is only one of the reasons why this coefficient
is largely used in IR, the others being the simple underlying idea, the sixty
year-long history, and the wide availability of routines for calculating it in many
statistical or mathematical software packages.

The problem is that the dis/concordances should be treated differently de-
pending on the relevance of the items, the latter being an important issue in IR
when some measure of relevance is often attributed to the items. In this regard,
despite its simplicity, Kendall’s 7 is inappropriate in discriminating the correla-
tion involving the items on the top of the reference ranking from that involving
the bottom ranked items. As a consequence, when the items are ranked, say, by
relevance in the reference ranking, 7 is insensitive to the relevance of the items.

p:
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Actually, in IR, the concordances or discordances involving the most relevant
(or useful, interesting, important) items should often be considered more im-
portant than the concordances involving the least relevant. The importance of
the degree of relevance of the items is evident, for example, when non-binary
relevance is recorded and document rankings are compared — the concordances
of the most relevant items are the most crucial and then the weights given to
these concordances should be higher than those given to the other concordances.
Therefore, the RCCs should weight the concordances differently depending on
the ranks where the items occur in the reference ranking. Since the reference
ranking is often arranged by relevance, the treatment of dis/concordances de-
pending on the item relevance means that the dis/coconcordances are treated
differently depending on the ranks of the items in the reference ranking.

In this paper, a family of RCCs for IR, called 7, has been introduced to give
different weights according to the rank of the items in the reference ranking.
Each instance of 7, differs from the others for a series of n — 1 weights used to
give different importance to the ranks where the concordant pairs occur. The
main contribution of this paper is the use of the gains [E] in order to provide
a conceptual basis to the assignment of the weights of 7,.. Thus, the definition
of the weights of 7, is very simple, easy to use and intuitively understandable.
The importance of the use of the gains is due to their role in estimating the
probability that a relevant item is picked at random among those ranked before
a fixed item, thus generalizing the notion used with 7ap in which all the relevant
items are treated equally.

The probability distribution for 7. has also been provided, thus permitting
to decide if 7. computed using a given series of weights is significantly different
from zero, that is, if the observed ranking is different from the reference ranking
and if the difference mostly affects the most relevant items — this is the second
contribution of the paper. In this way, the experimenter can decide whether
the use of a tested technique, model or method is significantly different from
the technique, model or method used for another ranking, especially when the
top ranked items are deemed the most crucial, thus grounding the comparison
of experimental results on a sound inferential statistical basis. Although 7ap is
more sensitive to the concordances at the top-ranks than 7, it is not provided
with a probability distribution. However, in this paper, it is shown that, as 7ap
is an instance of 7., and then it is approximately Normal with mean zero and
known sampling variance.

As the paper is mainly theoretical, it provides the basis for the future ex-
periments and applications. It is structured as follows. Section [2 briefly reviews
the most relevant related work. Section B] describes 7.. Section H illustrates the
problem of weighting in rank correlation. In Section [l the criterion to define the
weights of 7, is presented.

2 Related Work

In M] the use of weights giving different importance to the concordances or the
discordances depending on the ranks of the items was considered. To this end,
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a RCC called 7, was defined and the normality of the distribution probability
was proved. Due to 7, it can be shown that 7, is a special case of 7, and 7 is
a special case of T,.

The problem of giving more importance to the concordances occurring on the
top was also addressed in ﬂﬂ] where a modified 7, called Tap, was proposed. Those
authors showed that 7op may be greater than 7 when the concordance between
the reference ranking and the observed ranking occurs at the top ranks, while
Tap may be less than 7 when the concordance between the reference ranking
and the observed ranking occurs at the bottom ranks. In this paper, it has been
shown that Tap is special case of 7., and then of 7.

In [BL various rank correlation measures are investigated and classified. Us-
ing a preference criterion, the authors suggested which RCC to use. Our work
differs from that article since our aim is to generalize 7 and 7ap, thus leveraging
the known properties and advantages of these two coefficients and proposing a
general coefficient which can be tailored to the needs of the evaluation of specific
retrieval tasks. This paper, moreover, anchors 7, to the notion of gain as 7ap
has been anchored to the notion of Average Precision.

Many are the papers which have used rank correlation, and in particular
Kendall’s 7. The issue of giving more importance to the concordances at the
top ranks raised in ﬂ—lﬂ] as regards to ranking and advertising in the Web,
in as regards to the problem of evaluating IR systems, in m, @} as
for distributed IR (the problem was to select some of the best sources from
a networked system), in [24] as for social search, and in [25-27] as for feature
selection, indexing and crawling (the problem was to select the best features,
the best indexed documents from a posting list or to crawl the best websites).
In ﬂﬂ, @], some research results on rank correlation and IR were surveyed.

3 The Family of Rank Correlation Coefficients

From the computation of 7, one realizes that C is the sum of the number of
concordant pairs computed over all the items where an item of the pair is
fixed. That is, C = C(2) 4+ ---C(n) where C(i) is the number of items less
than i-th item in the observed ranking (see also [3]). For example, C(6) = 3 in
(4,7,2,10,3,6,8,1,5,9).

It can be shown that

2C - i—1 .
B n(n — B — \n(n— P
’ =2 a1y 70

where )
(i) = _Zl

is the proportion of concordant items at rank 7. The Average Precision (AP)
correlation introduced in ﬂa] was defined as

TAP:2p/_17
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where

/

p:

NgE
3
| =
—
=
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thus highlighting the fact that 7 and Tap belong to the same family of RCCs
which is defined as

Te = 2ps — 1 Px = Zwip(i) ,
1=2

where

Zwizl wy =0 w; > 0 1=2,...,n,

that is, a mixture of proportions of concordant items computed at every rank
1=2,...,n where the w;’s form a series of mixture Weightsﬂ

Suppose a reference ranking and an observed ranking are to be compared
and consider the following experiment performed on the urn including all the
items distributed according to the w;’s. First, pick at random an item ¢ other
than the top ranked from the reference ranking with probability w;. Second,
pick at random with probability ¢—11 an item ranked before i in the observed
ranking. Finally, return 1 if the two picked items are ranked in accordance with
the reference ranking. The expected value of this process is pi.

Note that, when using 7ap, the probability that an item ¢ other than the top
ranked is picked at random from the reference ranking is uniform and equal to
nil. This view is derived from Average Precision which underlies 7ap. Indeed,
the picking of an item at random corresponds to the selection of a relevant
document — as the relevant documents have the same degree of relevance (i.e.,
relevance is binary), the probability that an item is picked is uniform. On the
contrary, 7. is based on a non-uniform probability (i.e., w;) of picking an item,
thus suggesting the idea that a non-binary or graded relevance underlies its
definition — this is indeed the idea described in the following sections.

4 The Problem of Weighting Rank Correlation in
Information Retrieval

Let us consider the following toy examples in order to intuitively illustrate the
differences between the RCCs — of course, the example may seem a little con-
trived, but it is a sort of counter-example to show that the RCCs do not provide
the same result. Suppose (1,...10) be the reference ranking and that three ob-
served rankings differ from each other by the rank of the items affected by
exchanges:

r=(2,1,34..) y=(..3,546,..) z=(..,810,9)

! Note that wy = 0 by definition since n > 2 and p(1) is undefined.
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At first sight x is very similar to the reference one, however, the two top ranked
items are reversed. While the end user would appreciate the difference because
the top ranked document in the observed ranking is not on the top, 7 = 0.96
and so the two rankings are considered highly correlated.

Although y is a little more similar to the reference ranking — two middle ranked
items are reversed while the top three items are unchanged, 7 = 0.96 which again
suggests concordance, thus indicating that the decision about concordance is
insensitive to the rank of the reversed items — indeed, 7 does not change even
for z. Let us compute 7ap instead: Tap = 0.78 for = while Tap = 0.94,0.98 for
Yy, 2z, respectively, thus confirming that this RCC is sensitive to the rank of the
reversed items.

Let us now consider 7, and let the weights be, for example,

(0.20,0.18,0.16, 0.13,0.11, 0.09, 0.07, 0.04, 0.02) .

It follows that 7. = 0.60,0.93,0.99 for x,y, z, respectively, thus showing that,
thanks to the decreasing series of weights, the role played in 7, by the ranks
of the reversed items is even more important than in 7 and 7ap. This hap-
pens because the probability that a top ranked item is picked is higher than
the probability of a bottom ranked item. Therefore, the discordances at the top
ranks will be highly weighted as in x, while the discordance in z will be lit-
tle weighted because the probability that the bottom ranked item is picked is
low.

This is of course relevant to IR since the criteria used for assigning the weights
to the number of concordant items at every rank determine the value of the
RCC. Therefore, if 7 suggests that two rankings are equivalent, it might be that
they agree at the bottom ranks rather than at the top ranks, the latter being a
conclusion not always welcome when comparing rankings which are in contrast
appreciated if they place the best items on the top.

Tap reduces this drawback because it gives equal weight to all the concor-
dances. Indeed, a decreasing series of p(i)’s is sufficient to say that Tap > 7.
However, this condition is not necessary and 74p may fail to discriminate when
this series is not decreasing. Let the observed rankings be v = (1,3,2,4,5)
and v = (1,2,4,5,3). In terms of the number of exchanges, u is more corre-
lated to the reference ranking than v. Indeed, 7 = 0.80 for v and 7 = 0.60 for
v. Nevertheless, Tap provides the same value (i.e. 0.75) for both the observed
rankings, thus not discriminating as 7 does. The reason lies in the proportion
of concordant items. When these probabilities are computed, one obtains the
series p(2) = 1,p(3) = 4,p(4) = 1,p(5) = 1 for u and the series p(2) = 1,p(3) =
1,p(4) =1,p(5) = } for v.

However, while Tap is based on the notion of Average Precision, thus making
it more sound, 7, does in contrast still lack of such a basis. The next section
provides this basis.
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5 A Methodology for Weighted Rank Correlation in
Information Retrieval

The mixture weights thus play an important role in weighting rank correla-
tion. At this point, there are two main methodological issues to which a great
deal of attention should be paid. From the one hand, an issue is about how
the mixture weights w;’s should be defined in order to compare two rankings
from a IR perspective. On the other hand, the probability distribution of the
RCC family has to be defined in order to compare two rankings and to decide if
they are significantly different from a statistical point of view. To address these
two methodological issues, in this paper, two methodological results are intro-
duced, that is, the the notion of Cumulative Gain presented in B] and weighted
Kendall’s T presented in [4].

5.1 The Weighted Kendall’s Rank Correlation Coeflicient
The weighted kendall’s 7, that is, 7, has been illustrated in M] and is defined in

this paper as
n n
. >ict Zj:l,i;ﬁj vij L
- n n 9
Dic Zj:l,i;ﬁj Vij

where I is an indicator function such that I;; = 1 if items 4, j are concordant (i.e.
they are ranked in the observed ranking in the same order as the order in the
reference ranking), I;; = —1 if items ¢, j are discordant (i.e. they are ranked in the
observed ranking in the opposite order as the order in the reference ranking) and
v;; is the weight assigned to the concordance or discordance occurring between
items ¢ and j. This RCC assigns different weights depending on the ranks i, j.
After a few passages, it can be shown that

Tw

>ict Z;’L:l,iyéj,hj:l Vig
Tw = 2 n n
Dic Zj:l,i;ﬁj Vij

where the term multiplied by 2 resembles the p of 7. Supposes that v;; = vy,
that is, the con/discordance weights are symmetric. In this case,

Z:’L:I Z?<1,Iij:1 Vij B
> Z;L<1 Vij

Suppose, now, that the weights are constant for every ¢, that is, v;; = v; and then
are independent of j — this means that the concordance (or discordance) between,
say, the fifth item and the first item is equally treated as the concordance between
the fifth item and the fourth item. This is actually what is assumed by many
RCCs such as 7 and 7ap. It follows that (when v;; = v;)

Z:'Lzz C(i)v;
Z?:z(i — D,

Tw = 2

Tw:2 —1.
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As C(i) = (i — 1)p(7), it is found that

> i (i = Dvip(i)
Z?:z(i — D,

Tw = 2

—1. (1)

If
(i — I)Ui

Z?:Q(i - Dy

w; =

one can easily see that 7, = 7.

It may be noted that, when v;; = 1, the weighted Kendall’s 7,, turns into 7,
and when v;; = iil, it turns into 7ap.

Hence, the weighted Kendall’s 7, can be utilized as a basis to decide the
mixture weights of 7,. Indeed, the definition of the v;’s is sufficient to achieve
the mixture weights of 7,.. At this aim, one needs a basis to assign a value
to the v;’s before calculating the mixture weights. As the v;’s need not to be
normalized, that basis does only define the v;’s as non-negative real values. In
the next section, the basis proposed in this paper is illustrated.

5.2 Gains in Information Retrieval Evaluation

The notion of gain and of cumulative gain for IR evaluation was proposed in B]
In this section, this notion is briefly reviewed before illustrating how it has been
exploited to define the basis for computing the mixture weights of 7. (and, in
general, of 7).

The value G(r;) of the item ranked at ¢ is the degree of relevance, interest or
usefulness (in general, the “gain”) of the item to the user; for example, when
graded relevance is used, G(r;) may range between, say, 0 and 3. There are search
scenario where, for example, the users are asked to provide judgments from
0to7.

The notion of gain is useful in IR thanks to the cumulative gain (CG) of
item ranked at 4, that is, CG(r;), which is the sum of the gains computed over
all the items ranked not after r;. Let for example be 2,3,0,1,2,1,0,0,0,0 the
relevance degrees of ten documents ranked by, say, similarity to a query. The
degree of the fourth item is G(ry) = 1, while its cumulative gain, that is, CG(r4)
is2+3+0+1=6.

5.3 Weighted Rank Correlation Using Gain

The selection of the mixture weights of 7, might somehow be arbitrary — an
experimenter may choose a series of mixture weights different from that chosen
by another experimenter and the evaluation results may hardly be comparable.
This may turn out to be a danger whenever competitor observed rankings are
compared with the reference ranking, especially if the details of the experiments
are incomplete or imprecise. The problem is to define, in a principled way, the
mixture weights so that the concordances, and the proportion of concordant
items occurring at the top ranks are given higher mixture weight than those
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occurring at the bottom ranks. For making the choice of the mixture weights less
arbitrary, the notions of gain and of cumulative gain for IR evaluation proposed
in B] and briefly reviewed in Section [£.2], have been utilized in this paper.

The basic idea underlying the utilization in this paper of the notions of gain
and of cumulative gain for IR evaluation proposed in B] has been that w; should
measure the preference expressed by the user in picking the item at rank ¢ which
is then used to count the number of concordant items ranked before 7. The more
relevant, useful or interesting the item is perceived, the higher the probability this
item is considered for measuring the concordance. In this way, the concordances
with the items perceived more relevant than others are weighted higher than the
concordances with the least relevant items. This criterion is rendered as

G(rs)
P = . ) 2
i1 (2)
that is, the concordances with an item ranked at ¢ will be weighted proportionally
to the gain of the item. It follows that

_ G(r)
Z?:z G(r;) 7

thus showing that the mixture weight depends on both the degree of relevance
of r; and the rank of r; in the observed ranking.

Suppose that r; has been picked at random with probability w;. If G(r;) is
relatively high, then the dis/concordances will highly be weighted — the concor-
dances will have a relatively high p(i) which is multiplied by w;. Suppose also
that the reference ranking is based on G, that is, the items are ranked by G in
the reference ranking so that the most relevant are on the top of the list. When
the number C(i) of concordances at rank ¢ with the reference ranking is high,
many other items that are at least as relevant as the picked item are ranked on
top of the observed ranking, thus indicating that the observed ranking is highly
correlated with the reference ranking. The number of concordances between pairs
of highly relevant items will be weighted higher than number of concordances
between pairs of less relevant items due to G(¢) in Equation Bl

Suppose, for example, that the items of the reference ranking (1,2,3,4,5)
are provided with the gains 3,3,2,1,1. Thus, the w;’s become ?, ?, %, % There
are 7 concordant pairs both in the observed ranking (1,2,5,4,3) and in the
observed ranking (3,1,2,5,4). The value of 7, for the first observed ranking is
then 2(2 x 1+ 1 x 2+ 1 x 24 2 x %) — 1, while the value of 7, for the second

AV GV

raunkingbecomes2(7><0—|—7><é-&-%>< §+%Xi)_1~

Wi

3)

5.4 The Probability Distribution of the Family of Rank Correlation
Coefficients

To judge the significance of an observed value of rank correlation with respect
to a reference ranking, it is necessary to compare the observed ranking with that
which would be observed if the ranking were formed randomly, i.e. it could be
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observed with uniform probability. Suppose that the null hypothesis of incorre-
lation holds. In M] it was shown that 7, is approximately Normal. In particular,
when v;; = vj; = vy, it can be shown that 7, is approximately Normal with mean
zero and variance 402 /9nv where v = (3, v;) /n and o2 = (3, v?) /n.

As the v;’s can easily defined using the G(r;)’s, the sampling distribution is
readily available and the observed value of the 7, can be checked against the
Normal distribution for testing the null hypothesis of non-correlation, that is,

7o ~ N(0,40% /9nQ) (4)

i g—1 i—1

_ 2
where G =Y, %) /p and od =Y, (G.(”)) /n.
the limiting probability distribution of 7ap

After substituting v; with iil,
can easily be obtained.

The relevance of the limiting convergence to the Normal distribution is that
the experimenter can infer if an observed ranking, and then the algorithm which
produced it, is significantly different from the reference ranking produced by an

alternative algorithm.

6 Conclusions and Future Work

While rank correlation has extensively been studied in many different domains,
it was rarely addressed by paying attention to the particular issues of IR. One of
these issues is related to the importance of the items, the latter being an aspect
often not considered in other domains because the rankings are relatively short
or the items are not provided with a degree of relevance. In IR, on the contrary,
the items are often provided with a degree of relevance, thus making the error
of placing a highly relevant item on the bottom worse than the error of placing
a little relevant item.

The proposed RCC family can have an impact on evaluation since provides
the experimenter with a measure to compare rankings when the degree of rel-
evance are non-binary and has to play a role in the comparison. However, T,
cannot always be applied. Indeed, there may be situations in which the degree
of relevance is not available or does not make sense; for example, when compar-
ing retrieval systems, it is difficult to say that a system is more important than
another.
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Abstract. In this paper, we investigate whether temporal relations among event
terms can help improve event-based extractive summarization and text cohesion
of machine-generated summaries. Using the verb semantic relation, namely
happens-before provided by VerbOcean, we construct an event term temporal
relation graph for source documents. We assume that the maximal weakly con-
nected component on this graph represents the main topic of source documents.
The event terms in the temporal critical chain identified from the maximal
weakly connected component are then used to calculate the significance of the
sentences in source documents. The most significant sentences are included in
final summaries. Experiments conducted on the DUC 2001 corpus show that
extractive summarization based on event term temporal relation graph and criti-
cal chain is able to organize final summaries in a more coherent way and ac-
cordingly achieves encouraging improvement over the well-known tf*idf-based
and PageRank-based approaches.

1 Introduction

Extractive summarization selects the most representative sentences from source
documents. Under the extractive summarization framework, event has been regarded
as an effective concept representation in recently emerged event-based summariza-
tion, which extracts salient sentences from single document or multiple documents
and re-organizes them in a machine-generated summary according to how important
the events that sentences describe are. With regard to the definition of events, in con-
junction with the common agreement that event contains a series of happenings, we
formulate events as “[Who] did [What] to [Whom] [When] and [Where]” at sentence
level in the context of event-based summarization. In this paper, we focus on “did
[What]” and approximately define verbs and action nouns in source documents as
event terms that characterize or partially characterize event occurrences.

Notice that in addition to the quality and the quantity of the informative contents
conveyed in the extracted sentences, the relations among the extracted sentences, such
as temporal relations in news articles, and structure of the final summary text should
be a matter of concern. The sentence relations in source and summary text, if appro-
priately defined and identified, are a good means to reflect the text cohesion, i.e. the
way of getting the source and extracted text to “hang together” as a whole and the
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indicator of text unity. In the literature, text cohesion has been modeled by lexical
cohesion in terms of the semantic relations existing between not only pairs of words
but also over a succession of a number of nearby related words spanning a topical unit
of the text. These sequences of related words are called lexical chains and tend to
delineate portions of the text that have a strong unity of meaning.

Lexical chains have been investigated for extractive summarization in the past.
They are regarded as a direct result of units of text being “about the same thing” and
having a correspondence to the structure of the text. Normally, nouns or noun com-
pounds are used to denote the things and compute lexical chains (i.e. lexical chains
are normally noun chains). In this paper, we assume that the source text describes a
series of events via the set of sentences and take both informative content and struc-
ture of the source text into consideration. We look for the event term temporal critical
chain in the event term temporal relation graph and use it to represent the source text
and to generate the final summary. We concentrate on verb chains, other than noun
chains, aiming at improving event-based summarization and lexical cohesion of the
generated summaries. Here, event terms and event term chain characterize informa-
tive content and text cohesion, respectively.

To compute the event term temporal critical chain, event terms are connected to
construct an event term temporal relation graph based on the happens-before relations
provided in VerbOcean. This type of relations indicates that the two verbs refer to two
temporally disjoint intervals or instances [16]. The DFS-based (Depth-First Search)
algorithm is applied in searching the temporal critical chain. Then the event terms in
the temporal critical chain are used to evaluate sentences. The sentences with the
highest significance scores are extracted to form the final summary.

The remainder of this paper is organized as follows. Section 2 reviews related
work. Section 3 introduces the proposed event-based summarization approach based
on event term temporal relation graph and critical chain. Section 4 then presents
experiments and discussions. Finally, Section 5 concludes the paper and suggests the
future work.

2 Related Work

Daniel et al. [1] pilot the study of event-based summarization. They recognize a news
topic as a series of sub-events according to human understanding of the topic and
investigate whether identifying sub-events in a news topic can help capture essential
information in order to produce better summaries. Filatova and Hatzivassiloglou [2]
then define the concept of atomic events as a feature that can be automatically ex-
tracted. Atomic events are defined as the relations between the important named enti-
ties. The proposed approach is claimed to outperform conventional tf*idf approach
and experimental results indicate that event is indeed an effective feature for produc-
ing better summaries. Allan et al. [3] present a list of events within the topic in the
order those events are reported and produce a revised up-to-date summary at regular
time intervals. Afantenos et al. [5] discuss the techniques to summarize events hap-
pened in predictable time synchronously. Relations between events are defined on the
axes of time and information source. Lim et al. [4] group source documents on time
slots by the time information given in newspaper articles or publication dates. They
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build the local or global term cluster of each time slot and use it to identify a topical
sentence as the representative for the time slot. Jatowt and Ishizuka [6] introduce the
approaches to monitor the trends of dynamic web documents, which are different
versions of documents on the time line. Based on distributions, terms are scored in
order to identify whether they are popular and active. They employ a simple regres-
sion analysis of word frequency and time. Wu et al. [7] investigate whether time fea-
tures help improve event-based summarization. After anchoring events on the time
line, two different statistical measures, #f*idf and x°, are employed to identify impor-
tance of events on each date.

The concept of lexical chain is originally proposed to represent the discourse struc-
ture of a document by Morris and Hirst [8]. They define lexical chain as a cluster of
semantically related terms and construct lexical chains manually from Roget’s The-
saurus according to the distance between the occurrences of related nouns and use
lexical chain as an indicator of lexical cohesion of the text structure and the semantic
context for interpreting words, concepts and sentences. Barzilay and Elhadad [9] first
introduce lexical chain in single document summarization. They produce a summary
of an original text relying on a model of the topic progression in the text derived from
lexical chains. The lexical chains are computed using relatedness of nouns determined
in terms of the distance between their occurrences and the shape of the path connect-
ing them in the WordNet thesaurus. Following the same line of thought, Silber and
McCoy [10, 11] employ lexical chains to extract important concepts from the source
document and make lexical chains a computationally feasible candidate as an inter-
mediate representation. Doran et al. [12] highlight the effect of lexical chain scoring
metrics and sentence extraction techniques in summary generation. Zhou et al. [13]
adapt lexical chains derived from WordNet based on noun compounds, noun entries
and name entities to multi-document and query based summarization. Reeve et al.
[14, 15] apply lexical chain based summarization approach to biomedical text. They
build concept chains to link semantically-related concepts. The concepts are not
derived from WordNet but domain-specific semantic resources, such as UMLS
Metathesaurus and semantic network. The resulting concept chains are used to
identify candidate sentences useful for summarization.

At present, the applications of temporal information in summarization are mostly
based on time information in the source document or publication date. Meanwhile, the
lexical chains mentioned above are all based on nouns, derived from WordNet or
domain specific knowledge base. In this paper, we derive temporal information from
the temporal relations among event terms and regard the event term temporal chains
as the immediate representation of the source documents.

3 Summarization Based on Event Term Temporal Relation Graph
and Critical Chain

In this section, we first illustrate how the event term temporal relation graph is con-
structed based on happens-before relation in VerbOcean. Then we explain how the
event term temporal critical chain is determined from the temporal graph. Finally,
sentence selection based on the significance of the event terms in the temporal critical
chain is introduced.
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3.1 Event Term Temporal Relation Graph Construction

In this paper, we introduce VerbOcean, a broad-coverage repository of semantic verb
relations, into event-based extractive summarization. Different from other thesaurus
like WordNet, VerbOcean provides five types of semantic relations among verbs at
finer level. This just fits in with our idea to introduce event term semantic relations
into summarization. In this paper, only happens-before temporal relation is explored.
When two events happen, one may happen before the other. This is defined as hap-
pens-before temporal relation in VerbOcean. Examples of happens-before relations
are illustrated below.

“wit” happens-before “record”
“move” happens-before “run”

The happens-before temporal relations on a set of event terms can be naturally rep-
resented by a graph, called event term temporal relation graph. We formally define the
event term temporal relation graph connected by temporal relation as G=(V, E), where
V is a set of event term vertices and E is a set of edges temporally connecting event
terms. Fig.1 below shows a sample of event term temporal relation graph built from a
DUC 2001 document set.

‘ express ‘ ‘ support ‘ ‘ grant ‘ ‘ intimidate H kill H harm ‘ ‘ discourage ‘
1
‘ regard ‘ ‘ repeat H reject ‘ ‘ answer H reply ‘ ‘ affect H destroy ‘ ‘ prohibit ‘
‘ ignore ‘ ‘ hear H dismiss
I T 1 1 | L
‘ refuse ‘ ‘ deny ‘ ‘ file H issue H enforce‘ ‘ live ‘ ‘ force ‘ ‘ find ‘
L LN L
‘ resist ‘ ‘ prepare H distribute H receive H allocate H spend H stay H overrturn ‘
1 L T 7
‘ counter ‘ ‘ change ‘ ‘ adopt ‘ ‘ provide ‘ ‘ raise ‘ ‘ sue ‘ ‘ cite ‘
L
‘ reverse H reduce ‘ ‘ introduce ‘ ‘ favor H oppose H criticize H question H challenge ‘
L T
‘ shift ‘ ‘balance‘ ‘ propose H delay H block H allow ‘ ‘ assert H argue ‘
‘ move ‘ ‘ call H announce‘ ‘ draft H amend‘ ‘ require ‘ ‘ puzzle H worry ‘
L N 1
‘ add ‘ ‘ drop H start ‘ ‘ follow ‘ pass H approve‘ ‘redis!ribute H tax ‘

‘ settle ‘ ‘observe‘ ‘ survive ‘ ‘ threaten ‘ ‘understand‘

‘ retain H gain ‘ ‘ enter ‘ ‘complete‘ ‘consider‘ ‘debate‘ ‘ join ‘ rule
‘ lose ‘ ‘ approach ‘ ‘ attempt ‘ ‘ debate ‘

Fig. 1. Event term temporal graph based on happens-before relation

As we know, the graph is directed if the relation has the property of the anti-
symmetric and undirected otherwise. Certainly, the event term temporal relation graph
is a directed graph because happens-before relation in VerbOcean clearly exhibits the
conspicuous anti-symmetric property. For example, one may “question” something
and then decide to “criticize” it for some reason. The event represented by the term
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“question” happens-before the one represented by the term “criticize”. So, a directed
edge from “question” to “criticize” appears in Fig. 1.

The happens-before relation is also anti-reflexive because each event term cannot
happens-before itself. This means that there is no self-loop at each term vertex. There
are no parallel edges between any two adjacent term vertices either. Therefore, we can
say that the event term temporal relation graph is a simple directed graph. In fact,
happens-before relation is a transitive one, though there may not be an explicit edge
from event term et, to ef. when the edges both from et, to ef, and from ef,, to ef, exist.
For example, there is no edge from “regard” to “repeat”, but the edges exist from
“regard” to “ignore” and from “ignore” to “repeat” in Fig. 1.

3.2 Event Term Temporal Critical Chain Identification

The event term temporal graph based on happens-before relation is not a fully con-
nected graph. For example, there are eight sub-graphs or components in the graph
illustrated in Fig. 1. Among them, a maximal weakly connected component, which
contains the maximal number of the event terms, can be found. We assume that the
event terms in the maximal weakly connected component reflect the main topic of
original documents since such a component normally involves much more connected
(i.e. relevant) event terms than any other components on the graph. Referring back to
Fig. 1, the maximal weakly connected component contains 118 event terms, while the
second largest weakly connected component contains only 8. Note that, for illustra-
tion purpose, only a partial maximal weakly connected component is shown in Fig. 1.

Some maximal weakly connected sub-graphs are cyclic. The graph in Fig. 2(a), a
part of maximal weakly connected sub-graph in Fig. 1, is cyclic. We can see that there
are cyclic relations among the three event terms “issue”, “receive” and “allocate”. In
such a situation, the edge whose terminal term vertex has the maximal in-degree is
removed in order to avoid the infinite loop in the identification of the event term tem-
poral critical chain. Anyway, the terminal term can still be reached from other term
vertices. The connection remains. For example, we remove the edge from “receive” to
“allocate” in Fig. 2(a) and obtain a directed acyclic graph in Fig. 2(b).

‘ file H issue H enforce ‘ ‘ file H issue H enforce ‘
LN YN
‘ distribute H receive H allocate H spend ‘ ‘ distribute H receive ‘ ‘ allocate H spend
(@ ©)

Fig. 2. The cyclic and acyclic graph part

From the directed acyclic graph, we extract all the source vertices and the sink ver-
tices. The source vertex is defined as a vertex with successors but no predecessors, i.e.
the edges being incident out of it but no edge being incident on it. On the contrary, the
sink vertex is defined as a vertex with predecessors but no successors, i.e. the edges
being incident on it but no edge being incident out of it. All source vertices and sink
vertices in the directed acyclic graph of the maximal weakly connected component in
Fig. 1 is shown in Fig. 3.
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source vertices:
{regard, call, prepare, balance, hear, express, support, start, approach, require, debate, assert, cite, stay, survive, reply,
observe, raise, gain, propose}

sink vertices:
{add, allow, answer, challenge, retain, lose, enter, change, repeat, adopt, provide, sue, spend, grant, overturn, argue,
enforce, distribute }

Fig. 3. The source vertices and sink vertices of the directed acyclic graph

All directed paths from each source vertex to each sink vertex in the directed
acyclic graph of the maximal weakly connected component are computed by the
DFS-based algorithm. The longest path is defined as the event term temporal critical
chain. The directed paths in Fig. 4 (a)-(d) are four event term chains found in Fig. 1
and the one in Fig. 4(a) is identified as the event term temporal critical chain.

-

e

refuse \ diqy | \ fi |

EEEN [ ]

e I e S ey R
(a) (b) ©)

Fig. 4. The event term temporal critical chain for Fig. 1

Afterwards, we evaluate the sentences that contain the event terms in the chain and
determine which ones should be extracted into the final summary based upon the
event term temporal critical chain computation.

3.3 Sentence Selection

To apply the event term temporal critical chain in summarization, we need to identify
the most significant sentences that best describe the event terms in the chain. Consid-
ering terms are the basic constitution of sentences, term significance is computed first.
Since this paper studies event-based summarization, we only consider event terms and
compute the significances of the event terms in the maximal weakly connected
component of an event term temporal relation graph.

Two parameters are used in the calculation of event term significance. One is the
occurrence of an event term in source documents. The other is the degree of an event
term in an event term temporal relation graph. The degree of a term vertex in the
directed graph is the sum of the in-degrees and out-degrees of that term.

For each event term in the temporal critical chain, it is likely to locate more than
one sentence containing this term in source documents. We extract only one sentence
for each event term to represent the event in order to avoid repeating the same or quite
similar information in the summary. For sentence selection, the sentence significance
is computed according to the event terms contained in it.

Based on event term occurrences, the significance of a sentence is calculated as
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TFS,
SC =——-
"TTFS, M

where TFS, and TF, Sm are the sum of the term occurrences of the i” sentence and the

maximum of all the sentences that contain event terms in the temporal critical chain,
respectively.
Alternatively, we can use degrees of event terms to calculate the significance of a
sentence.
DS,

SC,=—
" DS, 2)

where DS, and DS, are the sum of the term degrees of the i" sentence and maxi-

mum of all the sentences which contain event terms in the temporal critical chain,
respectively.

It should be emphasized here that the event terms under concern in Equations (1)
and (2) must be the ones in the maximal weakly connected component of the event
term temporal relation graph.

4 Experiment and Discussion

We evaluate the proposed summarization approach based on the event term temporal
relation graph and critical chain on the DUC 2001 corpus. The corpus contains 30
English document sets. Among them, 10 sets are observed to contain descriptions of
event sequences. They are the main concern of this paper. All final summaries are
generated in 200 words length.

Il Il Il Il Il Il Il Il
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\ \ \ — \ \ \ #:m]
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Fig. 5. The vertex number of the weakly connected components

The number of term vertices in the weakly connected component for each of 10
sets is illustrated in Fig. 5. Each bar denotes all weakly connected components of an
event term temporal relation graph and the length of each series represents the vertex
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number in the weakly connected component. In Fig. 5, we can see that the numbers of
the term vertices in maximal weakly connected components are actually much larger
than the numbers of the term vertices in other components on the event term temporal
relation graphs. For example, the maximal weakly connected component of the docu-
ment set “d30e” almost includes all the vertices on its event term temporal relation
graph. The other three document sets, i.e. “d05a”, “d13c” and “d50i”, occupy above
90% vertices. The minimum of the vertex number of the maximal weakly connected
component in the “d04a” document set also includes almost 30% vertices. The as-
sumption that the main topic of a document set can be represented by the maximal
weakly connected component is not unreasonable. The maximal weakly connected
component roughly describes all the events about main topic of the source documents
in detail.

For 190 years, said Sen. Daniel Patrick Moynihan (D-N.Y.), the federal government has counted all
inhabitants without regard to citizenship in accordance with the Constitution's provisions.

Groups which have filed suit to ignore the aliens contend large concentrations of them could result in
some states gaining seats in the House of Representatives at the expense of other states.

Asking people about their status likely would result in people lying or refusing to participate in the
count, officials say, resulting in a potential undercount of residents in many areas.

But he added that he is "optimistic, cautiously optimistic," that House conferees would resist the
Senate-approved ban and not force Bush to veto the legislation.

Sen. Pete Wilson (R-Calif.) countered that excluding illegal residents from the decennial census is
unfair to the states that have suffered from a huge influx of immigration beyond the legal limits.

The Senate's action was sharply criticized by Undersecretary of Commerce Michael Darby, but he
voiced hope that it would be reversed by a Senate-House conference.

There could be enough of them to shift seats away from at least five states to Sun Belt states with
large numbers of illegal residents.

The amendment was adopted after the Senate voted 58 to 41 against a move to reject it, and 56 to 43
against scuttling it as unconstitutional.

Fig. 6. The final summary for Fig. 4(a) based on vertex degree

The final summary shown in Fig. 6 is generated from the event term temporal rela-
tion graph in Fig. 1 and the event term temporal critical chain in Fig. 4(a) according to
the calculation of sentence significance based on the vertex degree. The correspond-
ing source document set is about the topic “whether to exclude illegal aliens from the
decennial census and the final vote result of the Congress”. We can see that the final
summary indeed talks about the resident census history, the exclusion announcement,
the reasons of the agreement and rejection, and the vote result. More important, the
event term temporal critical chain contributes to the cohesion of the final summary.
The summary has apparently shows temporal characteristic in sentence sequences,
from resident census history, exclusion announcement and reasons for agreement and
rejection to Senate vote result at the end.

To evaluate the quality of generated summaries, an automatic evaluation tool,
called ROUGE [17] is used. The tool presents three ROUGE values including uni-
gram-based ROUGE-1, bigram-based ROUGE-2 and ROUGE-W which is based on
longest common subsequence weighted by the length.
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In Fig. 7, the tf*idf approach is based on term frequency and inverse document fre-
quency (a well-known statistical feature used in automatic summarization). We calculate
tf*idf weights for all the words excluding stop-words and evaluate sentence significance
using the SUM of tf*idf weights of all words occurring in the sentence. For the term
occurrence approach, Equation (1) is adopted to calculate the significance of the sentence
containing the event terms in the temporal critical chain using term occurrences. The
comparative experiment results for the selected ten document sets are illustrated below.

O Term Occurrence W tf*idf
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Fig. 7. ROUGE-1 scores on Term Occurrence and tf*idf

Except for the document sets “d31f” and “d56k”, the experiment results based
on event term occurrence in the critical temporal chains are all better than those based
on tf*idf. In particular, event term occurrence achieves about 47.2% improvement on
ROUGE-1 comparing to tf*idf for the document set “d24d”.

Table 1. ROUGE scores on Term Occurrence and tf*idf

tf*idf ~ Term Occurrence Improvement

ROUGE-1  0.29222 0.36118 23.6%
ROUGE-2  0.04494 0.06254 39.2%
ROUGE-W _ 0.10099 0.12877 27.5%

Table 1 above shows the average ROUGE scores of event term occurrence and
tf*idf approaches on the ten selected document sets. The ROUGE-2 score of the event
term occurrence approach is comparatively about 39.2% better than the tf*idf ap-
proach. Our approach also shows more advantageous than the tf*idf approach on both
ROUGE-1 and ROUGE-W. We highlight the ROUGE-2 scores here because we take
semantic relevance between the events into account but tf*idf does not.
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Google’s PageRank [18] is one of the most popular ranking algorithms. It is a kind
of graph-based ranking algorithm deciding on the importance of a node within a graph
by taking into account the global information recursively computed from the entire
graph. After constructing the event term temporal relation graph, we can also use the
PageRank algorithm to calculate the significance of the terms in the graph. Because
the calculations of sentence significance using PageRank and vertex degree are both
based on the links among the vertices in the graph, we compare the ROUGE scores of
the event term temporal critical chain based summarization using the vertex degree in
sentences selection to those of PageRank-based approach. The experiment results of
them are illustrated in the following Fig. 8.
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Fig. 8. ROUGE-1 scores on PageRank and Degree

Except for the document sets “d31f” and “d57k”, the experiment results of event
term degree approach are quite close to those based on the PageRank algorithm. For
“d57k”, the ROUGE-1 score of the event term degree approach is 0.38744 while the
same of the PageRank algorithm is only 0.31385. It is about 23.4% of improvement.
Table 2 below compares the average ROUGE scores of the two approaches. The
ROUGE-1 score of the event term degree approach is about 2.5% above the ROUGE-
1 score of the PageRank algorithm while the ROUGE-2 scores of them are quite simi-
lar. This is mainly because both the degree and the PageRank approaches take the
semantic relevance between event terms into consideration in the calculation of sig-
nificances of event terms and sentences.

Table 2. ROUGE scores on PageRank and Degree

PageRank  Degree  Improvement
ROUGE-1 0.35645  0.36546 2.5%
ROUGE-2  0.06403  0.06490 1.6%
ROUGE-W  0.12504  0.13021 4.1%
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Table 3. ROUGE scores on Term Occurrence and Degree

Term Occurrence Degree
Ten Sets | Twenty Sets Ten Sets Twenty Sets
ROUGE-1 0.36118 0.30453 0.36546 0.30099
ROUGE-2 0.06254 0.04390 0.06490 0.04449
ROUGE-W 0.12877 0.10861 0.13021 0.10803

Table 3 finally compares the average ROUGE scores of the ten document sets se-
lected for the experiments above and the other twenty document sets in the DUC 2001
corpus with term occurrence and event term degree respectively. The ROUGE-1 aver-
age scores of the twenty document sets are much worse than the average scores of the
ten document sets, i.e. about 15.7% lower using term occurrence and 17.6% lower
using event term degree. The similar conclusions can be drawn on ROUGE-2 and
ROUGE-W. This suggests that the proposed event-based approaches indeed can han-
dle those documents describing events or event sequences much better. But they may
not suit event irrelevant topics.

While the previously presented results are evaluated on 200 word summaries, now
we move to check the results in the other three different sizes, i.e. 50, 100 and 400
words and the experiments results based on Degree and PageRank are in Table 4.

Table 4. ROUGE scores on PageRank and Degree with different summary lengths

Degree 50 100 400 |PageRank 50 100 400
ROUGE-1 0.22956 (.28987 0.42475 | ROUGE-1 0.20477 0.27250  0.42907
ROUGE-2 0.02550 (.04471 0.10186 | ROUGE-2 0.02063 0.03933  0.10393
ROUGE-W 0.09655 0.11557 0.13763 | ROUGE-wW 0.08759 0.10849  0.13839

The experiment results in Table 4 show that our approach using event term degree
makes much better results in 50 and 100 words summaries. We can also find that our
approach prefers shorter summaries comparing with the PageRank approach in 400
words summaries. Of course, we need to test on more data in the future.

5 Conclusions and Future Work

In this paper, we investigate whether temporal relation between events helps improve
performance of event-based summarization. By constructing the event term temporal
graph based on the semantic relations derived from the knowledge base VerbOcean
and computing weakly connected components, we find that the maximal weakly con-
nected component can often denote the main topic of the source document.

Searching in the maximal weakly connected component with DFS-based algo-
rithm, we can discover an event term temporal critical chain. The event terms in this
chain are supposed to be critical for generating the final summary. In experiments, the
significance of these terms is measured by either term occurrence in source docu-
ments or the degree in the constructed graph. The ROUGE results are promising.
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Term occurrence significantly outperforms tf*idf and term degree is also comparative
to well-known PageRank.

In the future, we will introduce the other types of VerbOcean verb semantic rela-
tions into event-based summarization. Besides the temporal critical chain in the event
term relation graph, we will investigate the other possible event term temporal chains
in the semantic computation. We also plan to combine the surface statistical features
and the semantic features during the selection of representative sentences in order to
generate better summaries.
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Abstract. The prevalence of Web2.0 makes the Web an invaluable source of
information. For instance, product reviews composed collaboratively by many
independent Internet reviewers can help consumers make purchase decisions and
enable manufactures to improve their business strategies. As the number of re-
views is increasing exponentially, opinion mining is needed to identify important
reviews and opinions for users. Most opinion mining approaches try to extract
sentimental or bipolar expressions from a large volume of reviews. However, the
mining process often ignores the quality of each review and may retrieve useless
or even noisy reviews. In this paper, we propose a method for evaluating the
quality of information in product reviews. We treat review quality evaluation as
a classification problem and employ an effective information quality framework
to extract representative review features. Experiments based on an expert-
composed data corpus demonstrate that the proposed method outperforms state-
of-the-art approaches significantly.

Keywords: Text Mining, Classification, Opinion Mining.

1 Introduction

“How do people feel?” “What opinions do people have?” These questions are fre-
quently asked by people when making decisions. In the past, public opinion was often
hard to gauge because most media, such as news services or advertisements, were
simply one-way communication channels. However, with the advent of Web2.0,
many online collaboration tools, e.g., weblogs and discussion forums, are being de-
veloped to allow Internet users to exchange opinions and share valuable knowledge.
In [18], the author observes that Internet users are often willing to divulge personal
information and are forthcoming in presenting their personal viewpoints honestly.
This kind of behavior has an indirect word of mouth' effect on marketing because
users’ opinions posted on the Web have a huge impact on consumer decisions [1].
Many e-commerce websites, such as Amazon?, are aware of the word of mouth effect
and offer users a platform to post their product reviews. However, as the number of
reviews is growing exponentially, users are finding it increasingly difficult to find

! http://en.wikipedia.org/wiki/Word_of_mouth
? http://www.amazon.com/
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desired information. To alleviate this information overload problem, opinion mining
techniques have been devised to extract and summarize meaningful opinions from
reviews.

A major task of opinion mining is to identify sentimental (or bipolar) text units in re-
view documents. A text unit can be a word, a sentence, a paragraph, or even the whole
document, depending on the granularity of opinion mining. Generally, supervised
approaches like classification, which categorizes text units as sentimental or non-
sentimental, can extract the core opinions expressed in reviews efficiently [11, 17]. [2, 7]
also identify opinion targets (i.e., product features) and compile summaries of reviews to
help users understand the advantages and disadvantages of a product. Obviously, the
opinions of an expert or someone with in-depth knowledge will be more authoritative
than those of ordinary people. [11] analyzes opinion discourses to identify opinion hold-
ers. Opinion units are then weighted according to the holders’ authority.

While many opinion mining approaches try to identify and analyze opinions from
reviews, few works consider the quality of reviews. As Web 2.0 encourages knowl-
edge sharing, there are no constraints on review writing. Consequently, the quality of
reviews varies enormously. We observe from Amazon that many reviews simply
contain emotional expressions, such as, “I love this camera and it is really nice.” Such
reviews lack constructive expressions and should not be included in the opinion min-
ing process. Some websites do consider the quality of reviews, and provide rating
systems to rank reviews according votes submitted by users. Figure 1 shows a review
rating on Amazon, where 121 out of 128 voters thought the review was helpful.

[121 of 128 people found the following review helpful:]

Yirir Beautiful camera with one major shortcoming, March 29, 2008

By JOHN F. HUDSOMN "gardener" - {Rockville, Maryland) - See all my reviews

I was attracted to this camera as a new version of the 4460, which was highly rated by PC World.
It is indeed very simple to use with a large LCD display, much greater resolution than the a70 1
bought five years ago, and uses a 2 GB memory chip. The drawback is that the camera has no
view finder. You take a picture by looking at it in the LCD display. That works fine indoors, but
outdoors the daylight washes out the display so that framing a picture is almost guesswork.Canon
PowerShot A470 7MP Digital Camera with 3.4% Optical Zoom (Red)

Help other customers find the most helpful reviews Report this = Perrnalink
Was this review helpful to you? [ Yes || No Comments (7}

Fig. 1. A review rating on Amazon

Even with a rating system, ratings still suffer from imbalance vote bias, winner cir-
cle bias, and early bird bias, which make the system impracticable [14]. Thus, there is
an urgent need for quality evaluation mechanisms to help users or opinion mining
algorithms identify informative reviews. In this paper, we treat the evaluation of
product reviews’ quality as a classification problem and employ a multiclass support
vector machine (multiclass SVM) [23] model to categorize reviews. In addition, we
adopt a mature information quality framework [8], which has been widely used in
many domains over the last twenty years, to define meaningful review features for
classification. Experiments demonstrate that the proposed method outperforms state-
of-the-art systems significantly. In addition, the learned model help identify the fac-
tors that are critical for compiling informative reviews.
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The remainder of the paper is organized as follows. Section 2 contains a review of
related works. In Section 3, we introduce the information quality framework and
apply it to the problem of review quality classification. We evaluate the system per-
formance in Section 4. Then, in Section 5, we summarize our conclusions and ave-
nues for future research.

2 Related Work

2.1 Opinion Mining

Opinion extraction and polarity identification are two major tasks in opinion min-
ing. Depending on the granularity of the opinion mining approach, an opinion can
be a word, a sentence, a paragraph, or even a complete review document. Most
approaches rely on a human-composed opinion lexicon. Turney [21] gathered seven
positive and seven negative words as an opinion dictionary and proposed the use of
pointwise mutual information to calculate the degree of co-occurrence of a word
with the words in the lexicon. A word has a positive orientation if it tends to co-
occur with the positive words; otherwise, it has a negative orientation. Dave et al.
[2] used information retrieval techniques to extract sentiment n-gram features from
a set of positive and negative product reviews. Then, based on the features, classifi-
cation algorithms can be employed to extract and classify sentiments or opinions in
new reviews. Ku et al. [13] dealt with the opinion mining problem in a bottom-up
manner. To identify the polarity of a Chinese article, the authors translated the
General Inquirer’ opinion lexicon and combined the translations with the Chinese
Network Sentimental Dictionary®. The aggregated opinion lexicon determines the
polarity of Chinese characters and, by extension, the polarity of Chinese words,
sentences, and documents. Hu and Liu [7] observed that opinion sentences usually
contain sentiment adjectives; thus, their opinion lexicon contained a set of senti-
ment adjectives, and they used WordNet [5, 16] to identify new sentiment adjec-
tives found in reviews. Those adjectives were then inserted into the lexicon to
expand it recursively. In addition, they extracted sentences containing sentiment
adjectives to compose opinion summaries of reviews. Kim and Hovy [11] also used
of WordNet to expand a human-composed opinion lexicon. To determine a word’s
polarity, the word was represented as a set of synonyms defined by WordNet. Next,
a Naive Bayes classifier was employed to assign the polarity of the word. Their
method also identified opinion holders by selecting name entities close to topic
phrases in opinion sentences. In practice, opinion words are context dependent and
can belong to any part-of-speech [3]. For example, the word “simple” has a positive
orientation in the sentence “The user interface of this PDA is simple.” However, it
conveys a negative sentiment in “The story of this movie is too simple.” Ding et al.
[3] expanded the opinion lexicon in [7] by adding opinion verbs and nouns. They
also considered the context information in sentences for opinion mining. Their ex-
periments demonstrated that the accuracy of opinion mining can be improved by
using a holistic opinion lexicon.

3 http://www.wijh.harvard.edu/~inquirer/
4 http://134.208.10.186/WBB/EMOTION_KEY WORD/Atx_emtwordP.htm
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2.2 Review Quality Evaluation

Zhang and Varadarajan [24] collected a set of product reviews on Amazon along with
the corresponding helpfulness votes given by users. Based on the votes, the authors
defined the utility of a review as the ratio of users (voters) who thought it was helpful
and employed SVM regression to approximate the utility of the reviews. The resulting
regression function was then used to estimate the utility of new reviews. The authors
demonstrated through experiments that the shallow syntactic features of reviews are
highly correlated with utility estimation. Kim et al. [12] also employed SVM regres-
sion to predict the helpfulness (i.e., utility) of a review; and used five categories of
review features, namely, structural, lexical, syntactical, semantic, and meta-data fea-
tures, to construct a regression function. They found that the unigrams, length, and
rating stars of a review have a significant impact on users’ assessments of the re-
view’s utility. Liu et al. [14] conducted a detailed survey of reviews at Amazon and
found that users’ votes were influenced by three types of bias: imbalance vote bias,
winner circle bias, and early bird bias. Thus, methods that employ users’ votes as
training examples, e.g., [12] and [24], are affected by the above types of bias and are
unreliable. Rather than make predictions based on biased votes, Liu et al. treated
review quality evaluation as a classification problem. In addition, they used an expert-
composed data set to train an unbiased SVM classifier, which categorized reviews as
either high-quality or low-quality.

The above methods adopt a diverse set of features to evaluate the quality of re-
views. However, many of the features are lexical and syntactically oriented, so they
hardly reflect the intrinsic characteristics of reviews. In this paper, we apply an effec-
tive framework of information quality to derive information-oriented features for
evaluating the quality of reviews. Using the information-oriented features improves
the evaluation performance, and resolves important factors in review compositions.

3 Method

3.1 Definition of Review Quality

We regard review quality evaluation as a classification problem and employ an in-
formation quality framework to derive informative review features for classification.
Five categories of review quality, namely “high-quality”, “medium-quality”, “low-
quality”, “duplicate”, and “spam”, are defined according to the specification of
review quality in [14] and the definition of spam reviews in [9]. A high-quality review
must provide complete and timely information about a product. It must also contain a
large number of opinions to help readers make purchasing decisions. The content of a
medium-quality review is relevant to a product, but it is not informative enough. Al-
though such reviews are useful, they hardly persuade readers to make decisions. A
low-quality review contains little information about a product, or the information is
too objective to judge the value of the product. A review is considered a duplicate if
its content is very similar to a review posted previously. It may be a fake review or a
repeat review posted by mistake. Finally, a spam review only provides comments
about product-irrelevant matters, such as brands and services. Otherwise, it is an
advertisement or a question-answer type of review.
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3.2 Classification Models

The support vector machine (SVM) is a state-of-the-art machine learning algorithm
for classification problems [19]. In this study, we employ two multiclass SVM-based
approaches: One-Versus-All SVM and Single-Machine Multiclass SVM.

One-Versus-All SVM (OVA SVM): This approach decomposes a multiclass
classification problem into N independent binary classifiers. When training a binary
classifier for a quality class, the training reviews in the class are regarded as positive
examples, and remaining reviews are considered negative examples. To classify a
new review, each classifier computes a score indicating the degree of association
(or margin) between the review and the corresponding class. Then, the review is
assigned to the class with the largest score. We implement the one-versus-all
approach with the § VM EH binary SVM tool [10]. The RBF kernel is selected because
of its superior classification performance.

Single-Machine Multiclass SVM (SMM SVM): Rather than combine the results of
independent binary classifiers, the single-machine approach constructs a classification
function by considering N classes simultaneously [23].

L1 ’
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where {(x;,y1),...,(x;,y1)} is a set of [ training examples. Each review is represented
as a high-dimensional feature vector x;, and y; is its class label; w, and b, are,
respectively, the weight vector and intercept of class n learned from the training
examples; ('s are the slack variables for the training examples; and C is a regulari-
zation term to control overfitting. The acquired w’s and b’s then assign a class label
to a test review X;;.

f(x,,)=argmax[(w, -x,,)+b,], n=L1L.. N. 3)

We employ the SVM™ "/ tool [20] in our experiments; and use linear kernels be-
cause non-linear kernels are time-consuming for multiclass problems. Moreover, the
experiments reported in [6] demonstrate that linear kernels are comparable to non-
linear kernels in many complex and large problems.

3.3 Information Quality-Based Learning Features

Information quality (IQ) methodology investigates the characteristics of information
items and derives item features considered informative from the perspective of infor-
mation consumers [22]. In the last twenty years, many IQ frameworks have been
developed for various application domains [4]. For instance, Zhu [25] assessed the
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quality of web pages in terms of an IQ framework to enhance the retrieval perform-
ance of information systems. Meanwhile, Wang and Strong [22] developed a two-
stage survey to collect features considered important by information consumers, and
proposed a hierarchical IQ framework that organized the features along different
dimensions. Eppler and Wittig [4] commented that Wang and Strong’s framework,
shown in Table 1, attempts to strike a balance between theoretical consistency and
practicability. In this study, we treat a product review as an information item and
derive informative review features in terms of the hierarchical framework. Some
dimensions are not considered because they are not applicable to product reviews. We
use following nine dimensions and fifty features for SVM training and testing.

Table 1. Wang and Strong"s hierarchical 1Q framework [22]

1Q category IQ dimensions
intrinsic 1Q believability, accuracy, objectivity, reputation
value-added, relevancy, timeliness, completeness, appropriate amount of]
contextual 1Q . .7 Y, ’ P » 4pprop
information

interpretability, ease of understanding, representational consistency,
concise representation
accessibility IQ  |accessibility, access security

representational 1Q

Believability (D1): This dimension is the extent to which an information item (i.e., a
review) is credible, or regarded as true. Jindal and Liu [9] observed that reviews
whose product ratings are extremely high or low are likely to be radical reviews. We
therefore measure the deviation of a review’s product rating from the average to
assess its believability.

. The rating deviation of a review (f).

Objectivity (D2): This dimension is the extent to which an information item is
biased. Apparently, subjective opinions in reviews help readers to make decisions.
We therefore apply Hu and Liu’s algorithms [7] to extract opinion sentences and
measure this dimension in terms of review opinions.

. The number of opinion sentences (f2), positive sentences (f3), negative sentences
(f1), and neutral sentences (fs) in a review.

. The percentage of opinion sentences (fs), positive sentences (f;), negative
sentences (fg), and neutral sentences (fy) in a review.

. The percentage of positive sentences (fjy) and negative sentences (fi;) in all
opinion sentences of a review.

. The cosine similarity between the tf-idf vectors [15] of a review and the product
description (f},). The larger the similarity, the more objective the review will be.

Reputation (D3): This dimension is the extent to which the author of a review is
trusted or highly regarded. Reviews written by authoritative reviewers are certainly
influential. We measure this dimension based on the reviewer’s publications and the
ranking given by e-commerce websites.
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. The number of reviews written by the reviewer (f3).
° The ranking of the reviewer (f4).

Relevancy (D4): This dimension is the extent to which the content in a review is
useful for decision-making. Helpful product reviews should provide a large amount of
product information. We consider the following statistics to assess the relevance of a
review.

. The number of the product name (f;5), brand names (f;), website names (fi7),
and other product names (fig) in a review.

. The percentage of the product name (f9), brand names (f>o), website names (f3),
and other product names (f»;) in a review.

. The number of opinion sentences containing the product name (f>3), brand

names (f>4), website names (f»s5), and other product names (f>¢) in a review.
. The percentage of opinion sentences containing the product name (f>;), brand
names (f>3), website names (fy9), and other product names (f3o) in a review.

Timeliness (D5): This dimension is the extent to which the information in a review is
timely and updated. Old or duplicate reviews cannot reflect the value of a product in
time; thus, the quality of information is low.

. The degree of duplication of a review (f3;), defined as the maximum cosine
similarity between the tf-idf vectors of the review to those of reviews published
previously.

. The interval (in terms of the number of days) between the current review and

the first review of the product (f3,).

Completeness (D6): This dimension is the extent to which the information in a
review is complete and covers various aspects of a product. High quality reviews
should cover all kinds of product features and specifications.

. The number of kinds of product features (f33), brand names (f34), websites (f3s),
and product names (f3s) mentioned in a review.

Appropriate Amount of Information (D7): This dimension is the extent to which
the volume of information in a review is sufficient for decision-making. The more
product information included in a review, the higher the information quality of the
review will be.

. The number of product features (f3;), opinion-bearing words (f33), words (f3o),
sentences (fy), and paragraphs (f;) in a review.

. The average frequency of product features in a review (fiy)

. The number of sentences that mention product features in a review (fi3).

Ease of Understanding (D8): A comprehensible review should state opinions about a
product directly and clearly; and it should not contain rarely used or misspelled
words.
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. The number of misspelled words in a review (fy,).

° The average document frequency [15] of review words (f4s). The average will
be low if the review contains several rarely used words or misspellings.

° The position of the first opinion sentence in the review (fye).

Concise Representation (D9): This dimension represents the conciseness of a
review, and complements the dimension of the appropriate amount of information.
Including a lot of information may result in a review that is too long.

. The average length of sentences (f3;) and paragraphs (fig) in a review.
. The average number of sentences (fi9) and opinion sentences (fsy) in a paragraph
of a review.

4 Performance Evaluations

4.1 Data Preprocessing and Annotation

We selected the reviews of ten popular digital cameras and ten mp3 players at Ama-
zon for evaluation. For each product, the first 150 reviews (in order of publication
date) were collected to construct an evaluation corpus. Two human experts annotated
the reviews independently based on the quality classes defined in Sec. 3.1.
Inconsistent annotations were resolved through discussions between the annotators
and a third person (i.e., the first author of the paper) to establish a ground-truth, as
shown in Table 2. The kappa statistics between the annotators for digital cameras and
mp3 players are 0.7253 and 0.7928, respectively, and are good enough to conduct
reliable evaluations.

Table 2. The statistics of the data corpus

ground-truth high medium low duplicate spam total
digital cameras 113 297 1053 13 24 1500
mp3 players 134 297 1007 37 25 1500
total 247 594 2060 50 49 3000

The evaluations are conducted as follows. First, we examine the performance of
our IQ dimensions. Then, the most effective dimension combination is compared
with the following three feature sets: 1) the shallow syntactic features of Zhang’s
method [24]; 2) the lexical features of Kim’s method [12], along with the length,
unigram, and rating stars of a review; and 3) the informativeness features of Liu’s
method [14]. We use these feature sets for comparison because they have proven
effective in review mining tasks. In addition, we assess the performance of the bag-
of-words model [15] in which each unige term is treated as a feature. The method is
also regarded as a baseline system. To convert the selected reviews into 1Q-based
feature vectors, we first remove stopwords [15] in the reviews and check the
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remaining terms for misspellings by using the WordNet, Wiktionary’, and Google’s
spell check function®. Next, we apply Hu and Liu’s algorithm [7] to extract product
features, opinion words, opinion sentences, and sentence polarities from the reviews.
Then, the extracted entities are manually examined to filter out false alarms. For
each compared method, 10-fold cross-validation [15] is adpoted to derive credible
results. Macro/micro-average precision, recall, and the F1 score [15] are used as
evaluation metrics. However, as each review can only belong to one quality
category, the micro-average precision, recall, and F1 scores are equivalent; thus, we
only consider the micro-average F1 scores.

4.2 1Q Dimension Evaluations

Tables 3 and 4 show the performances of the IQ dimensions using SMM SVM and
OVA SVM, respectively. As shown from Table 2, the ‘spam’ and ‘duplicate’ catego-
ries are very small, so a simple mis-classification in these categories would cause a
huge variation in the macro-averaging performance. In contrast, the micro-average F1
score is insensitive to category sizes and is thus appropriate for evaluating the overall
performance of each dimension. We assess the effect of IQ dimensions iteration by
iteration. In the first iteration, we individually examine the performance of each IQ
dimension. Generally, all dimensions produce similar F1 scores, so we only list the
performance of the best dimension in the first row of each table. In the i’th iteration (2
<i<09), the set of dimensions selected in the (i-1)’th iteration serves as the basis.
Next, we examine each remaining dimension combined with the basis and show the
performance of the best combination in the i’th row. For instance, the third row in
Table 3 shows the performance of the top-3 effective dimensions, {objectivity, repu-
tation, information}, in SMM SVM. For each row, a one-tail paired t-test is applied to
determine whether combining each dimension with the basis improves the system
performance significantly. The symbol ‘*’ indicates that combining a dimension im-
proves the performance significantly, while the symbol ‘#’ indicates the opposite.

Table 3. The effect of IQ dimensions using SMM SVM with the linear kernel

digital cameras mp3 players

mac-precision]| mac-recalll mac- F1 mic-F1|mac-precision| mac-recall mac-F1 mic-F1
objectivity (D2) 0.697, 0.440) 0.535 0.768| 0.715 0.358 0.471 0.742]
+ reputation (D3)| #(), 45| #k0,486] *#+(0.585] ****(),832) #(), 742 #ok0,404] *#4+0,514] ##+(0.782]
+ information (D7)] ****(.868] ****(.575| ****().691| ****().900) #(,800] *##+0.465| **++(,584] *##+(.849
+understanding (D8) 0.866] **0.582 0.696) 0.906) *().842 0.480) *0.605| *#%0.862
+ timeliness (D5)| 0.856 *(0.593] 0.699 0.906 0.845| 0.483 0.608] 0.862]
+ believability (D1) 0.862] 0.597] #0704 0.908] 0.842] 0.480) 0.605 0.862]
+ relevancy (D4) 0.874 0.595 0.707] 0.907 #0.792, 0.478 0.595 0.858
+ completeness (D6)|  ##0.837 0.587] ##0.688 0.905 0.791 0.486) 0.601 0.862]
+ concise (D9) 0.833 0.577 0.681 0.901 0.788 0.488 0.599 0.862

* ok Rk and *#** represent right-tail paired t-tests with 0=0.1, 0.05, 0.025, and 0.01, respectively.

#, ##, #H, and #### represent left-tail paired t-tests with 0=0.1, 0.05, 0.025, and 0.01, respectively.

3 http://en.wiktionary.org/wiki/Wiktionary:Main_Page
® http://www.google.com/support/toolbar/bin/answer.py ?answer=32703&hl=en
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Table 4. The effect of IQ dimensions using OVA SVM with the RBF kernel

digital cameras mp3 players
mac-precision]| mac-recalll mac- F1 mic-F1|mac-precision| mac-recalll — mac-F1 mic-F1
information (D7) 0.838] 0.586] 0.686) 0.908 0.821 0.508] 0.622] 0.870)

+ concise (D9) 0.861 *0.592 0.700} 0.910] *0.832 0.500] 0.623] *0.875

+ objectivity (D2) 0.866 0.597 0.706 *0.914 0.836) 0.505] 0.623] 0.876

+ believability (D1) 0.866] 0.597 0.7006] 0.914 0.836) 0.505] 0.623 0.876)
+ completeness (D6), 0.865 0.597 0.705 0.914 0.831 0.508 0.624] 0.876]
+understanding (D8) 0.864 0.595] 0.703 0.912) 0.831 0.507 0.623] 0.876
+ timeliness (D5)| 0.819) 0.583 0.680 0.906] 0.842] 0.502] 0.624] 0.872]

+ relevancy (D4) 0.818 0.580] 0.678 0.906] 0.844 0.499 0.623] 0.871

+ reputation (D3)| #0.783] #0.571 #0.657, #0.901 #0.8306) #0.495  ##0.617 #0.867|

It is noteworthy that one IQ dimension (i.e., the appropriate amount of informa-
tion) is sufficient for the RBF kernel to achieve superior performances. However,
combining this dimension with the other IQ dimensions does not improve the system
performance overall. This is because non-linear kernels have a powerful modeling
ability so that a few discriminative features and dimensions are sufficient to construct
accurate classifiers. Note that ‘objectivity’ and ‘the appropriate amount of informa-
tion’ are in the top-3 effective dimensions of the both SVM approaches. This indi-
cates that degree of sentiment and the amount of product information are critical
criteria for judging the quality of a review. The most effective combinations for the
linear kernel and the RBF kernel are {D2, D3, D5, D7, D8} and {D2, D7, D9} respec-
tively, which are used in the following comparisons. We observe that the other
dimensions (i.e., other than the most effective combinations) contain diverse features.
For instance, the brand names and product names mentioned in the evaluated reviews
vary a great deal, so the features of the ‘completeness’ and ‘relevance’ dimensions are
too sparse to contribute the system performance. Consequently, the performances of
employing all IQ dimensions have little difference to those generated by the most
effective combinations.

4.3 Comparisons with Other Methods

Tables 5 and 6 show the performances of the compared methods. Generally, all the
compared methods outperform the baseline method in terms of the micro-average F1
scores. The proposed method achieves the best performance and the improvement
over each of the compared methods is statistically significant in terms of the one-
tailed paired t-test. Liu’s approach [14] is a state-of-the-art method for classifying the
quality of reviews. The set of informativeness features is information-oriented; hence
its performance is good and comparable. The sets of shallow syntactic features and
lexical features are effective in determining a review’s helpfulness. Helpfulness is the
ratio of helpful votes given by readers, but it is not exactly equivalent to the review
quality. Therefore, the performances of those features are inferior and are even worse
than the performance of the baseline when using the linear kernel.
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Table 5. The comparison results using SMM SVM with the linear kernel

digital cameras mp3 players

mac-precision]| mac-recalll mac- F1 mic-F1|mac-precision| mac-recall] — mac-F1 mic-F1
baseline| ##%(0.424] #*#*#%() 323| sk 365] #4450 670| ***#(),36 1| *#0,257| ***+(),297] *#:+0,580)

shallow syntactic [24]] ****(0,279| **##%( 283 *#*¥(), 27 5| k() 60| *##+(),2 ] 3] ****(),239| *#:#() 220 ****(),298
lexical [12]] ###0.595| **#*(), 362 ###0.448| *##+(0,744| ***x() 472 #4550 306] ****(),369] ***+0.683
informativeness [14] 0.853] ***(.562 #0.676| ****0.886 ***0.794] 0.463 *0.581]  **0.844]
[D2+D3+D5+D7+D§ 0.856| 0.593| 0.699) 0.906) 0.845} 0.483] 0.608 0.862f

Table 6. The comparison results using OVA SVM with the RBF kernel

digital cameras mp3 players

mac-precision]| mac-recalll mac- F1 mic-F1|mac-precision| mac-recalll — mac-F1 mic-F1
baseline| *##%0.696| **%**(),4 12| ####(0,516] *#:#+(,782| ****(),7] || *¥#+0,389| ****(),502] **#*(0.757|

shallow syntactic [24]] ****0.796| **%#%(0.577| ****(),666| ****(.888| 0.817 0.491 0.610] ****(),852)
lexical [12]]  **0.821| ****0.576] ***(0.674| ****(0.895| ****(.801 0.515 0.626] ***(0.856
informativeness [14] 0.836] 0.590) 0.688] ***%(0.904] ****+0.800]  **0.488] ***0.601| ****(.856|
D2+D7+D9 0.866] 0.597, 0.706) 0.914] 0.836} 0.505 0.623 0.876)

The inferior performances of the baseline method highlight the difficulty of evalu-
ating the quality of reviews. Since reviews are sentimental and information-oriented,
evaluation systems must consider both textual and semantic characteristics of reviews
to measure review quality. Our method examines various factors of reviews in detail.
The superior evaluation performances indicate that the derived features and dimen-
sions based on a theoretical IQ framework are highly representative of the reviews’
characteristics.

5 Conclusion

In this paper, we have presented a method for evaluating the quality of product re-
views. We regard a review as an information item and apply a theoretical 1Q frame-
work to derive representative review features and dimensions. Experiments show that
our method can accurately classify reviews in terms of their quality, and that it outper-
forms existing methods significantly. In the future, we will examine the correlation
between features and filter out redundant features to improve the system’s efficiency.
We will also apply the proposed method to various styles of opinion documents, such
as blog entries and forum threads, to assess the quality of the information they provide.
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Abstract. Before deciding to buy a product, many people tend to consult
others’ opinions on it. Web provides a perfect platform which one can get
information to find out the advantages and disadvantages of the product of his
interest. How to automatically manage the numerous opinionated documents
and then to give suggestions to the potential customers is becoming a research
hotspot recently. Constructing a sentiment resource is one of the vital elements
of opinion finding and polarity analysis tasks. For a specific domain, the senti-
ment resource can be regarded as a dictionary, which contains a list of product
feature words and several opinion words with sentiment polarity for each fea-
ture word. This paper proposes an automatic algorithm to extraction feature
words and opinion words for the sentiment resource. We mine the feature words
and opinion words from the comments on the Web with both NLP technique
and statistical method. Left context entropy is proposed to extract unknown fea-
ture words; Adjective rules and background corpus are taken into consideration
in the algorithm. Experimental results show the effectiveness of the proposed
automatic sentiment resource construction approach. The proposed method that
combines NLP and statistical techniques is better than using only NLP-based
technique. Although the experiment is built on mobile telephone comments in
Chinese, the algorithm is domain independent.

Keywords: Resource constructing, product feature, opinion word.

1 Introduction

Before deciding to buy a product, many people tend to consult others’ opinions on it.
Web provides a perfect platform which one can get information. Many customers
record their comments on products on the Websites, forums or blogs. Reading the
comments, one concerned about a product can find out its main advantages and dis-
advantages. However, only few comments cannot give a convincing suggestion and
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persons do not have sufficient energy to browse more. Therefore, how to automati-
cally manage the numerous comments and suggest the potential customers is becom-
ing a research hotspot recently. The main target is mining the customers’ opinions to
the products. The opinions are classified into positive, negative and neutral. Naturally,
customers prefer the products with more positive comments than those with more
negative ones.

There are three levels for such opinion mining task: document level, product level
and feature level. To the document level, a whole document only generates a single
opinion, which is coarse and inaccurate. Because one document may contain not only
one product, and have different opinion polarities to each, a general classification to
the document is not appropriate. Then it comes to product level, which is generating
an opinion polarity for a given product or a brand. Since nothing can be consummate,
there are always some advantages and disadvantages for a product. So feature level
opinion can be more exact to express the customers’ attitude. It also helps potential
customers understand the product more clearly and definitely. Feature stands for an

attribute or a component of a product. For example: “/F #1858 (standby time)” is an

attribute of a mobile telephone, while “3& 7R (screen)” is a component, both of them
can be named as “feature words”. In the examples following, “The standby time of
Nokia is long enough” expresses a positive opinion while “The screen is too small”
expresses a negative one.

The standby time of Nokia is long enough. Ex. 1
1B E IR FHLAT I E B K

The screen is too small. Ex. 2
ERERNT.

Therefore, to analyze a comment, we need to find the feature words the document
contains and the opinion words that embellish the feature words. By confirming the
polarity of the opinion words, the main viewpoint of the comment is discovered. With
so many comments owning clear polarity of opinions for a given product, customers
can easily get to know the product deeply.

We construct a sentiment resource for a given domain to offer efficient and effective
utilities to analyze the comments. The sentiment resource can be considered as a dic-
tionary that contains a list of feature words and several opinion words with polarity tag
for each feature. This paper mainly introduces the algorithm to extraction the feature
words and opinion words. The polarity of opinion words determination is taken as
future work. Although the product description by the company shows a lot of feature
words of the product, the words are not abundant. Web users sometimes take informal
words to describe a feature. Therefore, mining the feature words is necessary.

There are three benefits to construct such a dictionary beforehand. First, after hold-
ing such a dictionary, a new comment will be easily dealt with. We can extract the
feature words and most opinion words from the new comment through matching the
items in the dictionary quickly. Computing the polarity of the opinion words for every
new comments offline will save much time. Second, processing a large set of com-
ments to find the feature words and opinion words can not only use the NLP (Natural
Language Processing) techniques but also the statistical characteristics. It gets a better
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performance than processing comments one by one online. Supposing that we do not
have the dictionary, when we get a new comment to process, we hardly take any sta-
tistical characteristics to make the performance better. Third, the dictionary is easy to
maintain. When a new feature word or a new opinion word discovered, it can be
easily added into the resource.

We use both NLP technique and statistical method to extract the feature words and
the opinion words. Through our life experiences, the feature words are usually nouns
or noun phrases, while the opinion words are usually adjectives. Tagging part-of-
speech for all the words in the comments is helpful to the task. We can predefine
some patterns to extract the target words with certain natural language characteristics.
But this will bring a lot of noises. However, by using the different statistical charac-
teristics of the words in the comments and in the whole Web background corpus, most
noises can be removed. To get a higher recall, we also use unknown word finding
techniques to extract more feature words. After filtering the noises and adding the
new feature words, the performance is improved significantly in term of f-measure.

After describing about the related works in section 2, the data set and the main al-
gorithm are introduced in section 3 and section 4 respectively, including feature
words extraction, unknown word finding, and the usage of the background corpus, et
al. Section 5 shows the evaluation of the performance. The conclusion and the future
work are discussed in the last section.

2 Related Work

There are several researches to opinion mining for the product. The work in [2, 3] are
based on document level. Feature level opinion mining also gains the interesting of
researchers [4-11]. How to get feature words more exactly is the main problem in this
task.

M. Hu and B. Liu [4, 5, 6] used association rule mining to find all frequent itemsets
which are sets of words or phrases that occur together. CBA which was based on the
Apriori algorithm is used. The words and the phrases extracted are considered as
feature words. After two pruning phases (compactness pruning and redundancy prun-
ing) to increase the precision and an infrequent feature identification phase to increase
the recall, they got a good performance finally.

A. Popescu and O. Etzioni [7] built a system named OPINE. It is built on top of
KnowlItAll which was a Web-based domain-independent information extraction sys-
tem. The system first extracts noun phrase and then filtered with point-wise mutual
information value between the phrase and meronymy discriminators associated with
the product class. They increased both precision and recall compared with M. Hu [6].

J. Yi and W. Niblack [8] extracted definite base noun phrases at the beginning of
sentences followed by a verb phrase as the feature words. A definite base noun phrase
is a noun phrase by specifically patterns preceded by the definite article “the”. The
method was called bBBNP (Beginning definite Base Noun Phrases) heuristic. To filter
the noises, they used a document set that did not focus on the product. The terms
appeared more in the documents focused on the product than in the ones did not were
kept, while others were removed. They only used precision to evaluate their method
and got a very high precision at the top 20 feature words.
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C. Scaffidi, K. Bierhoff and et al. [9] considered noun and two nouns that occur
successively as the feature word candidates. Comparing with the random section of
English text, the feature words often occurred far more frequently in the comment
text. Using the distribution of the words in the random section of English text to com-
pute the probability that it occurred n times in the comment text, the less the probabil-
ity was, the more possible it was a feature word. The Red Opal system can return
quite high precision when few feature words returned.

There are also some researchers on feature extraction in Chinese. B. Wang and H.
Wang [10] created a bootstrapping method to extract feature words and opinion words
in Chinese product comments. They used only a few manual tagged training data to
generate a Naive Bayesian classifier. The features to train are only natural language
characteristics, such as “is there an adverb in the right”. The algorithm is iterative; the
terms tagged by former round were added to training set to train the latter round clas-
sifier. The experiment indicated that few manual tagged data can also bring high
performance on both feature words extraction and opinion words extracting.

Q. Su, X. Xu and et al. [11] also used noun and noun phrase (two or more adjacent
nouns) as feature words candidates. Unlike English, there is no definite article “the”
in Chinese comments to help to filter noises. But there are some Chinese own bound-
ary indicators such as “f9(of)”. They clustered the feature words and the opinion
words respectively to eliminate the problem that hard to mine the implicit feature
words. The feature words embellished by the same opinion word may be clustered
together to stand for a feature.

Our work is different at these points: first, we also employ verb and verb phrase to
be feature word candidates, it can improve the recall; second, we use the statistical
characteristic of candidates on background corpus to filter noises; third, we use
unknown word finding techniques to extract more feature words.

3 Data Set

The experiment was built on mobile telephone domain in Chinese. We gathered
comments from 2 web sites: http://www.bibifa.com/ and http://dp.cnmo.com/. There
are totally 6405 comments (6.18 MB plain text data). The average length of the com-
ments is 994 byte (nearly 500 Chinese characters). There are two types of the data in
each comment. One is tagged by the customer with “advantage” or “disadvantage”,
while the sentences are short but have strong sentiment. The other is descriptive text.
Unlike English, Chinese does not make use of any white space characters between
words. Therefore, we should segment the sentence into words by a tool ICTCLAS
[12]. It can take the corpus and tag the words with part-of-speech. Following is an
example. The tags “n” “d” “a” stand for noun, adverb and adjective respectively.

Original text: ZANEAK |, BHHERERE | Ex. 3

Segmented text: FA/m K/d K/a , /wd B/ HEEM B/d ZE/a | /wt Ex. 4
Translation text: The profile is too big. The battery performance is poor.
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4 Algorithm

4.1 Feature Words Extraction

We use both NLP techniques and statistic methods to extract the feature words. First,
using NLP techniques to acquire the feature words candidates, and then filter the
noises with statistic characteristics.

In most of the researches, only nouns and noun phrases are extracted as the feature
word candidates. But taking the particularity of Chinese into account, sometimes a
verb can also be regarded as a feature word. It is not so much far to find an example
(Ex. 5).

The operating is simple; the reaction is quick. Ex. 5

E’EN Ea |, wd REW #a

The words “¥4E(operating)” and “/X Ri(reaction)” are both verbs, although they

are nouns in English translation. However, postulating them as feature words is prop-
erty. Therefore, for extracting feature words with more coverage, we use four patterns
shown in Table 1.

Table 1. Feature words extraction patterns

Patterns Examples
Noun o (figure)
Verb

= Bi/vi (reaction)

Noun + Noun = %R/m WEEm (music function)

Verb + Noun A /v R /n (screen effect)

We can establish such an assumption that the term has a higher probability to be a
feature word when it occurs more times in the comments. It is fairly explicit, because
the main features of the product must be the hotspots of the customer discussions.
Obviously, not all the nouns, verbs and noun phrases are feature words. Extracting all
such terms must bring lots of noises. We can simply remove the terms with low oc-
currence frequency to filter the noises, but it is not very effective. So we employ three
other filter methods to remove the noises:

1) Import a rule that there should be an adjective on the right of the feature word.
2) Use the frequency of the terms in the background corpus.
3) Use the unknown word finding techniques.

4.1.1 Adjective Rule

As the purpose of extracting feature words and opinion words is to construct a dic-
tionary, if no opinion words appear with the feature word, the feature word is not very
valuable in our resource. And the most syntax that the customers use to express their
opinion is “feature word + adjective”. (Ex.1 Ex.3 Ex.4 and Ex. 5) This syntax is easy
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to express an opinion and accords to oral language. While the comments on the Web
are often not very official text, it occurs quite often. Usually, customers add some
adverb between the feature word and the adjective. Therefore, before extracting the
feature words, stopwords and adverbs should be removed first. The adjective rule can
be defined as: if in all the comments there is not any adjective occurs on right of the
candidate term, the term is not a feature word. As the rule, the feature word candi-
dates without an adjective on the right are removed to aspire after a higher precision.
The main reason to follow this rule is to remove the verbs that cannot be feature
words.

4.1.2 Background Corpus
Because the comments we use to mining feature words are from the Web, it is ineluc-
table that many common words that occur everywhere on the Web are mistakenly

extracted as feature words. For example: “M it (Website)”, “Af1(people)”. If the
feature word candidate occurs too often on the whole Web text, we can doubt it is a
true feature word for the domain we are concerned about justly. We regard the whole
Web text as a background corpus. To get the occurrence frequency of the terms, So-
gou Lab Internet Vocabulary [13] is used. The Internet Vocabulary is from the statis-
tic analysis of the Chinese Web corpus indexed by Sogou search engine
(http://www.sogou.com/) in October 2006. It is related to over 100 million Web pages
containing more than 150,000 words with high frequency. The vocabulary gives the
POS tag and occurrence frequency for each word. The common words that may be
noises are usually nouns or verbs, while the phrases are seldom noises. We use the
background corpus to filter the single nouns or verbs.
We define a feature named TFP (term frequency proportion) as follow:

TFP(t)=n/In(N) (1)

Where n is the occurrence frequency of the term t in the comments that we use to
mine the feature words, N is the occurrence frequency in the background corpus given
by the Internet Vocabulary.

With the higher TFP, the candidate has more probability to be a true feature word.
For example, the word “ % J& (life)” occurs in the comments 168 times and
251,581,894 times in the background corpus, while “Z% & (murmur)” occurs 151 times
in the comments and 856,288 times in the background corpus. “Z% & (murmur)” has a
higher TFP value (11.05) than “45&(life)” (8.69). Although “Z& & (murmur)” appears
less than “4#3&(life)” in the comments, it has more probability to be a true feature
word. Therefore we select a threshold to confine the terms that have low TFP value. If
TFP is less than the threshold, the term will be removed from the candidate set.

4.1.3 Unknown Word Finding Technique

As we use nouns, verbs and noun phrase to be the feature word candidates, the poten-
tial feature words that are not tagged as these POS will be missed. Especially, the
mistake of Chinese word segmentation will cause the missing more familiarly. The
feature word that is quite relative to the product or quite technological may not
be segmented correctly by the common segmentation tool. It can influence the
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performance of feature word extraction. For example, the word “¥& 5F (Bluetooth)” is
segmented as “I& (blue)/a 5F (tooth)/n”, not “I& 5F (Bluetooth)/n”. Although it is a
feature word, it cannot be extracted from the comments. To solve this problem, we
employ an unknown word finding technique.

Z. Luo and R. Song [14] use context-entropy to find the unknown words. Accord-
ing to their investigation, “significant terms in specific collection of texts can be used
frequently and in different contexts. On the other hand sub-string of significant term
almost locates in its corresponding upper string (that is, in fixed context) even through
it occur frequently.” We select the feature word “# 2 (Bluetooth)” to explain this.
Fig.1 shows the contexts of “¥& 5 (Bluetooth)” and “ZF(tooth)”. We can see on the
left of “H& 5F (Bluetooth)”, the contexts are various, while on the left of “ZF(tooth)” the
contexts are almost only “¥&(blue)” which is dominating. It means that in the com-
ments of mobile telephone the word “ZF(tooth)” is just a substring of the word “#& 7F
(Bluetooth)”. “¥& 5F (Bluetooth)” can stand for a significant term.
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Fig. 1. The contexts of the word “¥&5F” and “5F”

To scale the chaos degree of the various contexts, left-context-entropy and right-
context-entropy are defined. Assume w as a term which appears n times in the corpus,
a={a,,ay,...,a;} and B={b;,b,,...,b} as a set of left and right side contexts of w in the
corpus. Left-context-entropy and right-context-entropy of w can be defined as:

LCE(w :——Zc o)n 92 @
n
1 C(w.b,)
RCE(w)=-=> C(@,b, )I]n——-= 3)
n n

Where C(a;, w) is count of co-occurrence of a; andw in the corpus and C(w,b;) is
count of co-occurrence of w and b;.

We consider a feature word candidate joint with the word occurred on its left in the
comments as a joint word. The difference of the left-context-entropy between original
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feature word candidate and the joint word can used to judge if the candidate is only a
substring of the joint word which can be a true feature word. If the LCE of the origi-
nal candidate is low, and the LCE of the joint word is higher, we can regard that the
joint word is a feature word more possibly than the original candidate. We can select
an LCE threshold; if the LCE of the joint word is over threshold greater than the LCE
of the original candidate, the original candidate is replaced by the joint word in the
candidate set. The reason why we do not use the right-context-entropy is we have
already employed the adjective rule on the right of the candidate. The candidate
cannot joint the right term.

4.2 Opinion Words Extraction

In this task, we regarded only adjectives as opinion words. This step is simple. When
extracting the feature words, the opinion words are also generated. The opinion words
are extracted when we use adjective rule to filter the feature words noises. The candi-
date with an adjective on its right is considered as a feature word, while the adjective
is an opinion word to this feature word. As describing in section 1, every opinion
word must be along with a feature word to express a polarity. Therefore, an adjective
without a feature word on the left is not a significant opinion word.

5 Evaluation

We manually pick up the feature words from the comments to organize the test data
set to evaluate the performance of the feature words extraction algorithm. There are
totally 1328 feature words in the test set TEST. The result feature word set that are
created by the algorithm is signed as RESULT. Precision, recall and f-measure
defined as follow are used.

[TEST N RESULT| _ [TESTNRESULT|
RESULT| " [TEST]

2% precision* recall

precision =

“)

f _measure= —
precision+ recall

The performance of only using the patterns and adjective rule is shown in Fig. 2.
Totally 2596 feature words have been extracted. Ranking the feature words by their
occurrence frequency descending, the horizontal axis n stands for the set with top n
results. From the illustration, we can find that at the top of the result list, there is a
higher precision. It indicates that most of words with the high occurrence frequency
are true feature words, which is in accordance with the assumption we take before in
section 4.1. The recall curve in Fig. 2 is nearly linear, which indicates that the occur-
rence frequency of true feature words is nearly uniform distribution in the comments.
Cutting the words whose occurrence frequency is below any threshold to maintain a
high precision may depress the recall markedly. This can be proved by the f-measure
curve; when all the results are kept, the f-measure can get the highest value.

Fig. 3 shows the performance that uses the background corpus to filter the noises.
The result feature word set is ranking the feature words by their TFP value descend-
ing. The horizontal axis n also stands for the set with top n results. Comparing with
the performance without filtering (ref. Fig. 2), the precision curve and the recall curve
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are both different. The precision curve is gently at the top, which indicates that most
of the words with high TFP value are true feature words. They are most the phrases.
The recall curve is gently at the bottom of the result list, which indicates most of the
words with low TFP value are not true feature words, and cutting them will not influ-
ence the recall badly. There is a maximum point in the f-measure curve; keeping the
top n results in the maximum point in the set can get the highest f-measure 0.6817.
The words with low TFP value are removed.

08
0.8
0.7
o \\
05 1 o
—#—prec
04 +—— T bttt
——recall
0.3
F_meas
0.2 +—
01 +
0O—T—T——TTTT T T T T T T T T T T T T
L= S T T T o B T v s R T T s T = T e T T o o =T IR T T
mimM~dWwmomMmuwwog 0o mM~—Amo N
— N w0 A NN W~ O N Mo WO
o o o o NN NN NN

Fig. 2. The performance that only uses the patterns without any filtering
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Fig. 3. The performance that uses the background corpus to filter the noises

To show the validity of using verbs and verb phrases as feature word candidates, we
compare the performance between not using verbs and verb phrases, not using verbs and
using all. The precision, recall and f-measure in Fig. 4 are the highest performance after
filtering noises. The gray vertical bar stands for the performance of only using nouns and
noun phrases (nouns + nouns) as candidates. It is the lowest among the three. When we
added the verb phrases (verbs + nouns) pattern, the performance increases evidently. The
white vertical bar stands for this performance. The black vertical bar for using all the
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not using verbs and verb phrases Onotusingverbs  Wusing all
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Fig. 4. Comparison of the performances between not using verbs and verb phrases, not using
verbs and using all
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Fig. 5. The precision, recall and f-measure curves with the LCE threshold increasing

patterns is a little better than the white at f-measure and recall, which indicates that using
verbs as feature words can extract more, but the noises are growing as well.

Next, we evaluate the validity of the unknown word finding technique. We control
the threshold to observe the precision and the recall. If the LCE threshold is low,
many terms will be replaced, and then the precision will become lower. Fig. 5
illustrates the curves with the LCE threshold increasing. The horizontal axis stands for
the threshold. When the threshold is low, many joint words with a low LCE may
replace the original candidate, which makes the precision low. However, when the
threshold is high, very few joint words that are true feature words could replace the
original candidates which are not. The recall is decreasing. When we select a proper
LCE threshold 0.8, a higher f-measure 0.7407 is achieved.

Table 2 gives some examples for the unknown word finding technique using. The
original candidates are not complete attribute or component of the product in the spe-
cific domain (Some of them do not have corresponding English translation in the
domain context, which are marked as N/A in the table).
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Table 2. Examples for the unknown word finding technique using

Original LCE of original Joint word LCE of
candidate candidate joint word
=Théat —

fE2ag 0.5069 %2 {5 Th BE(Short message function) ~ 4.4261
(N/A)

HEN/A) 32736 FZ M (Compatibility) 4.1672

IF (tooth) 0.1392 5 5F (Bluetooth) 6.5181

6 Conclusion and Future Work

We aim at automatically constructing the sentiment resource by mining customers’
product comments. The sentiment resource can be considered as a dictionary for a
given domain. The dictionary contains a list of feature words which stand for attrib-
utes or components of a product. For each feature word, there are several opinion
words with polarity tag. The opinion words contain sentiment. The main contribution
of this paper is extracting the feature words and the opinion words. Both NLP tech-
nique and statistical method are applied.

We use part-of-speech information and natural language patterns to extract the
candidates of the feature words, and remove the noises through three filtering steps.
The first step is based on the characteristic of natural language and the comments on
the Web. The adjective restriction rule is shown to enhance the performance. The
second and the third filtering steps are based on the statistical characteristic of the
Web text. The common words that occur too often on the Web text are regarded with
low probability to be a feature word. And the unknown word finding technique also
brings a satisfying result. It concludes that using both NLP technique and statistical
method is helpful in the task of extracting feature words. The use of statistical charac-
teristic can be taken in the process of sentiment resource constructing. While dealing
with a single comment, no statistical characteristic can be used. That is why we
emphasize the importance and validity of resource construction.

Furthermore, although the experiment is built on the comments of mobile tele-
phone domain in Chinese, the algorithm does not refer to any information of the
domain. So it is a domain independent.

The future work can be expanded as the following:

1) For the aspect of feature word extraction, the more agile background corpus
might be used to improve the timeliness of the vocabulary.

2) Polarity determination of opinion word will be studied in the future. For exam-
ple, using the existing nature language tools such as HowNet [1] and considering the
context of the opinion words, we can tag the polarity of the opinion words.

3) For the aspect of application of the sentiment resource, how to use the resource
to analyze the comments is also an interesting task.
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Abstract. An image sense is a graphic representation of a concept denoted by a
(set of) term(s). This paper proposes algorithms to find image senses for a con-
cept, collect the sense descriptions, and employ them to disambiguate the image
senses in text-based image retrieval. In the experiments on 10 ambiguous
terms, 97.12% of image senses returned by a search engine are covered. The
average precision of sample images is 68.26%. We propose four kinds of clas-
sifiers using text, image, URL, and expanded text features, respectively, and a
merge strategy to combine the results of these classifiers. The merge classifier
achieves 0.3974 in F-measure (f=0.5), which is much better than the baseline
and has 51.61% of human performance.

Keywords: Image sense disambiguation, Text-based image retrieval, Word
sense disambiguation.

1 Introduction

In web image search, users submit text queries to express their image needs and
search engines return ranked images. Two major issues have to be dealt with in an
ambiguous query. If one sense of a query term dominates the other senses, most of the
retrieved images will contain the dominated senses, and images of the other senses
will be relatively few and even hard to be found. Meanwhile, images of different
senses may be mixed together in the result list of search engines. Thus, users may
have to browse the list to find the requested images. Mixing up the two issues makes
text-based image retrieval more challenging. Figure 1 shows an example of web im-
age search result of query term jaguar. Animal jaguar and car jaguar dominate the
result list, and the top 10 images belong to these two senses. In contrast, game system
jaguar and operating system jaguar rank behind the common image senses, e.g., the
first images for these two senses appear at the ranks 74 and 172, respectively, and
become hard to be found.

The basic issues to disambiguate the images in text-based image retrieval are how
many image senses there may be, and what the image senses they are. Here, an image
sense is defined to be a graphic representation of a concept denoted by a (set of)
term(s). For similar word sense disambiguation (WSD) problem, we can look up a
linguistic resource to determine the possible senses for a given word, and guess the
most appropriate sense from the context. Due to the lack of word-image ontology, we
cannot deal with these issues by simple lookup. Even if there is such transmedia

G.G. Lee et al. (Eds.): AIRS 2009, LNCS 5839, pp. 124 2009.
© Springer-Verlag Berlin Heidelberg 2009
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Rank:1

JAGUAR

Rank:9 Rank:172

Fig. 1. Result List of Ambiguous Query Term jaguar

India tiger: A kind of animal

1

Easy Tiger: A studio album

(s

[LizeiVeal ptanoiicotinive) Tiger OS: An operating system in mac

e Tiger tank: A German heavy tank Tiger shark: one of the largest
d used in World War IT predatory sharks

Tiger eye stone: a kind of gem LSU Tiger: A football team
L

Senses NOT included in Word Net

Fig. 2. Coverage Problem of Image Senses

ontology, the coverage problem is more serious than that in text-based ontology. In
the image result list of a text query, there may be many unknown senses. For exam-
ple, the word figer has two senses in WordNet — say, animal and person. In contrast,
the result list for query term figer may contain images related to tiger tank, which is a
German heavy tank used in World War II, tiger shark, which is one of the largestpre-
datory sharks, and so on. Figure 2 shows six senses not included in WordNet, i.e.,
tiger tank, tiger eye stone, easy tiger, tiger OS, tiger shark, and LSU tiger, for query
term tiger.

The web provides rich images for different senses to increase coverage. The problem
is how to collect enough noiseless sample images for each sense without too much hu-
man intervention. In WSD, we all know the context of a word can restrict its sense to
some degree. This idea can be employed to collect sample images. If the context related
to an image sense can be found and added to a query term, then the ambiguity degree of
text-based image retrieval will be decreased. For example, the sense of images will be
narrowed down to person, when the words like wood and golf are added to query term
tiger. Now the problem is transformed into how to collect the related words for each
sense and how many words are needed to collect the sample images.
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The set of sample images along with their text form a sense description. Several is-
sues have to be considered, when a collection of sense descriptions are employed for
image sense disambiguation. Firstly, the contextual information for each returned
image is very few. Secondly, the words to be disambiguated in WSD problem often
belong to one of the given senses. In contrast, the images returned by a search engine
may not belong to any senses in the precompiled collection because irrelevant images
may be retrieved. That makes image sense disambiguation harder.

This paper is organized as follows. Section 2 introduces the related works. Section 3
proposes a method to collect sample images and their text descriptions from the web.
Section 4 applies the results to disambiguate the image senses. Section 5 concludes the
remarks.

2 Related Works

Cai et al. [1] used image, text features, and link features to cluster web image search
results for browsing. Loeff, Alm and Forsyth [2] touched on image sense disam-
biguation. They first manually annotated web pages for ambiguous query terms, with
three kinds of label core sense (C), related sense (R), and unrelated sense (U). Then,
they employed spectral clustering method to disambiguate images returned by search
engines in three levels of sense granularity. They did not know the number of senses
in the result list, so that deciding the number of clusters would be a problem. Besides,
they did not know what senses there were in the result list, thus finding information to
represent each cluster is a problem. Furthermore, dividing senses into core sense,
related sense, and unrelated sense is very coarse.

Zinger, et al. [3] considered WordNet lexical resources as basis of ontology and
created large-scale image ontology. The image collections were acquired through
web-based image mining. Fluhr, et al. [4] constructed general purpose ontology,
where each node is decorated with multilingual and multimodal data. Chang and Chen
[5] extended WordNet to word-image ontology. The previous work submitted text
queries to web image search engines to acquire images. Lexical ambiguity makes the
alignment of lexical terms in WordNet and the retrieved images challenging.

3 Image Sense Representation

An image sense is described by a set of text terms and sample images. This section
discusses how to collect text terms first and then sample images. An example tiger is
considered as a seed word to demonstrate the algorithms.

3.1 Finding Text Terms to Label Senses
3.1.1 Finding Context Terms

A seed word of a specific sense appears in the similar contexts. If we regard a context
as a set of terms, then the contexts that strongly relate to a sense of a seed word
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co-occur with it very often. The terms that co-occur with a given seed word with high
frequency are considered as context terms for this word. Algorithm 1 extracts context
terms for a given seed word.

Algorithm 1. FindingContextTerms(sw,CT)
Input: A seed word sw

Output: A set CT of context terms for sw
Method:

1. Submit sw to a web page search engine, and retrieve the snippets.

2. Preprocess the snippets by changing all characters into the lowercase,
removing symbols, stemming, and filtering out the stop words.

3. Count the frequency of the remaining terms and choose the terms passing a
dynamic threshold as context terms. The threshold is set to the frequency of
sw multiplying 0.01.

At step 1, we use a web page search engine instead of an image search engine. At
step 2, we employ a special stop word list to exclude words which often appear in
web pages.

3.1.2 Finding Related Terms of Context Terms

Because a seed word is ambiguous, its context terms co-occur with different senses of
the seed word. They are partitioned into groups to disambiguate different uses. Two
context terms are defined to have a relationship if they relate to the same sense of a
seed word. For each context term, we can collect the highly co-occurring terms from
the web in the similar way as that done on seed word in Section 3.1.1., use the infor-
mation to group context terms and filter out context terms not related to any sense. A
context term may relate to more than one sense of the seed word. That may confuse
the interpretation of an image sense later. In the following, we will assign it to the
most common sense only. For example, the context term sport of the seed word tiger
relates to a famous golf player (i.e., Tiger Woods) and a football team (i.e., LSU Ti-
ger). The most common assignment will be the former instead of the latter. Algorithm
2 shows how to find the related terms of context terms.

At step 7, we check the collocation strengths of ¢t and all context terms in R7;
instead of ct; only. The context terms checked earlier, i.e., those terms of higher
collocation strength with ct;, are relatively easy to be added to RT; because they
need less number of checks. That ensures the terms added to RT; are related to only
one sense. In the previous example, ct; is sport. If we already add golf to RT;, then
we cannot add football into RT; later because the collocation strength between golf
and football is not strong enough to include foorball in the same group as golf.
Therefore, tiger and sport together tend to denote the sense of golfer player.
Table 1 lists some context terms of the seed word tiger, and their related terms. For
each row, the first (an underlined term) and the rest denote a context term and its
related terms.
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Algorithm 2. FindingRelatedTerms(sw,CT,RT)
Input: A seed word sw and a set CT of context terms cty, ct,, ..., ct, for sw
Output: A set RT of relationships RT}, RT, ..., RT,, where each set RT; contains
a context term ct; and its related terms selected from CT
Method:
Initialize RT; to {ct;} for i=1 to n.
Construct query g; with two query terms sw and ct; for i=1 to n.
Submit g; (for i=1 to n) to a web page search engine, and retrieve the snippets.
Preprocess the snippets in the similar way as Step 2 of Algorithm 1.
For each g;, count the frequency f; of context term ct; (for i=1 to n) in the
snippets retrieved for g;.
6. Construct a collocation matrix G=[g;],x. as follows.

fi

8= —r— for i#j.

ZZ:I fik

Let g;=0, when i=j. The normalized value g; indicates the collocation
strength between ct; and ct;,

7. For each context term ct;, filter out context term ct; whose g;<2/n, sort the re-
maining context terms by descending order of their collocation strengths, and
check the context terms ct in the sorted sequence as follows. If the collocation
strengths of ¢t and all context terms in current RT>2/n, then add ct to RT;. That
is, ct is considered as one of the related terms of ct;.

i

Table 1. Some Context Terms of the Seed Word tiger, and Their Related Terms

wood golf picture photo baby wildlife tour india national bengal
os mac apple update software system baby wood
mac os apple feature tank history

3.1.3 Grouping and Sense Labeling

Algorithm 3 deals with the grouping of context terms based on their related terms. At
step 2, we check if a context term is a related term of its related terms. If the strict
double checking satisfies, we merge the related groups into a larger one. At step 3, we
remove the groups composed of only one context term and its related terms. The con-
text terms (along with related terms) in the same group will denote a sense. At step 4,
we select representative terms from each group and use them to label the
corresponding group. Table 2 shows some of 13 groups generated using the relation-
ships found by Algorithm 2. Each entry of a group contains a context term (under-
lined) and its related terms. The sense label of each group is also shown in bold after
group id.

3.2 Finding Sample Pages and Sample Images for Image Senses

Given a word, we can find its senses labeled by text terms with the algorithms pro-
posed in Section 3.1. The text sense labels are submitted to web page search engine
and image search engine to collect sample pages and sample images. Table 3 demon-
strates top 5 sample images for senses of tiger.
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Algorithm 3. GroupingAndSenseLabeling(sw,CT,RT,TS,SL)

Input: A seed word sw, a set CT of context terms cty, cty, ..., ct, for sw, and a
set RT of relationships RT), RT>, ..., RT,

Output: A set 7S of senses TS, TS, ..., TS,,, where TS, is a subset of RT and

denotes a sense of sw, and a set SL of sense labels SL;, SL,, ..., SL,,, where SL;
is a subset of CT and denotes a sense label of sw.
Method:
1. [Initialize TS to be an empty set.
2. For each context term ct; (i=1 to n), check if there are related terms in RT;
belonging to some sets in 7'S.
a. Some related terms, say ct;;, ctp, ..., Ct;, satisfy this condition
Double check if ct; is a related term of ct;, ctp, ..., or ct;. If the
relationships exist in sets 7S;;, TSy, ..., TS,;, then merge TS, TSp, ..., TSy
into a new group. If there do not exit any such relationships, then regard
RT; itself as a new group and put it into 7.
b. Not any related terms satisfy this condition
Regard RT; itself as a new group and put it into 7S.
3. Remove those singleton sets from 7.
4. For each remaining 7, those terms appear in more than half of the

relationships RT;;, RTp, ..., RT are selected as a sense label SL; of this group.

Table 2. Groups and Sense Labels for the Seed Word tiger

Group 1 (label: tiger os mac apple software
system computer)

0s mac apple update software system

mac os apple feature

system mac os apple software computer
apple mac os computer system software
feature mac os

technology computer

computer apple software system technology
software mac os apple system computer
update os apple release software system

Group 3 (label: tiger wood golf)
wood golf picture photo baby
photo picture wood art cat

tour wood pga game offer

golf wood pga tour sport play
sport wood golf open

pga wood tour game golf
picture photo wood

game wood pga tour video golf play
play wood golf game video
video wood game play golf
offer tour india

open wood golf sport

baby wood

Group 5 (label: tiger india wildlife bengal)
india tour wildlife national bengal project
national wildlife india bengal

project india save

wildlife tour india national bengal

Group 7 (label: tiger java release)
release apple java
java release

Group 8 (label: tiger great shark white)

Group 9 (label: tiger history tank)

great shark white history tank
shark great white specie tank history
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Table 3. Top 5 Sample Images for Senses of Tiger

tiger os mac apple
software system
computer

tiger wood golf

tiger white bengal
cub zoo animal

tiger india wildlife
bengal

tiger art print white

tiger great shark
white

tiger history tank

tiger music easy

tiger football state
university

3.3 Experiments and Discussion

In the experiments, we evaluate the results from the two measures: coverage and
precision. The first metric concerns if all the image senses in the image result list are
covered by the senses we found. The second metric concerns the quality of the sample
images we collected. Total 10 ambiguous words including tiger, bass, bike, mouse,

jaguar, junk, star, plane, bat, and pick are adopted.

We submit each word to Google image search engine, and retrieve the top 300
images. Total 3,000 images are annotated by human. There are four possible annota-

tions shown as follows.
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(1) An image is relevant to the target word, and also relate to an image sense we
found.

(2) An image is relevant to the target word, but its sense is not included in the
image sense list we found.

(3) Animage is irrelevant to the target word.

(4) Animage is fuzzy, and is not decided.

Table 4 shows the evaluation of sense coverage. The number enclosed in parentheses
is total senses found by our method. On the average, 97.12% of the image senses are
covered. Most of the missing image senses are not very common. When an image
sense is not popular, the frequency of terms related to this sense may not be high.

Table 4. Evaluation of Sense Coverage

Query Term Tiger (9) Bass (5) Bike (11) Mouse (6) Jaguar (8)
Coverage 98.00% 100.00% 99.00% 100.00% 99.33%
Query Term | Junk (10) Star (15) Plane (11) Bat (12) Pick (13)
Coverage 87.29% 91.95% 100.00% 100.00% 95.62%
Average: 97.12%

For each word, we submit all the senses found by our method to Google image
search engine, and retrieve the top 100 images for each sense. Assessors check if the
retrieved images belong to the corresponding sense. If assessors think the query is too
fuzzy to make decision, the group of images retrieved is considered as noise. Table 5
shows the precision of sample images. The number (n/m) enclosed in parentheses
denotes n of m senses found are undecidable by assessors. In the experiments, 10% of
senses are undecidable and the average precision is 68.26%.

Table 5. Precision of Sample Images

Query Term Tiger (0/9) Bass (0/5) Bike (0/11) Mouse (0/6) | Jaguar (0/8)
Precision 74.78% 83..40% 53.36% 81.33% 89.75%
Query Term | Junk (1/10) Star (6/15) Plane (0/11)| Bat (1/12) Pick (2/13)
Precision 66.50% 45.00% 78.09% 58.41% 52.00%

Average: 68.26%

4 Image Sense Classifiers

As discussed in Section 3.2, we collect sample pages and sample images for a target
term. We will use them to classify the images returned by image search engine.
Search engine provides three kinds of information for each returned image, including
a thumbnail, a source web site, and a short snippet. Text features, URL features, and
image features are extracted from sample pages, sample images, and the returned
images for classification. Five types of classifiers are presented.
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4.1 Feature Extraction and Classification Algorithms

Assume there are n image senses, sj, Sa, ..., S, for a target term v. Text features and
website features are extracted from sample pages (snippets) for each sense. The sam-
ple pages are preprocessed in the similar way as the step (2) of Algorithm 1. Let T; be

a set of m; terms ¢, ,¢,,, ..., t,, in the sample pages of sense s;. They are called text

features.

The first classifier called text classifier employs text features only. We count the
frequency f of term ¢; in the sample pages, and the frequency g of each term in the
short snippet of a returned image G. The following procedure assigns G to the sense
of the highest score if the score is also larger than a threshold. If all the scores are less
than the threshold, we regard G as an irrelevant image.

if max Zf(t) X g(t)> € then ; = arg max Zf(t) X g(t)else ; =irrelevant

<i< .
Isisn o1 mdieG ISisn e T, andreG

An alternative procedure considers inverse sense frequency (ISF) defined as follows.
N is the number of senses for a given target word, and sf(¢) is the number of senses
containing ¢ in the sample pages.

N
ISF(t) = log(——
® og(sf(t))

The revised procedure is shown as follows.

it max Y F(O)xg(t)XISF(1)>¢ then s =argmax 3. f(1)x g(t)else s = irrelevant

1<i<n 1<i<n

teT; andte G teT; andteG

The second classifier called image classifier employs image features. Image features
are extracted from each sample image. We first segment a sample image into 32x32
blocks, and compute an average RGB value for each block. An image is represented
as a vector of 3,072 (32x32x3) average values. We represent a thumbnail as a vector
of size 3,072 similarly. Assume there are n; sample images G,,G,,, ...,Gin[ for

image sense s;. The following procedure determines the image sense which G belongs
to. We compute the Euclidian distance of sample images and G. The image sense
containing a sample image with the smallest distance with G will be considered. If
the distances of all the sample images and G are larger than a threshold, then G will
be assigned to irrelevant category.

if min (min(dist(G,G,))) < € then s = argmin (argmin((dist(G, G,))) then s = irrelevant

I<i<n 1<j<n, 1<i<n I<j<n;

The third classifier called URL classifier employs website features. We postulate that
images coming from the same web site share the same sense. This idea is similar to
one sense per discourse in WSD [6]. The discourse here is the website in which im-
ages occur. We extract the top level URLs of all the sample images and the target
image G, count how many sample images of each sense have the same URL as G, and
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select the sense of the highest count. This procedure is defined as follows, where U; is
a set of top-level URLSs of the sample pages of sense s;, and us denotes top-level URL
of G.

if max (cardinality({ulue U,,u=u;}))>0
1<i<n

then s =argmax (cardinality({ulue U,;,u =u,})) else s = irrelevant
I<i<n
Besides the fundamental URL classifier, we also consider the rank of each sample
image returned by search engine. The revised procedure is shown as follows. The
function rank(u) returns the rank of sample image u. The larger the reciprocal Rank of
u is, the higher score it contributes.

1 " 1 "
if max z ————>0then s =argmax Z ————else s =irrelevant
tsisn =, Tank(u) ISiSn et/ aeu, TANK(W)

The fourth classifier called expanded text classifier uses top-level URL ug to expand
the short snippet of a returned image G for a target term v. We submit “v us” to text
search engine, collect the returned snippets, regard them as expanded text, and adopt
the same procedure as the first classifier to determine the suitable sense.

The fifth classifier adopts voting strategy to merge the results of the above four
classifiers. A sense s will get a vote 1 for an image G when a classifier labels G with
s. If a classifier determines G to be irrelevant, then the irrelevant label gets vote 0.5.
Finally, the label (a sense or an irrelevant mark) of the highest vote will be proposed.

4.2 Experiments and Discussion

In the experiments, we adopt the following 7 metrics to evaluate the performance of
image sense classifiers.

50 Recall = #of relevantimages with correct annotation
#of relevantimages
@) Precision = #of relevantimages with correct annotation
#of images annotated with a sense
2x Recall x Precision
®) Fmeasure, = —
Recall + Precision
1.25x Recall x Precision
“) Fmeasure, ; = —
Recall + 0.25x Precision
(5) ClassNum = Number of classes that a classifier proposes
Claum # of correct images annotated as class ¢
6) Purity = —&=1 #of images annotated as class ¢
ClassNum
ClassNum
#of images annotated as class c
@) AvgNum = —¢=!

ClassNum
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Recall, precision, and F-measure are common metrics used in information re-
trieval. ClassNum denotes the number of classes that a classifier proposes. A useful
classifier will deal with as many senses as possible. Purity is similar to precision, but
different classes have different weights. For example, the dominate senses have the
higher weight in precision. AvgNum is the average size for each class that a classifier
proposes. Here, a useful classifier should provide enough images for each class.
Fmeasure 5 is adopted because precision is more important than recall in this task.

Table 6 shows the performance of different classifiers. Here, C# and Avg# abbre-
viate average ClassNum and average AvgNum, respectively. Two baselines are
experimented for comparisons. Baseline 1 neglects the unpopular senses, and classi-
fies images to the most common sense. That is, C#=1 in baseline 1. The recall of the
baseline 1, i.e., 0.5665, shows that there always exists a dominating image sense for
each experimental query term. Baseline 2 assigns one of the possible senses to an
image at random. Baseline 1 is better than baseline 2 in near all the measures. How-
ever, only the major sense is considered in baseline 1. That is impractical. Compara-
tively, baseline 2 deals with large number of possible senses (C#=10).

Table 6. Performance of Different Classifiers

Classifier Prec Recall F1 F0.5 Ct# Purity Avg#
Baseline 1 0.4033 0.5665 0.4680 0.4438 1 0.4033 298

Baseline 2 0.1407 0.1928 0.1618 0.1483 10 0.1407 33.09
Text w/o ISF 0.4012 0.2482 0.2727 0.2938 6.5 0.4048 24.48
Text w/ ISF 0.4273 0.2604 0.3119 0.3396 10 0.3481 15.34
Image 0.3021 0.2391 0.2648 0.2756 9.7 0.2738 19.47
URL w/o ranks 0.4758 0.1353 0.2053 0.2495 8.6 0.4051 6.41

URL w/ Ranks 0.4544 0.1277 0.1941 0.2362 8.9 0.4141 6.66

Expanded Text 0.3696 0.4062 0.3826 0.3773 10 0.2940 25.49
Merge 0.4283 0.3666 0.3860 0.3974 10 0.3729 2041
Human 0.7892 0.7435 0.7622 0.7700 9.9 0.5942 20.72

The text classifier with ISF is better than that without ISF in most of the measures.
C#=10 means that the text classifier with ISF' can deal with all the senses of each
query term. In contrast, the text classifier without ISF can only disambiguate 65% of
senses (refer to C# column). Compared with baseline 1, the text classifier with ISF
can deal with 10 times more senses with competitive performance. Image classifier is
worse than text classifier, but is still better than baseline 2.

The recall and Avg# of URL classifier is the worst of all models since most of im-
ages come from the unseen web sites. In contrast, its precision and Purity is the best
of all models. That confirms the postulation of one sense per discourse: images in the
same web sites share the same sense. The performance of the URL classifier with and
without ranks is quite similar. That shows the ranks of snippets may not be a powerful
factor.

Comparing the pure text classifier and the expanded text classifier, we can find the
latter is better than the former. In particular, the recall is improved 55.99% at the
expense of 13.50% precision decrease. The expanded text helps reduce the short snip-
pet problem. When all the classifiers are merged together by voting strategy, the
performance is the best. The last row of Table 6 also lists human performance for
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comparison. Given a set of image senses and a set of images, a user is asked to assign
each image to a sense cluster. In this experiment, F1, FO.5 and Purity of human are
0.7622, 0.7700, and 0.5942, respectively. The merge classifier achieves 54.27%,
49.31%, 50.64%, and 51.61% of human performance in precision, recall, Fmeasurel,
and Fmeasure(.5, respectively.

We analyze the performance of various models under different query terms to find
the influence factors. Baseline 1 depends on the dominating degree of most common
senses. Baseline 2 is influenced by the number of image senses and the number of
irrelevant images. The quality of training samples is affected by the number of irrele-
vant images. The performance of classifiers is sensitive to the quality of training sam-
ples, the number of image senses, number of irrelevant images and the classification
strategies.

5 Concluding Remarks

This paper investigates the image sense disambiguation in web image retrieval. A
method to find unknown image senses is proposed. Total 97.12% of image senses
returned by a search engine are covered. We also collect sample pages and sample
images of each sense without human annotation. The average precision of sample
images is 68.26%. We propose four kinds of classifiers using text, image, URL, and
expanded text features, respectively, and a merge strategy to combine the results of
these classifiers. For classifying unseen images, the merge classifier achieves 0.3974
in Fmeasure,s, which is much better than the baseline (0.1483). It has 51.61% of
human performance. There are still spaces for further improvement. The irrelevant
images influence performance very much. How to filter out irrelevant images is im-
portant for image sense disambiguation. How to integrate the collection of sense de-
scriptions to an existing ontology like WordNet will be investigated.
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Abstract. This paper presents a subword normalized cut (N-cut) ap-
proach to automatic story segmentation of Chinese broadcast news (BN).
We represent a speech recognition transcript using a weighted undirected
graph, where the nodes correspond to sentences and the weights of edges
describe inter-sentence similarities. Story segmentation is formalized as a
graph-partitioning problem under the N-cut criterion, which simultane-
ously minimizes the similarity across different partitions and maximizes
the similarity within each partition. We measure inter-sentence simi-
larities and perform N-cut segmentation on the character/syllable (i.e.
subword units) overlapping n-gram sequences. Our method works at the
subword levels because subword matching is robust to speech recognition
errors and out-of-vocabulary words. Experiments on the TDT2 Mandarin
BN corpus show that syllable-bigram-based N-cut achieves the best F1-
measure of 0.6911 with relative improvement of 11.52% over previous
word-based N-cut that has an Fl-measure of 0.6197. N-cut at the sub-
word levels is more effective than the word level for story segmentation
of noisy Chinese BN transcripts.

1 Introduction

Story segmentation is an interesting task aiming at partitioning a text, audio or
video stream into a sequence of topically coherent segments known as stories.
The increasing availability of multimedia data is fostering a new wave of seman-
tic access to the media content. Story segmentation is an important prerequisite
since various tasks, e.g., topic tracking, summarization, information extraction,
indexing and retrieval, usually assume the presence of individual topical ‘doc-
uments’. Specifically, for a broadcast news (BN) retrieval system, users expect
short clips of relevant news stories rather than an entire news stream in response
to their specific queries. However, manual segmentation requires annotators to
go through the whole stream, which costs tremendous labor. As the exponential
proliferation of multimedia content on the Internet, automatic story segmenta-
tion techniques are highly in demand and this need will continue to rise.

G.G. Lee et al. (Eds.): AIRS 2009, LNCS 5839, pp. 136 2009.
© Springer-Verlag Berlin Heidelberg 2009
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Previous efforts on automatic story segmentation focus on three categories
of cues: (1) video cues such as anchor face and frame similarity [, (2) acous-
tic/prosodic cues such as significant pauses and pitch resets from audio [T2],
and (3) lexical cues from text transcripts. Compared to other two types of cues,
lexical cues are more popular since it works on texts and speech recognition
transcripts of multimedia sources. Main lexical approaches include word cohe-
siveness, e.g. TextTiling [3], the use of cue phrases [4] and statistical modeling.
TextTiling is based on a straightforward observation that different topics usually
employ different sets of words. As a result, pairwise similarity measure between
consecutive sentences can be used across the text, and a local similarity minimum
implies a possible topic shift.

These pairwise-similarity-based approaches achieve satisfying performance
when the documents have sharp variations in lexical distribution, such as syn-
thetic collections by concatenation of random texts [5]. However, in real-world
collections, e.g. broadcast news and spoken lectures, transitions between top-
ics are usually smooth and distributional variations are subtle. Recently, graph-
based algorithms have drawn much attention for modeling real-world discoursed].
In many natural language processing applications, entities can be naturally rep-
resented as nodes in a graph and relations between them can be represented as
edges. Research has shown that graph-based representations of linguistic units,
as diverse as words, sentences and documents, give rise to novel and efficient
solutions in a variety of tasks. Malioutov et al. [6] proposed a minimum cut
(Min-cut) approach for spoken lecture segmentation. They abstracted a text
into a weighted undirected graph, where the nodes correspond to sentences
and edges represent the pairwise sentence similarities. The segmentation task
thus shifts to a graph partitioning problem that optimizes the normalized cuts
(N-cut) criterion [7], where the similarity within each partition and the dis-
similarity across different partitions are both considered. This approach takes
into account long-range changes in lexical distribution and outperforms the
state-of-the-art similarity-based segmentation, such as the one developed by
Choi et al. [§].

One of the major challenges of story segmentation on multimedia documents
(e.g. BN) is that story boundaries have to be detected on inaccurate texts tran-
scribed from audio via a large vocabulary continuous speech recognizer (LVCSR).
The inevitable speech recognition errors pose significant difficulties in lexical-
based story segmentation since noisy texts break lexical cohesion. Speech recog-
nition errors result from adverse acoustic conditions, diverse speaking styles,
and absence of in-domain vocabulary. The existence of out-of-vocabulary (OOV)
words (i.e., words outside the vocabulary of the speech recognizer) is more com-
mon for Chinese than other languages such as English. Chinese OOV words
are largely named entities (e.g. Chinese person names and transliterated foreign
names) that are keys to topic discrimination. Recently, the partial matching
merit of subword lexical units [9], has been successfully applied to TextTiling-
based automatic story segmentation of Chinese BN [I0ITI]. At the subword level,

! http://www.textgraphs.org/ws07
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the incorrectly recognized words may include several subword units correctly rec-
ognized and thus recover lexical cohesion in noisy transcripts.

In this paper, we propose a subword N-cut approach to automatic story seg-
mentation of Chinese broadcast news. Graph-based segmentation is conducted
on character and syllable sequences of Chinese LVCSR transcripts. We find that
employing N-cut framework at the subword levels is more effective than the
word level due to the partial matching merit of subwords in Chinese BN. The
proposed approach demonstrates the potential of graph cut approach in story
segmentation. Moreover, the effectiveness of the graph cut approach deserves
further investigation since broadcast news has a different genre with lectures.
For instance, story segmentation in BN punctuates a news program into distinct
topic units while spoken lecture segmentation probes sub-topic changes within
a lecture that has a unique central topic.

2 Corpus

We perform a data-oriented study with the standard TDT2 Mandarin BN corpus
that contains about 53 hours of VOA Mandarin Chinese BN audidd. The 177
audio recordings are accompanied with manually annotated meta-data (includ-
ing story boundaries) and word-level speech recognition transcripts. The TDT2
audio was transcribed by the Dragon LVCSR with word, character and base
syllable error rates of 37%, 20% and 15%, respectively. We adopt a home-grown
Pinyin lexicon to get the syllable sequences of words. We separate the corpus
into two non-overlapping parts: a development set of 90 recordings for parameter
tuning and a set of 87 for story segmentation testing. According to TDT2, a de-
tected story boundary is considered correct if it lies within a 15-second tolerant
window on each side of a manually-annotated reference boundary.

3 Normalized Cut for Automatic Story Segmentation

Lexical-based story segmentation holds the view that the inter-sentence simi-
larity tends to be high within the same story and a inter-story boundary tends
to exhibit a low similarity. Fig. [ illustrates the text Dotplotting [6] of a broad-
cast news transcript from the TDT2 corpus introduced in Section 2l This figure
plots the cosine similarity scores between every pair of sentences in the text.
A ‘sentence’ is defined as a fixed number of consecutive non-overlapping terms
(e.g. words) in the transcript. This is because: 1) real sentence boundaries are
not readily available in the speech recognition transcripts and sentence segmen-
tation is another challenging task that is out of the focus of this paper; 2) the
number of shared terms between two long sentences and between a long and a
short sentence would probably yield incomparable similarity scores [I0]. The op-
timal length of the sentence is tuned on the training set. The intensity of a pixel
(i, ) reflects the degree to which the ith sentence in the text is similar to the jth

2 http://projects.ldc.upenn.edu/TDT2/
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Fig. 1. Sentence similarity dotplot for a BN transcript in the TDT2 corpus
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sentence. As shown in Fig. 1, lower intensity means higher similarity. The verti-
cal red lines denotes the manually annotated story boundaries. From this figure,
we can clearly observe that the difference in similarity between intra-story re-
gions and inter-story boundaries. Lexical approaches, such as TextTiling [3] and
lexical chaining [I2] are all based on this observation.

In the next, we present a lexical approach that regards broadcast news seg-
mentation as a graph-partitioning task aiming at minimizing the normalized-cut
criterion. Normalized-cut has been successfully used in image segmentation [7].
Recently, Malioutov et al. [6] have introduced it to spoken lecture segmentation
and have achieved superior performance over conventional lexical approaches. In
this paper, we show that it can be used at the subword level to push forward
the state-of-the-art of automatic story segmentation of Chinese BN.

3.1 Graph Representation of Text

We depict a text into a weighted undirected graph G = (V, &), where the set
of nodes V corresponds to sentences and & is the set of weighted edges between
each pair of nodes, as shown in Fig. 2] (a). The weight of a edge, w(i, ), define
a similarity measure between sentences s; and s;, where higher scores indicate
higher similarities. Fig. @I (a) considers long-term similarities between nodes by
constructing a fully connected graph. However, considering all pairwise relations
may be problematic and a cutoff should be performed, i.e., edges exceeding a
certain threshold distance is discarded [6]. Fig.[2l (b) shows a graph representation
which discards edges between sentences whose distance exceed two. As shown
later in Fig. 5, we empirically observe that an appropriate cutoff is especially
important for story segmentation in BN. In a BN program, stories related to the
same topic (i.e., a breaking news) may often re-occur for several times. Fig. Bl
shows a sentence similarity dotplot of a BN transcript from the TDT2 corpus.
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Fig. 3. Sentence similarity dotplot for a news program in TDT2, where dark points in
the rectangles indicate high similarities between news stories with the same topic

The stories focusing on the same topic are reported at the beginning, middle and
the end of the program, leading to high sentence similarities between these stories
(i.e., dark points in the rectangles in Fig. Bl). Using fully connected graph, these
re-occurring topics may implicitly decrease the inter-class distance between the
re-occurred topics and inbetweening topics. Therefore, a fully connected graph
may be useful to a topic tracking task, while an appropriate cutoff is essential
and more applicable to a news story segmentation task.

3.2 Similarity Measure

The weight of edges w(i,7) in the graph denotes a similarity measure between
sentences s; and s;. Cosine similarity is usually used in story segmentation,
which is defined by the cosine of the angle between two sentences?:

3 Exponentiated cosine similarity has been used in a real application to avoid losing
numerical precision when summing a series of very small scores[6].
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where v; and v; are the term frequency vectors for sentences s; and s;, respec-
tively. vy; is the tth element of v;, i.e., the term frequency of word ¢ registered
in the vocabulary (with size of T').

We further use similarity score smoothing to avoid possible story boundary
false alarms caused by temporal low similarity points within the same story.
Although sentence similarities incline to remain high within the same news story
and low at inter-story borders, the individual similarity scores can be highly
variable due to rigid matching on term repetitions in similarity computation.
For example, a sudden very low score in the neighborhood of a sentence (may
caused by very infrequent lexical terms, use of synonyms instead of repetitions,
etc.) within a story may induce a story transition false alarm. Therefore, we use
smoothed term frequency vectors achieved by exponentially weighted moving
average. We add counts of words that occur in m adjacent sentences to the
current sentence term frequency vector, i.e.,

w(s;, s;5) = cos(v;, v;) (1)

i+m

Vi = Z ey, (2)
j=i
where « is used to control the degree of smoothing.

3.3 Normalized Cut Criterion and Dynamic Programming Solution

The graph partitioning task can be simply defined as dividing the graph
G=(V,€) into two disjoint partitions, P; and Ps, where P; U Py = V and
P1 NPy =, by removing edges connecting the two partitions. The degree of
dissimilarity between the two partitions is defined as the cut, which is the sum
of the weights of the crossing (removed) edges between the two partitions:

cut(Py,Pa) = Z w(u,v) (3)

u€P1,vEP2

The optimal partitioning of a graph is the one that minimizes the cut value,
which is called Min-cut. Regarding our story segmentation work, Min-cut is
to split the sentences of a text into two maximally dissimilar classes, i.e., by
choosing 751 and 752 to minimize:

(P1,Py) = arg min Z w(u, v) (4)

(P1.P2) u€EP1,vEP2
The Min-cut criterion only can make sure that similarity between the two par-
titions is minimized. It thus favors cutting small sets of isolated nodes in the
graph [7]. To avoid partitioning out small sets of nodes, Shi et al. [7] have pro-

posed normalized cut (N-cut). N-cut ensures the two partitions are themselves
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homogeneous by accounting for intra-partition similarity. It computes the nor-
malized cut cost as a fraction of the total edge connections to all the nodes in

the graph: cut(Pr, P2) N cut(Pr, Pa)

Neut(Pr, Pa) = assoc(P1,V)  assoc(P2,V)

()
where assoc(P1,V) = >, cp, vey WU, v) is the normalization term. It has been
shown that, by minimizing Eq. (@), we can simultaneously minimize the similarity
across different partitions and maximize the similarity within each partition [7].

N-cut based story segmentation is to partition ‘the bag of sentences’ into K
disjoint sets A, As, ..., Ak, so that the similarity among the vertices in a set
A; is maximized and across different sets A;, A; the similarity is minimized. The
K-way N-cut criterion [7] is adopted:

cut(A1,V — A1) = cut(As,V — As) cut(Ag,V — Ak) (©)
assoc(A1,V) assoc(A2,V) assoc(Ar,V)

where {A; ... A} forms a partition of the graph, and V — Ak is the rest set of
the entire graph except partition K.

The problem of minimizing normalized cuts on a graph is a NP-complete
task [7]. However, finding story boundaries is a linear problem, i.e., all of the
nodes (sentences) between the leftmost and the rightmost nodes of a partic-
ular partition should belong to the that partition (story). With this linearity
constraint, a dynamic programming (DP) solution [6] can be used to exactly
minimize the N-cut cost in polynomial time:

cut[Aj .,V — Aj ]
vol[A; 1]

cut[Ajn,V — Aj.]

Ncutg (V) =

Cli,n] = min [C[i— 1,j—1]+

e e
,nin }727377172>17 (7)

B[z’,n]:argmin[C[i—l,j—lH— ],igjgn,z’>1, ®)

i<j<n vol[Aj ]
st. O[] = V=il 1 <n < N, 9)
B[l,n]=1,1<n <N, (10)

where C[i, n] is the N-cut segmentation of the first n sentences into i segments.
The ith segment, A;,, begins at node s; and ends at node si. B[i,n] is the
back-pointer table that is used to recover the optimal sequence of the segment
boundaries. Eq. (9) and (10) indicate the initial condition, i.e. the N-cut value of
the trivial segmentation of a text into one segment and the first segment starts
with the first node. The time complexity of the DP solution is O(K N?), where
K is the number of partitions and N is the number of nodes in the graph.

4 The Subword N-Cut Approach

4.1 Merits of Use of Subwords in Chinese

Lexical-based story segmentation approaches usually involve word matching, e.g.,
word frequency count in similarity measure [3], [6] and linking word repetitions in
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lexical chaining [12]. However, the inevitable speech recognition errors may induce
severe word matching failures, resulting in incorrect lexical similarity measures.
However, the recognition error rates at subword levels are much lower than the
word level, as can be seen from Section2l At subword levels, we can conduct partial
matching and this will partially recover the relations among words. This partial
matching merit is especially important for Chinese LVCSR transcripts.

Chinese is highly different from western languages such as English both in
written and spoken forms. A Chinese word is formed by one to several compo-
nent characters, and there is no space between words serving as word delimiters
in a Chinese text. In fact, ‘word’ is not defined explicitly in Chinese and word
segmentation is definitely not unique. As a result, the same string of characters
may be segmented into different word sequences in different places in a LVCSR
transcript. In some cases, even more than one word sequences are both syntac-
tically valid and semantically meaningful. For example, the word Jhi (North
Korea) is segmented to Jt (North) and #fi (Korea) and they both occur in a
news story in the TDT2 Mandarin corpus. In this case, it is impossible to relate
them by rigid word matching. The high flexibility of Chinese word segmenta-
tion is easy to cause word matching failures. However, the above problem can
be solved by character matching because different segmentations still share the
same component characters.

A Chinese character is pronounced as a tonal syllable. In Mandarin, about
1200 phonologically allowed tonal syllables correspond to over 6500 commonly
used simplified Chinese characters. When tones are disregarded, the number is
reduced to only about 400, known as base syllables. This indicates that there
are a large number of homophones sharing the same base syllable. Tones are
often mis-recognized by the speech recognizer, which contributes a lot to the
recognition errors. In Chinese LVCSR transcripts, it is common that a word is
substituted by another character sequence with the same or similar pronunci-
ations, in which homophone characters are the probable substitutions. Table [I]
shows some word matching failures due to speech recognition errors. Rigid word
matching cannot link the original word and their substitutions together. How-
ever, matching at subword levels can recover their connections.

Table 1. Recognition error samples from TDT2. Subword units for partial matching
are underlined. English translations are in brackets.

Original word  ASR error Base syllable sequence
R 7% B R, LUK U a erji li ya

(Algeria) (Bauer drive want) bao er ji li yao
R = N ao er bu lai te
(Albright) (two step Wright) er bu lai te

Wie 5 =474 zhen ji

(relieve) (quake magnitude) zhen ji

Jie T & gu shi

(stock exchange) (story) gu shi
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Table 2. OOV word samples from TDT2. Subword units for partial matching are
underlined. English translations are in brackets.

Character sequence Base syllable sequence
OOV word: 4 (a Chinese name) wang you cai
ASR 4 f W (when have money) dang you cai
output I (king rape) wang you cai
K A (national friendship talent) bang you cai
OOV word: 3l i3 (Lewinsky) lai wen si ji
ASR >k 3 Wi H:(come article this base) lai wen si ji
output K 1] wlHL (come ask driver) lai wen si ji
k1wl HL(show-up driver) lai de si ji

Flexible word-building in Chinese makes the limited Chinese characters to
produce unlimited words. Hence, there does not exist a commonly accepted Chi-
nese lexicon. Consequently, the OOV problem is more pronounced in Chinese
LVCSR transcripts, especially in the BN program that focuses on timely events.
Many OOV words in BN are named entities (NE). An OOV word appeared in
different places of a spoken document may share part of the characters or be
substituted by several totally different character strings with the same (or par-
tially same) syllable sequence. For example, foreign proper names are common
OOV words in Chinese spoken documents as they are transliterated to Chinese
character sequences based on the pronunciations (i.e. phonetic transliteration).
As a result, speech recognizer may return different character sequences with the
same or similar pronunciations, probably their homophones. Matching at syllable
level can recover these highly-topic-related OOV words due to partial matching.
Some examples are shown in Table

4.2 Subword N-Cut

Motivated by the merits of subwords in lexical matching in Chinese BN tran-
scripts, we propose a N-cut story segmentation approach on different Chinese
subword representations, i.e., character and syllable n-gram units. Given a sen-
tence composed of a sequence of words {wijwows ... wo} and the sequence of
their component characters or syllables {cicacs ... cr}, the overlapping subword
n-gram is defined in Table Bl Higher order subword overlapping n-grams (n > 4)
can be formed accordingly. Overlap between subwords is used to reduce the pos-
sibility of missing any useful information embedded in the subword sequence.
For the same LVCSR transcript of a broadcast news program, we observe
that the syllable-bigram-based dotplot is clearer than the word-based dotplot,
as illustrated in Fig. @l It means syllable-bigram-based inter-sentence similar-
ity decreases across different partitions and increase within partitions, leading
to clearer story boundaries. Based on this observation, we propose to perform
subword N-cut on the subword n-gram representation of sentences (Table [)
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Table 3. Forming character/syllable overlapping n-grams from a word sequence

n-gram Forming rule Example (character & syllable)
word  wi wp ws---wq  PW B WILGHM & B A
e-luo-si di-yi fu-zong-1li ming mo zuo fu
unigram c1 c2 c3---cr w2 W B (LSS A W e i
e luo si di yi fu zong 1li ming mo zuo fu
bigram cico cacz - cr1cp HE B WitE 5B H L R A T R A
e-luo luo-si si-di di-yi yi-fu fu-zong zong-1i:---
trigram cicocs cocgea - KRB B WiEE A Wl LR BISRE B

cr—2¢rp-1¢cr, e-luo-si luo-si-di si-di-yi di-yi-fu yi-fu-zong ---

Sentence Index
3
8

+

20 40 . 60 80 100 120 140 160 180 20 40 60 80 100 120 140 160 180
Sentence Index Sentence Index

Fig. 4. Sentence similarity dotplots for an LVCSR transcript in the TDT2 corpus. Left:
word-based dotplot (same in Fig. [I]), right: syllable-bigram-based dotplot.

according to the N-cut procedure described in Section Bl In the similarity com-
putation defined in Eq. (@), v;; denotes the term frequency of the corresponding
overlapping n-gram unit ¢ in sentence s;.

5 Experiments and Analysis

We carried out story segmentation experiments to evaluate the proposed sub-
word N-cut approach with several state-of-the-art lexical-based approaches, i.e.,
(1) word-based TextTiling [3], (2) subword-based TextTiling [10], (3) word-LSA-
based TextTiling [§], (4) subword-LSA-based TextTiling [I1] and (5) word-based
N-cut [6]. Recall, precision and their harmonic mean, i.e. F1-measure, are used as
evaluation criteria. Empirical parameter tuning was first performed on the devel-
opment set of TDT2, which selects parameters achieving the best F1-measure of
story segmentation. Empirical parameters include the sentence length (i.e. word
block length), the cutoff value, v and m for similarity smoothing in Eq. (2).
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20 40 60 80 100 120 140 160 180 200
Cutoff

Fig. 5. The cutoff value vs Fl-measure for syllable-bigram-based N-cut

Fig. Bl shows the Fl-measure curve of syllable-bigram-based N-cut with differ-
ent graph cutoff values. This plot reveals the difference between broadcast news
and spoken lectures. Malioutov et al. [6] pointed out that taking into account
long-distance lexical dependencies yields substantial gains in segmentation per-
formance. In their spoken lecture segmentation work, they have achieved the
best performance with edge cutoff threshold at 100 and 200 sentences. In our
broadcast news segmentation, the optimal cutoff values for all testing word and
subword N-cuts are around 15-35 (15-20 for syllable-bigram, as show in Fig. [).
Small cutoff values accord with our explanation in Section B} stories with the
same topic often re-occur in a news program and considering long-distance sim-
ilarity (i.e., a large cutoff value) can be harmful to the news segmentation task.
From Fig. Bl we also observe an interesting bi-peak phenomenon. This is in ac-
cordance with the short and long stories. A broadcast news program (e.g. VOA,
the source of TDT2) is usually composed of brief news reporting headlines and
detailed news that focus on intensive reports on news events. The first peak with
small cutoff (around 15-20) fits the short brief news and the second peak with
big cutoff (around 120-140) fits the long detailed news. The highest F1-measure
is achieved by a small cutoff is due to the large number of brief news in TDT2
(over 3/5 of the corpus).

The experimental results on the test set are summarized in Fig. [0 and Fig. [1
Results indicate that the syllable-bigram-based N-cut achieves the best F1-
measure of 0.6911 with relative improvement of 11.5% over Malioutov’s word-
based N-cut(F1=0.6197) [6] and 4.74% over the character-bigram-LSA-based
TextTiling (F1=0.6598) [I1]. In general, syllable/character unigram and bigram
N-cuts show superior performance, while trigram and 4-gram N-cuts present
inferior performance. This is mainly due to the fact that (1) the probability
of long sequences with correctly recognized characters/syllables is smaller than
short character/syllable units; (2) the most frequently used words in Chinese
are bi-character. Trigram and 4-gram LSA based TextTiling achieves better F1-
measure as compared with other trigram and 4-gram approaches because of
LSA’s noise-removal feature [I1].
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Fig. 6. Experimental results on the TDT?2 test set
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bigram based Ncut

Fl1-measure

Hearst'97 Choi'01  Malioutov'06  Yang'08  The proposed

Fig. 7. Best performance comparison on TDT2 corpus: Hearst’97 [3], Choi’01 [§],
Mallioutov’06 [6], Yang’08 [11] and the proposed approach

6 Summary and Future Work

This paper has modeled Chinese BN segmentation as a graph partitioning task
under N-cut criterion that aims to simultaneously optimize the sentence simi-
larity within each story and dissimilarity across different stories. Motivated by
the robustness of subword units in partial matching of Chinese words, we have
proposed to perform N-cut on character/syllable overlapping n-grams of noisy
broadcast news transcripts with speech recognition errors. We conclude from the
experiments that the proposed method can effectively improve the automatic
story segmentation performance on Chinese BN. Syllable-bigram-based N-cut
achieves the best Fl-measure of 0.6911 with relative improvement of 11.5% over
Malioutov’s word-based N-cut that has an F1-measure of 0.6197.

Current K-way N-cut approach cannot automatically determine the granular-
ity of a resultant segmentation. The number of stories (K') has to be set a priori.
We plan to introduce the graduated graph cuts (GGC) approach [13] to BN seg-
mentation, which can automatically determine the optimal number of partitions
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and keep the best granularity of the whole segmentation. Since latent semantic
analysis (LSA) has the merit of concept matching, we also plan to introduce
LSA to subword-based N-cut to achieve more robustness in story segmentation
of noisy speech recognition transcripts.
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Abstract. In this paper, we propose a document topic model (DTM) which is
based on the non-negative matrix factorization (NMF) approach, to explore
Japanese spontaneous spoken document retrieval. Each document is interpreted
as a generative topic model, belonging to many topics. The relevance of a
document to a query is expressed by the probability of a query word being gen-
erated by the model. Different from the conventional vector space model where
the matching between query and document is at the word level, the topic model
complete its matching in the concept or semantic level. So, the problem of term
mismatch in the information retrieval can be improved, that is, the relevant
documents have possibilities to be retrieved even if the query words do not
appear in them. The method also benefit the retrieval of spoken document con-
taining “term misrecognitions”, which is peculiar to the speech transcripts. By
using this approach, experiments are conducted on a test collection of corpora
of spontaneous Japanese (CSJ), where some of the evaluating queries and an-
swer references are suited to retrieval in semantic level. The retrieval perform-
ance is improved by increasing the number of topics. When the topic number
exceeds a threshold, the NMF’s retrieval performance surpasses the tf-idf-based
vector space model (VSM). Furthermore, compared to the VSM-based method,
the NMF-based topic model also shows its strongpoint in dealing with term
mismatch and term misrecognition.

Keywords: spoken document retrieval, non-negative matrix factorization,
document topic model.

1 Introduction

The search and retrieval of a document is generally conducted by matching keywords
in the query to those in the target documents. When the keywords are found in a
document, the document is regarded to be relevant to the input query. A fundamental
problem of information retrieval (IR) is term mismatch. A query is usually a short and
incomplete description of the user’s information need. Users and authors of docu-
ments often use different terms to refer to the same concepts and this produces an
incorrect relevance ranking of documents with regard to the information need
expressed in the query.

For spoken document retrieval (SDR), it faces a new problem besides the term
mismatch. The SDR is generally carried out by using textual approaches to speech

G.G. Lee et al. (Eds.): AIRS 2009, LNCS 5839, pp. 149: 2009.
© Springer-Verlag Berlin Heidelberg 2009



150 X. Hu et al.

transcripts. The transcripts are generally obtained by utilizing automatic speech rec-
ognition systems. However, because of the limitation of current speech recognition
technology, the transcript produced by the speech recognition process always contains
errors. In SDR, terms misrecognized will not match the query and the document rep-
resentations. Naturally, this hinders the effectiveness of the SDR system in a way
similar to the term mismatch. Here, we call this problem as the term misrecognition.

Advanced users need tools that can find underlying concepts and not just search for
keywords appearing in the query. It is widely acknowledged that the ability to work
with text on a semantic basis is essential to modern information retrieval systems.
Topic models are very popular for presenting the content of documents. Recently,
researches on these aspects are becoming booming. The probabilistic latent topic
modeling approaches, such as probabilistic latent semantic analysis (PLSA) [1] have
been demonstrated effective in the tasks of spoken document retrieval. Chen [2] pro-
posed a word topic model (WTM) to explore the co-occurrence relationship between
words, as well as the long-span latent topical information, for language modeling in
spoken document retrieval and transcription, and verified that the WTM is a feasible
alternative to the existing models, i.e. PLSA.

Non-negative matrix factorization (NMF) [3] is also an approach in latent semantic
space. It is a type of dimension reduction technique, and has distinct features of pre-
serving the original data as well as the non-negative of the original data. Different
from the other similar decomposition approaches such as singular value decomposi-
tion (SVD) [4], the NMF uses non-negativity constraints; the decomposition is purely
additive; no cancellations between components are allowed, so they lead to a parts-
based representation. Also, the NMF computation is based on a simple iterative proc-
ess, it is therefore advantageous for applications involving data sparseness, like large
vocabulary speech recognition. It is regarded to be suitable for finding the latent se-
mantic structure from the document corpus and to identify document clusters in the
derived latent semantic space. We adopt the NMF-based document topic model
(DTM) approach for spontaneous spoken document retrieval (SDR) in this study.
Since the approaches of latent semantic indexing are based on the semantic relations,
a relevant document can be retrieved even if a query word does not appear in that
document. So this feature can be used to compensate for the speech recognition er-
rors. In this study, the focuses are mainly on dealing with the term misrecognitions,
investigating the effectiveness of this DTM for SDR. The comparisons are conducted
between this model and the conventional vector space model (VSM), since we pres-
ently limit on investigating the difference between the semantic matching and the
keyword matching.

The rest of this paper is organized as follows: In Section 2, based on our previous
work, we briefly introduce how to build the term-document matrix stochastically
using N-best sequence. In Section 3, we describe the document topic model for in-
formation retrieval, and explain the method to construct the topic model by using the
factorized matrices of the NMF, and show how to compute relevance of target docu-
ment to the retrieving query using this topic model. In Section 4, the experimental
setups and results are reported, highlighting the comparison between the proposed
method and the conventional tf-idf-based VSM. Finally, in Section 5, we present our
conclusions, discuss the characteristics of NMF in retrieval, especially when dealing
with the term misrecognitions.
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2 Term-Document Matrix Built on N-Best

The system presented here operates in two phases combining speech-based processing
and text-based processing.

In the speech-based processing phase, the spoken documents are transcribed by an
automatic speech recognizer (ASR). The transcription of the ASR is in the form of an
N-best list, in which the top N hypotheses of the ASR results are stored in the recog-
nition result lattice. The reason to select the N-best is that it needs less computation
and less memory than the original lattice in search a recognition hypothesis. The
usage of N hypotheses is to utilize those correct term candidates hidden in other
hypotheses, and to compensate the effectiveness of term misrecognitions.

In the text-based processing phase, the term-document matrix used for NMF is built
on an updated tf-idf-based vector space model (VSM). In tf-idf-based VSM, term
frequency ¢f, which is defined as the number of a term occurs in a document and the
inverse document frequency idf, are the two fundamental parameters. For the N-best,
we introduce a stochastic method to compute these two parameters. This method is
described as follows:

Let D be a document modeled by a segment of the N-Best. P(wlo,D) is defined as the
posterior probability or confidence of a term w at position o in D in order to refer to
the occurrence of w in the N-Best.

The #f is evaluated by summing the posterior probabilities of all occurrences of the
term in the N-Best. Furthermore, we update it with Robertson’s 2-Poisson model as
follows.

7'(D,w)

if (D,w) =
(D, w)+ lengtz(D) (H

Where the #f” is the conventional term frequency, and is defined as follows:

if'(w,D)=>">"K(i)*P(wlo,, D) @

D i=1
K(@)=(N+1-i) it (3)

The length(D) is the length of document D, 4 is the average length of the whole

document set. Similarly, the idf is calculated on the basis of the posterior probability
of w, as shown in the following equation:

idf (w)=log(N, / Y O(w, D)) (4)
DeC

Here,
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I, iftf'(w,D)>05

0, otherwise

O(w,D) :{ (5)

Np is the total number of documents contained in the corpus. C is the entire document
set of the corpus.

The term-document matrix A for NMF is finally built by using #f idf. By using the
processing of NMF, a topic model is constructed, and is used for computing the rele-
vance of target documents to the input query.

3 NMF-Based Document Topic Model for Spoken Document
Retrieval

3.1 Document Topic Model and Information Retrieval

In information retrieval (IR), the relevance measure between a query Q and a docu-
ment D can be expressed as P(DIQ). By applying the Bayes theorem, it can be trans-
formed into:

P(Q1D)P(D)

P(D10) === (6)

With the invariability of P(Q) over all documents, and assuming that document prob-
ability P(D) has a uniform distribution, ranking the documents by the P(DIQ) can be
realized using P(QID), the probability of query Q being generated by the document D.
If the query Q is composed of a sequence of terms (or words) Q=w,w,..wy,, the
P(QID) can be further decomposed as a product of the probabilities of the query
words generated by the document :

PQID)=]] P(w,1D) @)

Each individual document D can be interpreted as a generative document topic model
(DTM), denoted as M, and is embodied with K latent topics. Each latent topic is

expressed by the word distribution of the language. So two probabilities are associ-
ated with this topic model: the probability of a latent topic given a document and the

probability of word in a latent topic. So the probability of a query word W, generated
by D is expressed by

K
Py (W, 1M )= P(w, )Pk M ) (8)
k=1
Where P(w; | k) denotes the probability of a query word w; occurring in a specific

latent topic k, and Rk|M,) is the posterior probability of the topic k generated by the
document model M , .
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Therefore, considering on the equation (7) and (8), the likelihood of a query Q
generated by D is thus represented by

Py (QIM )= H{Z P(w, 1 k)P (k| MD)} 9)
w, Lk=1

In this study, we compare the retrieval performance of the NMF with the conventional
vector space vector (VSM) where the similarity between the query Q and docu-

ment D is computed by following equation:
D eQ

sim(D,Q):W (10)

3.2 Link NMF to Topic Model

Let A be the matrix produced in section 2 to stand for relationships among the terms
and documents, with dimension mXn. Let S be the sum of all elements in A. Then

A =A/S forms a normalized table to approximate the joint probability p(w,d) of
term w, and document d.

NMF is a matrix factorization algorithm [3] that finds the positive factorization of
a given positive matrix. Assume that the given document corpus consists of K topics.
The general form of NMF is defined as:

A =~ GH (1
The matrix factorization of A will result in an approximation by a product of two non-

negative matrices, G and H with dimension mXxK and dimension kXn respectively.
So from the equation (11), the joint probability p(w,d) can be expressed by

. K
pw,d)=A=% G, -H,, (12)
k=1

To normalize G by a, = Z G,,> H byﬁk = Z[—Ik .o and define p(k) = akﬂk , the p(w,d)

can be rewritten as:

pw, d) =

56, Hy, A A 13
p(k)=> G Hia p(k) (13)
k=1 ak ﬂk k=1

Each entity g, (1<k<K) of the matrix G accounts for the probability of a word
Ww; that would be generated by a latent topic k., that is Rw; 1k) of the equation (9).

Each entity hk’ , of the matrix H accounts for the probability of document D by a
latent topic k , that is P(M,, 1 k).
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The pk| M,) of equation (8) can be obtained by using Bayes theorem

G, . H K oA A

—k L p(k) =Y Gk Hia p(k) (14)
1 O ﬂk k=1

Based on the above equations, the equation (9) for relevance can be computed by the
matrices G and H, the factorized matrices of the NMF.

pw,d)=

K
k=

4 Experiments

4.1 Experimental setups

A test collection of CSJ is used for evaluation. The CSJ (Corpus of Spontaneous
Japanese) is the result of a Japanese national project on ‘Spontaneous Speech Corpus
and Processing Technology ° [5]. It contains 658 hours of speech consisting of ap-
proximately 7.5 million words. The speech materials were provided by more than
1,400 speakers of various ages. About 95% of the CSJ corpus is devoted to spontane-
ous monologues, such as academic presentations and public speaking, including man-
ual transcriptions. This test collection is developed by the Japanese Spoken Document
Processing Working Group [6], with the aim of evaluating the retrieval of spoken
document retrieval systems. This collection consists of a set of 39 textual queries, the
corresponding relevant segment lists, and transcriptions by an automatic speech rec-
ognition (ASR) system, allowing retrieval of 2702 spoken documents of the CSJ. The
large vocabulary continuous ASR system use an engine in which the acoustical model
is trained by a corpus in the domain of travel [8], but the language model is trained by
the manually-built transcript of the CSJ corpus. The word accuracy of the recognition
system is evaluated as 60.5%. Because the criteria in determining relevant is not
merely dependent on query’s keywords, the semantic content needs to be taken into

consideration. For examples, for keyword sequence of “R¥Y N %A B #” which
corresponds to query text “[HN101801] RY R Z@S CEOMAFELEGFBEMICD
WTIRXTWBERTZBRL 12U\ search the utterances about the purposes or ef-
fects of raising pets”, keyword “/X¥Y N (pet)” appears in all of its answer files, but

“%h F (effect), “E BY(purpose)” are misrecognized or only appear in just 2 files with
low #f. That means that when using the VSM, these answers can be hit mainly de-
pendent on the first keyword “R ¥ N (pet)”.

For the data structure of test transcript, three types of transcripts of the same spoken
documents are used for evaluations.

(1) N-best (here 10-best is used, denoted as nbst).
(2) 1-best (denoted as 1bst).
(3) Manual transcript (denoted as tran).

The mean average precision (MAP) is used as the performance measure in this study.
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4.2 Experimental Results

4.2.1 Retrieval Performance with Topic Number

Figure 1 shows the MAPs of retrieving nbst using the proposed NMF-based model,
and conventional tf-idf-based VSM in different topics number. As the topic number
increases, the nbst’s MAP increases nearly monotonously. After the topic number is
over a threshold (here it is 700), the MAP of the NMF-based model surpasses the
VSM. Therefore it can be concluded that the NMF mainly functions in the high
dimensional semantic space.

0.3
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Fig. 1. MAPs in different topic numbers

4.2.2 Effectiveness on different Data Type
Table 1 shows the retrieval performance for different data types using the NMF and
VSM methods. In this experiment, the number of topics was selected to be 1000.

For all of 3 data types, the NMF method proved to be superior to the VSM. For
example, the improvement of NMF to the VSM is 5.5% for the N-best transcripts.
Although the improvement is not so large, the significance of the NMF is that its
retrieval is on the semantic level, so it has a potential ability to deal with the problem
of misrecognition. Meanwhile, the performance of systems that use the N-best are
better than the those that use the /-bst, they show the same characteristics as in other
research on lattice-based spoken document retrieval that the N-best can search or
retrieve correct speech segment by utilizing multiple recognition hypotheses even if
the 1-best one is incorrect [7].

Tablel. Retrieval performance of different data type (for NMF, dimension=1000)

1bst nbst tran
NMF 0.240 0.255 0.285
VSM 0.233 0.241 0.253
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5 Conclusions

In this paper, we proposed a NMF-based document topic model to explore the Japa-
nese spoken document retrieval. By experiments on the CSJ spoken corpus, the
retrieval performance of the NMF-based topic model is found to be steadily improved
with the increases in the number of topics. When the topic number becomes suffi-
ciently large, the NMF-based model outperforms the conventional tf-idf-based VSM.
However, this fact also reveals that the merit of NMF-based topic model for retrieval
is conditional on the number of topics.

We show that as in the case of the VSM, the N-best is also effective to compensate
for the misrecognition for the proposed NMF-based model. Moreover, its improve-
ment (6.2%) from 1-best to N-best is also larger than the VSM(3.4%). This achieve-
ment is due to the characteristics of topic model — matching at the topic level. By
analyzing individual queries, the retrieval improvement mainly happens in those con-
taining misrecognition or no keyword exists in documents. For instance, for query
[HN101801] mentioned in above, its MAP is changed from 0.051 (VSM) to 0.128
(NMF).

In future work, the comparison of the NMF-based topic model to other topic mod-
els such as PLSA, LDA will be analyzed in detail.
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Abstract. We investigated methods for music information retrieval sys-
tems where the search term is a portion of a misheard lyric. Lyric data
presents its own unique challenges that are different to related problems
such as name search. We compared three techniques, each configured
for local rather than global matching: edit distance, Editex, and SAPS-
L — a technique derived from Syllable Alignment Pattern Searching.
Each technique was selected based on effectiveness at approximate pat-
tern matching in related fields. Local edit distance and Editex performed
comparably as evaluated with mean average precision and mean recip-
rocal rank. SAPS-L’s effectiveness varied between measures.

1 Introduction

The internet provides great potential for customers to locate and purchase songs
that they remember from years earlier. It is a frequent occurrence that the title
of a song is not known, but a portion of lyrics is remembered. To locate the
songs a web search may be carried out using portions of the lyrics as the query.
We aim here to investigate methods for improving retrieval effectiveness where
the portions of the lyrics used are misremembered or misheard. Misheard lyrics
can stick surprisingly persistently in people’s minds as will be very apparent
to those who have witnessed somebody unashamedly singing “Lucy in disguise
with lions” along to the well-known Beatles song.

An appealing approach to solving this problem would be to conduct a Google
search using either an exact quoted query made up of a portion of the lyric, or a
handful of unique words remembered from the lyric. This approach has a good
chance of success if the lyric has been remembered correctly. In the case where
the lyric has been misheard, success is less likely. As a successful quoted query
requires an exact portion of the lyric, this approach is inappropriate for solving
the misheard lyric problem. A query made up of a handful of words is susceptible
to the same problem, words from the misheard lyric that do not appear in the
actual lyric will produce results not related to the desired lyric.

The approaches used here were selected based on their effectiveness at approx-
imate pattern matching in related fields where they are often used when exact
matching fails to produce useful results. We compared three techniques config-
ured for local rather than global matching: edit distance, Editex, and Syllable
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Alignment Pattern Searching - Local (SAPS-L). The aim was to determine which
technique would provide the most relevant results, where relevance is judged by
a small panel of assessors and relevance candidates are selected using the pooling
method favoured by the Text Retrieval Conference, TREC[4]. Due to the nature
of the data, the query string (the pattern) is significantly shorter than the entire
lyric (the text). An approximate alignment between the text and pattern is likely
to occur at some location within the text, but not necessarily commencing at
the beginning. For this reason it is appropriate to search for a local alignment
rather than a global alignment.

All techniques were successful in retrieving relevant answers to queries. Local
edit distance and Editex performed comparably in both measures of retrieval
effectiveness. The t-test did not confirm that there was a statistically significant
difference between the effectiveness of these techniques. SAPS-L performed bet-
ter on the binary measure, mean reciprocal rank, than on mean average precision
(MAP).

2 Previous Work

To our knowledge there is no previous work published on the specific problem of
lyric matching for misheard lyrics, so we discuss related textual pattern matching
problems, and other work involving lyric retrieval.

Zobel and Dart[I8] assessed the retrieval effectiveness of a series of edit dis-
tance techniques, phonetic techniques, and combinations of the two on personal
name matching. Editex was found to be very effective for phonetic matching in
this area. Edit distance was also among the leading techniques in this study.

Kondrak and Dorr[8] investigated the problem of ensuring that new drugs
are not marketed with names that sound like existing drugs for the purpose
of avoiding mistakes in a hospital setting. A variety of matching techniques,
including some mentioned above, were used to search for global alignments of
single word patterns in single word texts. They found Editex to be one of two
superior techniques.

Knees et al. [7] sought an answer to the problem of retrieving lyrics of arbitrary
songs from online sources. In the process of doing this they detailed issues related
to ensuring the reliability and accuracy of lyrics retrieval. On comparing versions
of lyrics from multiple sources it was found that they differed in: the spellings of
words; semantic content due to misunderstandings; multiple versions and covers
containing altered content; annotations detailing background vocals, spoken text
and sounds; annotations detailing song meta-data; and abbreviations. Each of
these differences could result in a reduction of retrieval effectiveness when present
and require careful consideration when building a collection data set for lyric
information retrieval. While it might seem that the same techniques that are
used for multiple lyric alignment could be applied to misheard lyric matching,
the problems differ in that a lyric query is likely to be short compared to the
song length, leading to a larger number of mismatching characters between the
strings.
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Kleedorfer et al. [6] applied various clustering techniques to identify clusters
of songs with the same topic, whereas Mayer et al. [I1] extracted features from
lyrics to apply to musical genre classification. Logan et al. [9] also explored
the use of lyrics for genre clustering, by applying Probabilistic Latent Semantic
Analysis (PLSA). They found that using lyric data for genre prediction was
better than random but not as good as using audio features. Building on their
work, Neumayer and Rauber [I4] achieved higher classification accuracy using
lyric features than audio ones, and the combination of lyric and audio features
gave the best results. In addition there is some work on aligning lyrics with
audio [I3] as well as extracting lyrics from singing in order to improve query by
singing systems [BIT2ITEITT].

Similar problems to misheard lyric matching need to be solved for speech
recognition, in that word disambiguation is required. The main difference be-
tween the two domains is that for the misheard lyric matching problem ad-
dressed here, a text-based representation is assumed to exist for both the query
and answer text. In the speech recognition case speech signals are captured and
compared in some form with representations of words. Word disambiguation is
partly achieved with statistical models that predict how likely a particular word
is given previous ones [10].

3 Data Collections

In terms of pattern matching research, the problem of matching misheard lyrics
to actual song lyrics is new, and thus required the creation of a new collec-
tion. Suitable data is available on the web, which became a source of both the
collection and an abundant source of seemingly genuine queries.

3.1 Query Set

The strings that make up the query set were obtained from a user-generated
misheard lyrics websitd]. Contributors submit a pair of strings where the first
is a portion of the correct lyric of a song and the second is what they misheard
the first string as, in sometimes comical fashion. The site is maintained and junk
submissions are periodically removed. The site yielded 4124 portions of misheard
lyrics of which every 82nd was used, for a total of 50. The average query length
was 8.27 words in the full set and 7.42 in the set of 50. Each query represents a
potential search query where exact matching would not produce relevant results.

3.2 Collection

The collection was made up of unabridged lyrics obtained from a web lyrics
databasdd. The base collection is a subset of the lyrics available from that source.
Where not already present, the lyrics corresponding to each of the songs referred
to by the queries were added to the collection.

! http://www kissthisguy.com
2 http://lyrics.astraweb.com/
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The lyrics required some filtering before use in the experiment. To avoid ex-
cessive and error-prone hand-editing, lyrics containing an excess of noise (in the
form of annotations, metadata, etc.) were removed from the set. The lyrics that
remained were converted to lower case. Hyphenated compound words were bro-
ken into two words separated by a single space. All punctuation characters were
stripped and whitespace was substituted for a single space. Digits were substi-
tuted for their written form. For example ‘3’ was replaced with ‘three’, likewise
‘911" was replaced with ‘nine one one’. As a result of these changes, each lyric
occupied a single line of space-delimited lower-case words. This process was for
the most part successful although it was later noted that there remained items
in the lyrics which did not correspond to their pronunciation. Abbreviations and
acronyms proved problematic as a reliable method of removing them was not
found in time. Many abbreviations and acronyms differ in spelling from their
pronunciation. The phonetic techniques may have been disadvantaged by their
presence in the collection. It is also possible that pronunciation may be different
in sung versions compared to rendered versions where numbers exist. Consider
the number 4500, which could be pronounced “forty-five hundred” (as in the
Status Quo song), “four five oh oh”, “four five zero zero”, or “four thousand five
hundred”.

The process described above resulted in a data set containing the lyrics for 2359
songs, being approximately 2.3MB and made up of almost half a million words.

3.3 Relevance Judgements

The relevance set was created using the methods introduced by the TREC
conference[d] although on a much smaller scale. The set is made up of items
selected by a panel of four assessors from a pool of candidates and ranged in
number between 1 per query up to 6 per query. The relevance candidates for each
of the 50 queries were created by pooling together the most relevant 15 results
from each of the three techniques. Each query-candidate pair was judged by four
assessors. All possible results that were not included in the pool of candidates
were considered not relevant. The candidates and the corresponding query were
read aloud by the first author to the assessors, who were instructed to select
all of the candidates they believed were relevant. A candidate could be consid-
ered relevant if the assessor believed that it could be misheard as the query. For
example, the candidate ‘dude looks like a lady’ could be considered relevant if
the assessor believed that it could be misheard as ‘doodoos like a lady’. Only
those items that were selected by two or more of the assessors were used in the
relevance set for measuring the average precision of the results. This resulted in
an average of 2.5 relevant answers per query.

4 Matching Techniques

Three techniques for determining approximate pattern matches on text were
compared, each being configured for local matching: edit distance, Editex, and
SAPS-L.
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edit(0,0) = 0

edit(i,0) = edit(i — 1,0) + d(si_1,si)
edit(0,§) = edit(0,j — 1) + d(t;_1,t;)
edit(i, j) = minfedit(i — 1, j) + d(si—1, $i),
edit(i,j — 1) +d(tj-1,t;),

edit(i — 1,7 — 1) + r(si, t5)]

Fig. 1. The original Editex recurrence relation

edit(0,0) = 0

edit(i,0) = 0

edit(0,7) = edit(0,5 — 1) + d(t;1,t;)
edit(i,j) = minledit(i — 1,7) + d(si—1, s:),
edit(i,j — 1) + d(t;_1,1;),

edit(i — 1,7 — 1) + r(si, )]

Fig. 2. The local alignment variation of Editex

Techniques not present for the construction of the candidates were not con-
sidered for comparison due to the effect discussed by Biittcher, et al. [2], that
an evaluation scheme based on the pooling method will discriminate against any
technique that did not contribute to the pool.

The edit distance measure[I5] is the simplest of the three techniques and uses
dynamic programming to process its input. It quantifies the similarity between
two strings with the number of insertions, deletions, and substitutions required
to transform the first string into the second. As it is the most general of the
three it provides good results on a wide variety of data and does not rely on the
characteristics of any one language. For our experiments we used equal penalties
for substitutions, insertions and deletions, with matches not contributing to the
score.

Editex[I8] combines edit distance with character groups similar to those found
in phonetic matching techniques like Phonix and Soundex (both discussed in Zo-
bel and Dart [I§]). The recurrence relation that lies at the heart of the algorithm
combines some of the characteristics of the phonetic searching techniques with
the dynamic programming edit distance technique. Editex takes into considera-
tion that repeated letters often have a single sound. For example, ‘1I’ results in
a single ‘I’ sound when pronounced. The Editex algorithm was demonstrated by
Zobel and Dart[I8] on data sets made up of personal names. For data of this
type it was preferable to seek to match the pattern over the entire text because
both were of similar size. For the data used here, where the text is many times
longer than the patterns, it is more appropriate to seek a local match, that is, a
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region occurring anywhere within the text that matches the pattern. The orig-
inal Editex is shown in Figure [l and the local alignment modification is shown
in Figure 2l The local alignment variation alters one of the initial conditions of
the table. Alignments are not penalised for beginning any number of characters
into the text. The weights used for our experiments are identical to those used
by Zobel and Dart[I8], that is: 7(a,b) has a score of 0 if @ and b are identical,
1 if they are in the same letter group, and 2 otherwise; and d(a,b) is almost
the same as r(a,b) except when a # b and a is equal to the letter h or w, then
d(a,b) = 1. The Editex letter groups are shown in Figure Bl

0 1 2 345 6 7 8 9
aeiouy bp ckq dt Ir mn gj fpv sxz csz

Fig. 3. Editex letter groups

SAPS-L was derived from Syllable Alignment Pattern Matching[3] (SAPS)
which combines edit distance with a unique three phase process for both text
and pattern which breaks them down to a series of phonetic syllables. The first
phase uses Phonix transformation rules to produce the phonetic form of the
data. The second segments the data into syllables. The third performs a dy-
namic programming algorithm to determine the level of similarity between pat-
tern and text, favouring letter matches and corresponding syllables. In including
this technique we had hoped to retrieve results that while not letter-by-letter
matches, had similar sound and rhythm to the query.

Phonetic transformations, like Phonix, work by performing a series of sub-
string substitutions on a source text with the aim of producing phonetically
spelled output text. This process is of great utility to phonetic matching tech-
niques as the English language features many heterographic homonyms, word
pairings with the same pronunciation but different spelling. With an edit dis-
tance algorithm the words “rough” and “ruff” are unlikely to be considered
similar despite identical pronunciation. Phonetic transformations correct this
issue by attempting to give homophones a common spelling.

SAPS-L was derived and used rather than SAPS due to the singular focus
on personal names present in the original SAPS technique. SAPS-L differs from
SAPS in the phonetic transformation rules used in phase 1, in the syllable seg-
mentation rules used in phase 2, and an alteration to the initial conditions of the
recurrence relation used in phase 3 much like the one made to Editex. Rubin and
Gong trialled SAPS on personal names[3] and was able to use the Phonix trans-
formation rules in the first phase of processing. The Phonix rules are tailored to
suit the characteristics of personal names and were inappropriate for the data
used here as many of the transformations do not occur in English words. An ex-
ample is the substitution of ‘vskie’ for all instances of ‘wsk’. This is appropriate
for personal names of some nationalities, but not for the English language, and
particularly not the subset of English that can be found in lyrics from popular
music. The altered rules can be found in Table [l The changes made to the
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Table 1. The SAPS-L rule set, showing the substitution value, the characters that
will be substituted, depending on whether they occur at the start, middle or end of
a word. V can be any vowel, C can be any consonant, [chars| represents the possible
values for a single character, and [Ichars| represents the only disallowed values for a
single character.

SUB START MIDDLE END SUB START MIDDLE END

g dg dg dg S ps
ko co co co sV zV zV
ka ca ca ca ts tz
ku cu cu cu hrew hrough hrough hrough
si ¢y cy cy [!dh]uf [!dhJough [!dh]Jough [!dh]ough
slei] sclei] eek ique
shal cial cial cial  ker quer
si ci ci ci esk esque
se  sce sce sce rk rq rq
se ce ce ce kwV quV quV quV
kIV clV clV cddV g gh
k ck ck ck e Vgh
krV chrV si cy
krV crV nks nx nx
r wr r rh
kt ct ct ct ith yth yth
f ph ph ph nV [mp]nV
sk sch Vsl Vstl Vstl Vstl
tl btl btl oh eaux
ay eigh eigh eigh eksi exci exci exci
ite ighte ighte ighte Vks Vx Vx Vx
ite ight ight ight  eks X X X
ort ought ought ought nd ned
larf laugh laugh laugh le lle
ort aught aught aught Kkils cles
low lough lough lough Vil Vle
n kn Vils Vles
yn gn Vm Vmb
iy  igh igh igh mps mpts mpts
ne ghne ms mps
nes gnes mt mpt mpt
n gn mees mys
nV gnV  mis  mys mys mys
mee my

syllable segmentation rules added awareness of multiple words, ensuring that
the first character of each word was the start of a new syllable. The following
demonstrates a SAPS-L transformation. ‘dancin with the chicken slats’ becomes
‘DanSin With The ChiKen Slats’. A capital letter indicates the start of a sylla-
ble. The weights used for the SAPS-L matching algorithm were: 6 for matching
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capitals, —2 for mismatching capitals, 1 for matching lower case and white space,
—1 for mismatching lower case and white space, —4 for a mismatch of both case
and letter. Penalties for insertions and deletions were —3 for capitals and —1 for
other characters.

5 Analysis of Results

The query set was processed to retrieve the 100 most relevant results for each
query using each of the three techniques in turn. All candidates selected by two
or more assessors were used in the relevance set to determine the effectiveness of
the results. The average precision of the results was computed and the mean of
these values is shown in Table

Table 2. MAP calculated with the most relevant 15 results and also all 100 results

Mean Average Precision
Technique 15 results 100 results

Editex 0.541 0.552
Edit Distance 0.549 0.559
SAPS-L 0.507 0.519

While the MAP of edit distance is marginally better than that of Editex, it
was not found to be statistically significant and cannot be interpreted as evi-
dence that edit distance provides better results than Editex. The t-test was used
to determine if the average precision values were likely to have been drawn from
different populations, indicating that the difference in the mean was significant.
The p-value returned by the t-test was far too high to be conclusive. This in-
dicates that further work is required to determine the benefits of one technique
over the other.

SAPS-L’s slightly disappointing MAP was contributed to by a number of
factors. The first was the presence of compound words in the text. Compound
words are single words made up of two separate words. While these are sometimes
hyphenated, the more common word pairs are usually written as a single word.
When two words are put together as a compound word, it is difficult to generate
a phonetic version of the word. This is because letters which can usually be
expected to form a particular sound, no longer do so. An example of this is
‘uphill’, ‘ph’ in almost all cases would normally form a ‘f” sound. But here it
does not. These compound words do not react well to phonetic transformations.
A second issue is that often SAPS-L would return results that appeared to have
a similar rhythm to the query but did not sound similar. For longer queries it
seems reasonable to expect that there would not be many results available that
would have both similar rhythm and sound to the query.

Reciprocal rank was computed without the use of the relevance judgements
supplied by the assessors. It is a different method of evaluation that is suited
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to information retrieval tasks where there is assumed to be a single correct
answer. For this task we used the data from the misheard lyrics website where
the queries were sourced. Each of the misheard lyrics that we have used as queries
was submitted along with the correct lyric and that correct lyric was taken to
be the single correct answer for this evaluation measure. The rank of a result is
equal to the location of the correct answer in the list of results. If the correct
answer was returned first, that is the technique considered it the most relevant,
the rank is 1 and the reciprocal rank is 1/1. Whereas if the correct answer had
been returned 4th, the rank would be 4 and the reciprocal rank would be 1/4.
The mean reciprocal rank found in Table [J] is the mean taken over each of the
50 queries in the query set.

Table 3. Mean Reciprocal Rank calculated with the most relevant 15 results and also
all 100 results

Mean Reciprocal Rank
Technique 15 results 100 results

Editex 0.713 0.715
Edit Distance 0.707 0.710
SAPS-L 0.749 0.750

The greater effectiveness of SAPS-L. on this measure does not imply greater
effectiveness, as the number of reciprocal ranks computed is below the recom-
mended minimum for this measurement and the t-test showed no statistical sig-
nificance in the results. However, further experimentation could indicate greater
potential for this technique. The results from edit distance and Editex closely
resemble those from the MAP evaluation.

We also examined whether the matching techniques were disproportionately
successful for longer queries, indicating that the surrounding possibly correct
words were responsible for successful retrieval. Table @] shows the correlation
coeflicients for query lengths of each matching technique with each evaluation
measure. While there is a weak correlation with query length, it can be seen
from the graphs that short queries are often successful. There is also no evidence
that one technique is better than the others for short queries.

The phonetic transformation carried out in the first stage of SAPS-L process-
ing had the effect of wiping out some of the nuance of the sound of the words.

Table 4. Correlation coefficients for query length versus evaluation measure

Average Precision Reciprocal Rank

Editex 0.282 0.418
Edit Distance 0.328 0.439
SAPS-L 0.284 0.436
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These nuances can, and often are, exploited by vocalists to produce phonetic
sounds far removed from the expected phonetic sound of the written word. Em-
phasis can be placed much more heavily and on unusual phonemes in the word.
That emphasis can rarely be predicted by viewing the lyrics in written form. This
suggests that this type of algorithm could be challenging to fine tune for better
results. A related issue is that the phonetic substitutions used in SAPS-L appear
to have been developed for British English (for example, ‘ought’ being substi-
tuted with ‘ort’), whereas the majority of pop songs are sung with American
pronunciation regardless of the origin of the singer.

6 Conclusion

We have investigated the effectiveness of some techniques for retrieving misheard
lyrics in a music information retrieval system. The measures used to evaluate
the effectiveness of the techniques did not reveal any one clear leader. However
SAPS-L showed promise and it is hoped that greater effectiveness can be achieved
by ironing out the issues hampering its effectiveness. Further experimentation
will determine the gains that can be made in SAPS-L’s retrieval effectiveness.

The experiment indicated several areas of importance for further exploration
of this problem. Of primary importance is improving the quality of the collection
set that contains the complete lyrics possibly by retrieving better data from
multiple sources using the method outlined by Knees et al. [7] to produce the
most correct form of the lyric. The aim would be to reduce noise and minimise
phonetic-unfriendly elements such as abbreviations, acronyms, unhyphenated
compound words, and spelling errors. Of secondary importance is an increase
in the number of queries evaluated. The query data source used for this study
yielded 4124 queries, an amount more than sufficient for statistically significant
results. However, we have clearly shown that songs can be retrieved with queries
consisting of misheard lyrics, and that some variation of approximate pattern
matching can be used for this purpose.
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Abstract. It is difficult for users to formulate appropriate queries for search. In
this paper, we propose an approach to query term selection by measuring the ef-
fectiveness of a query term in IR systems based on its linguistic and statistical
properties in document collections. Two query formulation algorithms are pre-
sented for improving IR performance. Experiments on NTCIR-4 and NTCIR-5
ad-hoc IR tasks demonstrate that the algorithms can significantly improve the re-
trieval performance by 9.2% averagely, compared to the performance of the orig-
inal queries given in the benchmarks.

Keywords: Query Formulation, Query Term Selection.

1 Introduction

Users are often supposed to give effective queries so that the return of an information
retrieval (IR) system is anticipated to cater to their information needs. One major
challenge they face is what terms should be generated when formulating the queries.
The general assumption of previous work [14] is that nouns or noun phrases are more
informative than other parts of speech (POS), and longer queries could provide more
information about the underlying information need. However, are the query terms
that the users believe to be well-performing really effective in IR?

Consider the following description of the information need of a user, which is an
example description query in NTCIR-4: Find articles containing the reasons for NBA
Star Michael Jordan's retirement and what effect it had on the Chicago Bulls. Re-
moving stop words is a common way to form a query such as “contain, reason, NBA
Star, Michael Jordan, retirement, effect, had, Chicago Bulls”, which scores a mean
average precision (MAP) of 0.1914. It appears obviously that terms contain and had
carry relatively less information about the topic. Thus, we take merely nouns into
account and generate another query, “reason, NBA Star, Michael Jordan, retirement,
effect, Chicago Bulls”, which achieves a better MAP of 0.2095. When carefully ana-
lyzing these terms, one could find that the meaning of Michael Jordan is more precise
than that of NBA Star, and hence we improve MAP by 14% by removing NBA Star.
Yet interestingly, the performance of removing Michael Jordan is not as worse as we
think it would be. This might be resulted from that Michael Jordan is a famous NBA
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Star in Chicago Bulls. However, what if other terms such as reason and effect are
excluded? There is no explicit clue to help users determine what terms are effective in
an IR system, especially when they lack experience of searching documents in a spe-
cific domain. Without comprehensively understanding the document collection to be
retrieved, it is difficult for users to generate appropriate queries.

As the effectiveness of a term in IR depends on not only how much information it
carries in a query (subjectivity from users) but also what documents there are in a
collection (objectivity from corpora), it is, therefore, important to measure the effec-
tiveness of query terms in an automatic way. Such measurement is useful in selection
of effective and ineffective query terms, which can benefit many IR applications such
as query formulation and query expansion.

Conventional methods of retrieval models, query reformulation and expansion [13]
attempt to learn a weight for each query term, which in some sense corresponds to the
importance of the query term. Unfortunately, such methods could not explain what
properties make a query term effective for search. Our work resembles some previous
works with the aim of selecting effective terms. [1,3] focus on discovering key
concepts from noun phrases in verbose queries with different weightings. Our work
focuses on how to formulate appropriate queries by selecting effective terms or drop-
ping ineffective ones. No weight assignments are needed and thus conventional re-
trieval models could be easily incorporated. [4] uses a supervised learning method for
selecting good expansion terms from a number of candidate terms generated by pseu-
do-relevance feedback technique. However, we differ in that, (1) [4] selects specific
features so as to emphasize more on the relation between original query and expan-
sion terms without consideration of linguistic features, and (2) our approach does not
introduce extra terms for query formulation. Similarly, [10] attempts to predict which
words in query should be deleted based on query logs. Moreover, a number of works
[2,5,6,7,9,15,16,18,19,20] pay attention to predict the quality or difficulty of queries,
and [11,12] try to find optimal sub-queries by using maximum spanning tree with
mutual information as the weight of each edge. However, their focus is to evaluate
performance of a whole query whereas we consider units at the level of terms.

Given a set of possible query terms that a user may use to search documents rele-
vant to a topic, the goal of this paper is to formulate appropriate queries by selecting
effective terms from the set. Since exhaustively examining all candidate subsets is not
feasible in a large scale, we reduce the problem to a simplified one that iteratively
selects effective query terms from the set. We are interested in realizing (1) what
characteristic of a query term makes it effective or ineffective in search, and (2)
whether or not the effective query terms (if we are able to predict) can improve IR
performance. We propose an approach to automatically measure the effectiveness of
query terms in IR, wherein a regression model learned from training data is applied to
conduct the prediction of term effectiveness of testing data. Based on the measure-
ment, two algorithms are presented, which formulate queries by selecting effective
terms and dropping ineffective terms from the given set, respectively.

The merit of our approach is that we consider various aspects that may influence
retrieval performance, including linguistic properties of a query term and statistical
relationships between terms in a document collection such as co-occurrence and
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context dependency. Their impacts on IR have been carefully examined. Moreover,
we have conducted extensive experiments on NTCIR-4 and NTCIR-5 ad-hoc IR tasks
to evaluate the performance of the proposed approach. Based on term effectiveness
prediction and two query formulation algorithms, our method significantly improve
MAP by 9.2% on average, compared to the performance of the original queries given
in the benchmarks.

In the rest of this paper, we describe the proposed approach to term selection and
query formulation in Section 2. The experimental results of retrieval performance are
presented in Sections 3. Finally, in Section 4, we give our discussion and conclusions.

2 Term Selection Approach for Query Formulation

2.1 Problem Specification

When a user desires to retrieve information from document repositories to know more
about a topic, many possible terms may come into her mind to form various queries.
We call such set of the possible terms query term space T={t,, ..., t,}. A query typi-
cally consists of a subset of 7. Each query term t; € T is expected to convey some
information about the user’s information need. It is, therefore, reasonable to assume
that each query term will have different degree of effectiveness in documents retrieval.
Suppose Q denotes all subsets of T, that is, Q=Power Set(T) and 1Q1=2". The problem
is to choose the best subset Ag” among all candidates Q such that the performance
gain between the retrieval performance of T and Ag (Ag € Q) is maximized:

Aq* = argmaxsgeq{(pf (T) — pf (8g))/pf (T} M

where pf(x) denotes a function measuring retrieval performance with x as the query.
The higher the score pf(x) is, the better the retrieval performance can be achieved.

An intuitive way to solve the problem is to exhaustively examine all candidate sub-
set members in Q and design a method to decide which the best Ag* is. However,
since an exhaustive search is not appropriate for applications in a large scale, we re-
duce the problem to a simplified one that chooses the most effective query term
(t; €T) such that the performance gain between T and 7-{¢;} is maximized:

ti = argmaxyer{(pf (T) —pf (T = {t:})/pf(1)}. 2

Once the best 7; is selected, Ag* could be approximated by iteratively selecting effec-
tive terms from 7. Similarly, the simplified problem could be to choose the most inef-
fective terms from T such that the performance gain is minimized. Then Ag* will be
approximated by iteratively removing ineffective or noisy terms from 7.

Our goals are: (1) to find a function r: T —R, which ranks {7, ..., t,} based on their
effectiveness in performance gain (MAP is used for the performance measurement in
this paper), where the effective terms are selected as candidate query terms, and (2) to
formulate a query from the candidates selected by function r.
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2.2 Effective Term Selection

To rank term ¢#; in a given query term space 7 based on function r, we use a regression
model to compute r directly, which predicts a real value from some observed features
of f;. The regression function r: T —R is generated by learning from each #; with the
examples in form of <f(t,),(pf (T) — pf (T — {t;}))/pf (T)> for all queries in the training
corpus, where f{t;) is the feature vector of #;, which will be described in Section 2.4.

The regression model we adopt is Support Vector Regression (SVR), which is a
regression analysis technique based on SVM [17]. The aim of SVR is to find the most
appropriate hyperplane w which is able to predict the distribution of data points accu-
rately. Thus, r can be interpreted as a function that seeks the least dissimilarity be-
tween ground truth y; = (pf(T) — pf(T — {t;}))/pf(T) and predicted value r(t;), and r
is required to be in the form of w f{(#;)+b. Finding function r is therefore equivalent to
solving the convex optimization problem:

1
Ming, g 5 IWIZ+ € G+ 6. 3)
13
subject to:
Ve ET Vi WEOHD) = e+ &, @
Vii §1,6,=0 (wi)+b)  yi = e+¢,. ®)

where C determines the tradeoff between the flatness of r and the amount up to which
deviations larger than ¢ are tolerated, € is the maximum acceptable difference between
the predicted and actual values we wish to maintain, and ¢, and ¢, are slack va-
riables that cope with otherwise infeasible constraints of the optimization problem.
We use the SVR implementation of LIBSVM [8] to solve the optimization problem.
Ranking terms in query term space T={t,, ..., t,,} according to their effectiveness is
then equivalent to applying regression function to each #; hence, we are able to sort
terms f; € T into an ordering sequence of effectiveness or ineffectiveness by r(t;).

2.3 Generation and Reduction

Algorithms Generation and Reduction formulate queries by greedily selecting effec-
tive terms or dropping ineffective terms from space T based on function r.

When formulating a query from query term space 7, the Generation algorithm
computes a measure of effectiveness r(#;) for each term #; € 7T, includes the most
effective term 7, and repeats the process until k terms are chosen (where k is a empiri-
cal value given by users). Note that T is changed during the selection process, and
thus statistical features should be re-estimated according to new 7. The selection of
the best candidate term ensures that the current selected term #; is the most informa-
tive one among those that are not selected yet.
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Compared to generation, the Reduction algorithm always selects the most ineffec-
tive term from current 7 in each iteration. Since users may introduce noisy terms in
query term space 7, Reduction aims to remove such ineffective terms and will repeat
the process until I71-k terms are chosen.

Algorithm Generation Algorithm Reduction

Input: 7={¢,1,...,t,} (query term space) Input: 7={¢,1,...,t,} (query term space)
k (# of terms to be selected) k (# of terms to be selected)
Age{} Aqe{tt.. .t}

fori=1to kdo fori=1 to n-k do

t; « argmax, er{r(t)} t; « argminger{r(t;)}

AgeAq U {t} Age Ag —{t/}
T T—{t;} Te T—{t}

end end

Output Ag Output Ag

Fig. 1. The Generation Algorithm and the Reduction Algorithm

2.4 Features Used for Term Selection

Linguistic and statistical features provide important clues for selection of good query
terms from viewpoints of users and collections, and we use them to train function .

Linguistic Features: Terms with certain linguistic properties are often viewed se-
mantics-bearing and informative for search. Linguistic features of query terms are
mainly inclusive of parts of speech (POS) and named entities (NE). In our experi-
ment, the POS features comprise noun, verb, adjective, and adverb, the NE features
include person names, locations, organizations, and time, and other linguistic features
contain acronym, size (i.e., number of words in a term) and phrase, all of which have
shown their importance in many IR applications. The values of these linguistic fea-
tures are binary except the size feature. POS and NE are labeled manually for high
quality of training data, and can be tagged automatically for purpose of efficiency
alternatively.

Statistical Features: Statistical features of term ¢; refer to the statistical information
about the term in a document collection. This information could be about the term
itself such as term frequency (TF) and inverse document frequency (IDF), or the rela-
tionship between the term and other terms in space 7. We present two methods for
estimating such term relationship. The first method depends on co-occurrences of
terms f; and #; (¢; € T, t#t;) and co-occurrences of terms f; and 7-{#;} in the document
collection. The former is called term-term co-occur feature while the latter is called
term-topic co-occur feature. The second method extracts so-called context vectors as
features from the search results of ¢, ¢, and T-{t,}, respectively. The term-term context
feature computes the similarity between the context vectors of #; and #; while the term-
topic context feature computes the similarity between context vectors of ; and 7-{t;}.
Term-term & term-topic co-occur features: The features are used to measure whether
query term ¢ itself could be replaced with another term #; (or remaining terms 7-{t;}) in
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T and how much the intension is. The term without substitutes is supposed to be impor-
tant in 7. Point-wise mutual information (PMI), Chi-square statistics (X?), and log-
likelihood ratio (LLR) are used to measure co-occurrences between t; and Z, which is
either #; or 7-{t;} in this paper. Suppose that N is the number of documents in the collec-
tion, a is the number of documents containing both #; and Z, denoted as a = #d(;,Z).
Similarly, we denote b = #d(¢; ,~Z) ¢ = #d(~t;,Z) and d = #d(~1;,~Z) i.e., Z=N-a-b-c.

PMI is a measure of how much term ¢ tells us about Z.
PMI(t;, Z) = log[p(t;, 2)/p(t)p(Z)] ~ log[a x N/(a + b)(a + c)] (6)
X’ compares the observed frequencies with frequencies expected for independence.

X2(t,2) =[Nx(@axd—bxc)?]/[(a+b)a+c)(b+d)(c+d)] @)

LLR is a statistical test for making a decision between two hypotheses of dependency
or independency based on the value of this ratio.

—2log LLR(t;,Z) =

1 axN bl N 1 cXN dl g
g e a0 TP e e ) T crmaro Tt an s ©

We make use of average, minimum, and maximum metrics to diagnose term-term co-
occur features over all possible pairs of (¢;#), for any ¢; # ¢t; :

fa)i(ig (t) = I_;IZVt/eT,ti::tj X(t, tj)’ )]

frnax () = maXtheT,ti::th(ti' tj) and frin(t) = minw/eT,ti:cth(ti'tj) (10)

where X is PMI, LLR or X*. Moreover, given T={t,, ..., 1,} as a training query term
space, we sort all terms #; according to their fa’,‘,g (t), X)), or £X.,(t), and their
rankings varied from 1 to n are treated the additional features.

The term-topic co-occur features are nearly identical to the term-term co-occur
features with an exception that term-topic co-occur features are used in measuring the
relationship between #; and query topic 7-{t;}. The co-occur features can be quickly
computed from the indices of IR systems with caches.

Term-term & term-topic context features: The co-occurrence features are reliable for
estimating the relationship between high-frequency query terms. Unfortunately, term
t; is probably not co-occurring with 7-{¢;} in the document collection at all. The con-
text features are hence helpful for low-frequency query terms that share common
contexts in search results. More specifically, we generate the context vectors from the
search results of #; and #; (or T-{¢,}), respectively. The context vector is composed of a
list of pairs <document ID, relevance score>, which can be obtained from the search
results returned by IR systems. The relationship between #; and ¢; (or 7-{t;}) is cap-
tured by the cosine similarity between their context vectors. Note that to extract the
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context features, we are required to retrieve documents. The retrieval performance
may affect the quality of the context features and the process is time-consuming.

3 Experiments

3.1 Experiment Settings

We conduct extensive experiments on NTCIR-4 and NTCIR-5 English-English ad-
hoc IR tasks. Table 1 shows the statistics of the data collections. We evaluate our
methods with description queries, whose average length is 14.9 query terms. Both
queries and documents are stemmed with the Porter stemmer and stop words are re-
moved. The remaining query terms for each query topic form a query term space 7.
Three retrieval models, the vector space model (TFIDF), the language model (Indri)
and the probabilistic model (Okapi), are constructed using Lemur Toolkit [21], for
examining the robustness of our methods across different frameworks. MAP is used
as evaluation metric for top 1000 documents retrieved. To ensure the quality of the
training dataset, we remove the poorly-performing queries whose average precision is
below 0.02. As different retrieval models have different MAP on the same queries,
there are different numbers of training and test instances in different models. We up-
sample the positive instances by repeating them up to the same number as the nega-
tive ones. Table 2 summarizes the settings for training instances.

Table 1. Adopted dataset after data Table 2. Number of training instances. (x : y) shows
clean. Number of each setting is shown the number of positive (x) and negative (y) MAP gain
in each row for NTCIR-4 and NTCIR-5 instances, respectively

NTCIR-4 NTCIR-5 Indri TFIDF Okapi

<desc> <desc> Original | 674(156:518) 702(222:480) 687(224:463)

#(query topics) 58 47 Upsample | 1036(518:518) 960(480:480) 926(463:463)
#(distinct terms) 865 623 Train 828(414:414) 768(384:384) 740(370:370)
#(terms/query) 14.9 13.2 Test 208(104:104)  192(96:96) 186 (93:93)

3.2 Performance of Regression Function

We use 5-fold cross validation for training and testing our regression function r. To
avoid inside test due to up-sampling, we ensure that all the instances in the training
set are different from those of the test set. The R? statistics (R*€[0, 1]) is used to
evaluate the prediction accuracy of our regression function r:

_ =90
X9’
where R’ explains the variation between true label y;=(pf(T) — pf(T — {t:)))/pf(T)

and fit value §;=wf(#;)+b for each testing query term #,E7T, as explained in Section 2.2.
y is the mean of the ground truth.

R? 1)
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Table 3 shows the R’ values of different combinations of features over different
retrieval models, where two other features are taken into account for comparison.
Content load (CI) [14] gives unequal importance to words with different POS. Our
modified content load (m-Cl) sets weight of a noun as 1 and the weights of adjectives,
verbs, and participles as 0.147 for IR. Our m-SCS extends the simplified clarity score
(SCS) [9] as a feature by calculating the relative entropy between query terms and
collection language models (unigram distributions).

It can be seen that our function r is quite independent of retrieval models. The per-
formance of the statistical features is better than that of the linguistic features because
the statistical features reflect the statistical relationship between query terms in the
document collections. Combining both outperforms each one, which reveals both
features are complementary. The improvement by m-Cl and m-SCS is not clear due to
their similarity to the other features. Combining all features achieves the best R* value
0.945 in average, which guarantees us a large portion of explainable variation in y and
hence our regression model r is reliable.

Table 3. R of regression model r with multiple combinations of training features. L: linguistic
features; C1: co-occurrence features; C2: context features

Performance of | One Group of Features | Two Groups of Features Three Four (3+1) All
Regression
L Cl C2 L&C1 L&C2 Cl1&C2| L&C1&C2| m-Cl m-SCS
Model r

Indri | 0.120 0.145 0.106 | 0.752  0.469 0.285 0.975 0.976  0.975 | 0.976
TFIDF | 0.265 0.525 0.767 | 0.809  0.857 0.896 0.932 0932 0.932 | 0.932
Okapi | 0.217 0499 0.715 | 0.780  0.791 0.910 0.925 0.926 0.925 | 0.926
Avg. | 0201 0390 0.529 | 0.781 0.706  0.697 0.944 0945 0.944 | 0.945

RZ

3.3 Correlation between Feature and MAP

Yet another interesting aspect of this study is to find out a set of key features that play
important roles in document retrieval, that is, the set of features that explain most of
the variance of function r. This task can usually be done in ways fully-addressed in
regression diagnostics and subset selection, each with varying degrees of complexity.
One common method is to apply correlation analysis over the response and each pre-
dictor, and look for highly-correlated predictor-response pairs.

Three standard correlation coefficients are involved, including Pearson's product-
moment correlation coefficient, Kendall's tau, and Spearman's rho. The results are
given in Fig. 2, where x-coordinate denotes features and y-coordinate denotes the
value of correlation coefficient. From Fig. 2, two context features, “cosine” and “co-
sineinc”, are found to be positively- and highly-correlated (p>0.5) with MAP, under
Pearson's coefficient. The correlation between the term-term context feature (cosine)
and MAP even climbs up to 0.8. For any query term, high context feature value indi-
cates high deviation in the result set caused by removal of the term from the query
topic. The findings suggest that the drastic changes incurred in document ranking by
removal of a term can be a good predictor. The tradeoff is the high cost in feature
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computation because a retrieval processing is required. The co-occurrence features
such as PMI, LLR, and y* also behave obviously correlated to MAP. The minimum
value of LLR correlates more strongly to MAP than the maximum one does, which
means that the independence between query terms is a useful feature.

In the linguistic side, we find that two features “size” and “phrase” show positive,
medium-degree correlation (0.3<p<0.5) with MAP. Intuitively, a longer term might
naturally be more useful as a query term than a shorter one is; this may not always be
the case, but generally it is believed a shorter term is less informative due to the am-
biguity it encompasses. The same rationale also applies to “phrase”, because terms
of noun phrases usually refer to a real-world event, such as “911 attack” and “4th of
July”, which might turn out to be the key of the topic.

We also notice that some features, such as “noun” and “verb”, pose positive influ-
ence to MAP than others do, which shows high concordance to a common thought in
NLP that nouns and verbs are more informative than other type of words. To our
surprises, NE features such as “person”, “geo”, “org” and “time” do not show as high
concordance as the others. This might be resulted from that the training data is not
sufficient enough. Features “idf” and “m-SCS” whose correlation is highly notable
have positive impacts. It supports that the statistical features have higher correlation
values than the linguistics ones.

1
0.9
8‘% predictor min/max_r: ranking value of predictor in one topic, predictor: llr, pmi, x2
0.6
8.5
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0.3 [
0.2
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Fig. 2. Three correlation values between features and MAP on Okapi retrieval model

3.4 Evaluation on Information Retrieval

In this section, we devise experiments for testing the proposed query formulation
algorithms. The benchmark collections are NTCIR-4 and NTCIR-5. The experiments
can be divided into two parts: the first part is a 5-fold cross-validation on NTCIR-4
dataset, and in the second part we train the models on NTCIR-4 and test them on
NTCIR-5. As both parts differ only in assignment of the training/test data, we will
stick with the details for the first half (cross-validation) in the following text.

The result is given in Table 4. Evaluation results on NTCIR-4 and NTCIR-5 are
presented in the upper- and lower-half of the table, respectively. We offer two base-
line methods in the experiments: “BL1” puts together all the query terms into one
query string, while “BL2” only consider nouns as query terms since nouns are
claimed to be more informative in several previous works. Besides, the upper bound
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UB is presented in the benchmark: for each topic, we permute all sub queries and
discover the sub-query with the highest MAP. As term selection can also be treated as
a classification problem, we use the same features of our regression function r to train
two SVM classifiers, Gen-C and Red-C. Gen-C selects terms classified as “effective”
while Red-C removes terms classified as “ineffective”. Gen-R and Red-R denote our
Generation and Reduction algorithms, respectively. The retrieval results are presented
in terms of MAP. Gain ratios in MAP with respect to the two baseline methods are
given in average results. We use two-tailed ¢-distribution in the significance test for
each method (against the BL1) by viewing AP values obtained in all query session as
data points, with p<0.01 marked ** and p<0.05 marked *.

Table 4. MAP of baseline and multiple proposed methods on NTCIR-4 <desc> regression
model. (+x, +y) shows the improvement percentage of MAP corresponding to BL1 and BL2.
TFIDF and Okapi models have PRF involved, Indri model does not. Best MAP of each retriev-
al model is marked bold for both collections.

Settings Method Indri TFIDF Okapi Avg.

NTCIR-4 (UB 0.2233 0.3052 0.3234 0.2839
<desc> BL1 0.1742 0.2660 0.2718 0.2373
Queries BL2 0.1773 0.2622 0.2603 0.2332

Gen-C 0.1949%*  (0.2823** 0.2946%* 0.2572(+8.38%,+10.2%)
Gen-R 0.1954**  0.2861** 0.2875* 0.2563(+8.00%,+9.90%)
Red-C 0.1911%*  0.2755%* 0.2854** 0.2506(+5.60%,+7.46%)

Red-R 0.1974%*%  0.2773** 0.2797 0.2514(+5.94%,+7.80%)
NTCIR-5 |(UB 0.1883 0.2245 0.2420 0.2182
<desc> BL1 0.1523 0.1988 0.1997 0.1836
Queries BL2 0.1543 0.2035 0.1969 0.1849

Gen-C 0.1699%*  0.2117* 0.2213* 0.2009(+9.42%,+8.65%)
Gen-R 0.1712%%  0.2221* 0.2232%* 0.2055(+11.9%,+11.1%)
Red-C 0.1645%*%  0.2194* 0.2084 0.1974(+7.51%,+6.76%)
Red-R 0.1749%*%  (0.2034** 0.2160* 0.1981(+7.89%,+7.13%)

From Table 4, the MAP difference between two baseline methods is small. This
might be because some nouns are still noisy for IR. The four generation and reduction
methods significantly outperform the baseline methods. We improve the baseline
methods by 5.60% to 11.9% in the cross-validation runs and on NTCIR-5 data. This
result shows the robustness and reliability of the proposed algorithms. Furthermore,
all the methods show significant improvements when applied to certain retrieval mod-
els, such as Indri and TFIDF; performance gain with Okapi model is less significant
on NTCIR-5 data, especially when reduction algorithm is called for. The regression
methods generally achieve better MAP than the classification methods. This is be-
cause the regression methods always select the most informative terms or drop
the most ineffective terms among those that are not selected yet. The encouraging
evaluation results show that, despite the additional costs on iterative processing, the
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performance of the proposed algorithms is effective across different benchmark col-
lections, and based on a query term space 7, the algorithms are capable of suggesting
better ways to form a query.

We further investigate the impact of various ranking schemes based on our pro-
posed algorithms. The ranking scheme in the Generation algorithm (or the Reduction
algorithm) refers to an internal ranking mechanism that decides which term shall be
included in (or discarded away). Three types of ranking schemes are tested based on
our regression function . “max-order” always returns the term that is most likely to
contribute relevance to a query topic, “min-order” returns the term that is most likely
to bring in noise, and “random-order” returns a randomly-chosen term.

Figure 3 shows the MAP curve for each scheme by connecting the dots at (I,
MAPY), ..., (n, MAP™), where MAP" is the MAP obtained at iteration i. It tells that
the performance curves in the generation process share an interesting tendency: the
curves keep going up in first few iterations, while after the maximum (locally to each
method) is reached, they begin to go down rapidly. The findings might informally
establish the validity of our assumption that a longer query topic might encompass
more noise terms. The same “up-and-down” pattern does not look so obvious in the
reduction process; however, if we take the derivative of the curve at each iteration i
(i.e., the performance gain/loss ratio), we might find it resembles the pattern we have
discovered. We may also find that, in the generation process, different ranking
schemes come with varying degrees of MAP gains. The ranking scheme “max-order”
constantly provides the largest performance boost, as opposed to the other two
schemes. In the reduction process, “max-order” also offers the most drastically per-
formance drop than the other two schemes do. Generally, in the generation process,
the best MAP value for each setting might take place somewhere between iteration
n/2 to 2n/3, given n is the size of the query topic.
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0.2 / /’ :_1 o & Salniad ~<<m--- min-order
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Fig. 3. MAP curves based on regression model for description queries of NTCIR-4 on TFIDF
model, each with three selection order. X coordinate is # of query terms; Y coordinate is MAP.

4 Discussions and Conclusions

In this paper, we propose an approach to measure and predict the impact of query
terms, based on the discovery of linguistic, co-occurrence, and contextual features,
which are analyzed by their correlation with MAP. Experimental results show that our
query formulation approach significantly improves retrieval performance.

The proposed method is robust and the experimental results are consistent on dif-
ferent retrieval models and document collections. In addition, an important aspect of
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this paper is that we are able to capture certain characteristics of query terms that are
highly effective for IR. Aside from intuitive ideas that informative terms are often
lengthy and tagged nouns as their POS category, we have found that the statistical
features are more likely to decide the effectiveness of query terms than linguistics
ones do. We also observe that context features are mostly correlated to MAP and thus
are most powerful for term difficulty prediction. However, such post-retrieval features
require much higher cost than the pre-retrieval features, in terms of time and space.

The proposed approach actually selects local optimal query term during each itera-
tion of generation or reduction. The reason for this greedy algorithm is that it is inap-
propriate to exhaustively enumerate all sub-queries for online applications such as
search engines. Further, it is challenging to automatically determine the value of pa-
rameter k in our algorithms, which is selected to optimize the MAP of each query
topic. Also, when applying our approach to web applications, we need web corpus to
calculate the statistical features for training models.
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Abstract. This paper presents a method for the detection of occasional or vola-
tile local events using topic extraction technologies. This is a new application of
topic extraction technologies that has not been addressed in general location-
based services. A two-level hierarchical clustering method was applied to topics
and their transitions using time-series blog entries collected with search queries
including place names. According to experiments using 764 events from 37 lo-
cations in Tokyo and its vicinity, our method achieved 77.0% event findability.
It was found that the number of blog entries in urban areas was sufficient for the
extraction of topics, and the proposed method could extract typical volatile
events, such as performances of music groups, and places of interest, such as
popular restaurants.

Keywords: Hot topic extraction, hierarchical clustering, locality.

1 Introduction

Along with the spread of mobile terminals, such as cellular phones and mobile per-
sonal computers, there has been growth in location-based services (LBSs) [16], such
as car navigation systems, personal navigation systems, and location-based recom-
mendation. Such LBSs mainly deal with static POI (point of interest) data and usually
do not pay attention to occasional or volatile events, such as performances of singers
on street corners, and new topical spots. Usually, it is difficult to find out about such
events, and even if one does, it could be after the event.

The features of volatile events include the following: one or more words about an
event or topic are mentioned in blog entries frequently in a short period, and these
words correlate with a specific place name. For example:

e [ enjoyed XX at the new YY restaurant near the ZZ station.
e XX event at YY was very exciting!

With regard to the first feature, many techniques related to hot topic extraction such
as a timeline analysis-based method [1] or the burst detection method [10], which

G.G. Lee et al. (Eds.): AIRS 2009, LNCS 5839, pp. 1814192,|12009.
© Springer-Verlag Berlin Heidelberg 2009
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detects the increase in the number of documents following the occurrence of an event
[7], is often applied to news documents or blog entries. However, the number of web-
pages that mention a particular local event is often too small for the successful extrac-
tion of topics.

With regard to the second feature, one of the issues concerns determining the type
of location name that would be useful. In urban areas in Japan, many places are near
one or more train stations, and station names are possible keys for accessing local
events. Moreover, the locality of each event, the fact that topic terms appear only in a
few specific locations, can be used as well as the topicality of each event.

As one solution, this study proposes a topic extraction method that finds new or
volatile events from time-series text data obtained from blog searches carried out
using a query including station names.

Although there have been studies on clustering and topic detection for webpages or
blog entries, transitory location-based events have not been dealt with. The purpose of
this paper is to investigate this issue. In this study, a topic extraction method based on
a two-level topic clustering technique for time-series documents [9], which was ap-
plied to Japanese EPG (electronic program guide) data in the previous report, is used.
Moreover, the techniques of named entity recognition and locality calculation are
introduced in this paper.

The remainder of this paper is organized as follows. Section 2 shows the flow of
the local-area topic extraction method. Section 3 reports on experiments for evaluat-
ing our local-area topic extraction method. Section 4 shows related works.

2 Local-Area Topic Extraction

We define the problem of local event detection as a variation of the hot topic extrac-
tion task. In this section, the extraction method is introduced.

2.1 Overview

Figure 1 shows the process flow of the proposed topic extraction method.

First, blog entries are collected in advance. Entries are collected hourly in the RSS
(rich site summary) format with a common blog search engine using query words
including geographic names such as ‘Tokyo’ or ‘Akihabara.” Then, the prefiltering
module removes entries including NG terms usually used for advertising or offensive
to public order and morals.

Second, document vectors are generated from the collected entries using morpho-
logical analysis, named entity recognition, and IDF-based weighting function, and
topics are extracted using the hierarchical clustering technique. An agglomerative
approach [8] in which the Euclidean distance is used as the distance metric is em-
ployed. Then, the topic words for each topic cluster are extracted using the C-value
technique [6].
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Query ‘Akihabara’

Blog entry collection in RSS format
with queries including place names
v

Prefiltering (NG terms) ‘ A
_________ Time-series

1 ‘L% document from blog '

Document vector generation RSS collected hourly W,
with morphological analysis ——

1st level agglomerative hierarchical
clustering and topic word extraction

v
2nd level clustering with time-based
weighting and subtopic word extraction

Jr

Topicality score and locality calculation
and topic sorting

Topic clusters with subtopics

Fig. 1. Process flow of topic and event extraction in the two-level hierarchical clustering method

Third, second-level clustering is performed and subtopic clusters are extracted. A
subtopic means a secondary important event or a shorter-term event in the topic. In
this process, the time difference is additionally considered as a distance metric for
detecting events within the same period. The subtopic words for each subtopic cluster
are then extracted with the C-value technique, and the postfiltering process is per-
formed to remove entries irrelevant to the topic, which are sometimes extracted when
the topic word used is too general.

Finally, the topicality score is calculated for each topic. The topicality score is de-
fined as the ratio of the short-term (2 days in this paper) average frequency of a topic
to the long-term (3 days in this paper) average frequency of the same topic. If the Z
test shows that the topicality score is significantly large for a topic, the topic is consi-
dered to be a hot topic. The locality score is also calculated for each topic. The locali-
ty score is defined as the number of locations at which a topic appears on the same
day. A large locality score means that the topic appears in many locations and the
topic is not a local event. Thus, events that share the same topic word are removed in
this process.

Using the above method, the hot topics for each area are extracted. Figure 2 shows
examples of extracted topics. This style is compact and applicable for a small display
on a mobile terminal.
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2.2 Topic Extraction

In the first-level clustering, cosine measure is used to calculate the similarity s,;,be-
tween two documents a and b as follows:

d,-d,
S =
@ dgllldy

where d,; and d;, are document vectors. Each term w in a document vector d is
acquired by morphological analysis and named entity recognition (NER), and the
corresponding weight is calculated with the IDF (inversed document frequency) as
follows:

N
ldf(W) = lOglom +1

where N is the number of documents and df(w) is the number of documents in
which w appears at least once. NER seeks to locate and classify atomic elements in
text into predefined categories such as the names of persons, organizations, locations,
expressions of time, quantities, monetary values, and percentages. NER systems have
been created that use linguistic grammar-based techniques as well as statistical mod-
els [2]. We currently use linguistic rule-based techniques with over one hundred ge-
neric named entity classes covering person names, place names, organization names,
numbers, and so on, originally developed for a question answering system [14].

Name of a club with live music
near ‘Akasaka’ station

Name of a music group
Performance FriEBLZ |
by a music group 1st LOBLIVION DUST LIVE BE BLITZZ2Days a—lb—h

Safety event <] A ‘ Name of a celebrity ‘
2nd R S

with a famous celebrity L t—0rs Joy BE BHBE

#mx517— | Reunited concert |

Anti-drug live performance<:] = :
. . Ird ZONE —7 B#Hi BE £8 [
by a reunited music group / \[ Name of a music group |
\l

Topic word  Subtopic words

Fig. 2. Examples of extracted topics. Each topic includes a topic word and subtopic words.

Topics are extracted with the agglomerative clustering process by folding two clus-
ters with the largest similarity score until the largest similarity score becomes lower
than a threshold 6. When two clusters are folded, document vectors composing
clusters are added as follows:

dab=da+db .
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2.3 Topic Word Extraction

A topic word is extracted from each topic cluster with a modified version of
the C-value method [6]. The C-value of a candidate collocation cw is calculated as
follows:

t(cw))

C-value(cw) = (length(cw) — 1) (n(cw) ~ e

Iwhere length(cw) is the number of characters, n(cw) is the number of times cw
appears, t(cw) is the total frequency of cw in longer candidate collocations, and
c(cw) is the number of those candidate collocations. In this paper, the number of
characters is used for length(cw) because we put higher priority on a long word than
a collocation with short words, though length(cw) is the number of words in the
original version of C-value. Finally, a collocation with the highest C-value is selected
as the topic word.

2.4 Subtopic Extraction

For the topic extraction described in Section 2.2, subtopics are extracted with the
second-level clustering. In this process, a time-based similarity function is addition-
ally introduced. A decaying function W (a, b) for the similarity between clusters a
and b is as follows:

W(a,b) = exp(—a(t, + t5)*)

where t, and t; are the average times when the clusters a and b occurred respec-
tively, and a is a constant value. Finally, similarity §,, between the clusters a and
b is

§ab = W(a, b) *Sap -

In addition, the IDF score for each word is recalculated on the condition that docu-
ments in the cluster are considered as the document set. Through this process, the
weight for topic word decreases and the other words’ weight increases. Thus, subtopic
words are expected to be extracted. As described in Section 2.2, subtopics are ex-
tracted with the agglomerative clustering process by folding two clusters with the
largest similarity score until the largest similarity score § becomes lower than a
threshold 6, and then subtopic words are extracted by the same process described in
Section 2.3.

2.5 Topicality and Locality Calculation

Hot topics appear more frequently in the nearest days. For example, a hot topic ap-
pears more frequently in the nearest three days than in the nearest seven days. There-
fore, we need to determine whether or not the number of short-term occurrences is
significantly larger than the number of long-term occurrences.
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We assume that the long-term occurrence follows the rectangular distribution and
determine the topicality by testing the null hypothesis ‘the short-term occurrence also
follows the rectangular distribution in the same way as the long-term occurrence’ with
Z test.

If the probability of occurrence of a document follows rectangular distribution, we
can assume that the distribution of the number of documents that occurred in the latest
n days v follows a binomial distribution with the occurrence probability p = n/N
and the trial number of times u . It is known that a probability function
Pr(v) =, C,pv(1 —p)* 7 can be approximated by a normal distribution
(up, up(1 — p)). Thus, the value of Z with the number of observed documents in the
latest n days v, is calculated with

7 =

Vo—up

[(up(1-p)) .

We used Z score for the rank of each topic, i.e., the higher Z score a topic has, the
higher the topic is ranked. In this paper, we used one day for the short term and three
days for the long term.

For finding a local event, locality is also important. When a hot topic appears only
in a place, it will be a local event, while a hot topic which appears in many places is
not a local event but a pervasive event. In fact, events that share the same topic word
are removed in this process.

Finally, topics sorted by topicality score are shown as Figure 2.

3 Experiments

We investigated to what degree extracted topics are appropriate as local events.

3.1 Topic Extraction Test Collection from Local Blogs

Before the experiment, we investigated what location is applicable. The number of
relevant topics that could be extracted from local blogs was investigated. First, blogs
were collected in advance for 856 train stations in Tokyo and Kanagawa in the first
half of December 2008. Then, some of the stations were selected and topics were
extracted to investigate the types of events that could be extracted.

Figure 3 shows the distribution of the number of blog entries. From this data it was
found that there were 95 stations with 100 or more blog entries per day on average, a
number considered sufficient to extract topics. Other stations had fewer entries, but it
was still possible to extract small events that were referred to by a number of blog
entries at around the same time. Therefore, the data in Figure 3 indicates that the
number of entries is sufficient for detecting transitory events in large urban areas.

We introduce two kinds of location sets from top-rated locations: the vague loca-
tion set and the non-vague location set.

The vague location is a location whose name is used not only for the local area but
also for the wider area. For example, the word ‘Tokyo’ may be used to indicate the
station name (Tokyo Station), the city itself, or the greater Tokyo area, which includes
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Fig. 3. Distribution of blog entries for 856 stations in Tokyo and Kanagawa in the first half of
December 2008. One or more topics are extracted from 853 stations.

parts of the surrounding prefectures. Another example is the word ‘Kawasaki.” This
word may be used not only for the station name or the city itself but also for the last
name of a person.

The non-vague location is a location whose name is used almost only for a local
area. For example, the word ‘Akihabara’ may be used only to indicate Akihabara
Station and its vicinity.

We chose 14 locations for the vague location set and 23 locations for the non-
vague location set from locations with 10,000 or more blog entries in the first half of
December 2008 (Table 1).

Table 1. Selected locations

Vague locations Akasaka, Fuchu, Ginza, Kamakura, Kawasaki,
Machida, Meguro, Nihonbashi, Ryogoku, Shibuya,
Shinagawa, Tokyo, Ueno, Yokohama

Non-vague Akihabara, Asakusa, Chigasaki, Daiba, Daikanyama,
locations Ebisu, Harajuku, Ikebukuro, Jiyugaoka, Kagurazaka,
Kichijoji, Korakuen, Minatomirai, Odawara,
Omotesando, Roppongi, Shimokitazawa, Shinbashi,
Shinjuku, Shiodome, Tsukiji, Yokosuka, Yurakucho

3.2 Extraction Accuracy

We investigated the extent to which extracted topics are recognized as local events.
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Two subjects rated to what degree each topic seems to be a local event according
to three levels: relevant (2); found relevant after checking the original documents (1);
irrelevant (0). The relevance a user recognizes is calculated with only the rating 2,
whereas the relevance of the system is calculated with the ratings 2 and 1. For each
location-date pair, at most five events are rated.

Each subject determined relevance ratings based on whether or not he found both
e what kind of event or who are involved, and
e where (specific location) the event occurs or occurred.

Table 2 summarizes the results of our experiments for 764 topics from 37 locations
for one week (from March 3, 2009 to March 9, 2009). In Table 2, the ‘number of
events’ column means the number of extracted events, the ‘relevance’ column means
the percentage of relevant topics (at least one subject rated 2 or 1), the ‘relevance for
user’ column means the percentage of relevant topics (at least one subject rated 2).

Table 2. Relevance of events

Location Number of Relevance | Relevance for user
evaluated events
Vague location 289 174 101
(60.2%) (34.9%)
Non-vague location 475 335 199
(70.5%) (41.9%)
Total 764 509 300
(66.6%) (39.3%)

From Table 2, we found there is a large difference in relevance score between non-
vague locations (70.5%) and vague locations (60.2%). It is because of the ambiguity
of place names from vague locations, as we mentioned in Section 3.1. We also found
there is a large difference between ‘relevance’ score and ‘relevance for user’ score.
The reason is that some cue terms, such as building names or street names, are not
extracted as a topic word or a subtopic word because these terms are written in vari-
ous representations and it makes C-value of these terms smaller.

Table 3. Findability of events

Location Number of locations | Findability of events
Vague location 78 58
(74.4%)
Non-vague location 135 106
(78.5%)
Total 213 164

(77.0%)
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Table 3 also summarizes the results of our experiments from the findability of
events. In Table 3, the ‘findability of events’ column means the percentage for which
a user recognized at least one topic as a local event (ratings 2) for each set of 5 events.

Table 3 shows that at least one subject found one or more events for 77.0% of sets
of 5 events. This means that if we develop an event-recommendation application, a
user can find some events by 77% for each location.

We also found the relevance score is much lower than we had expected because
our previous report using EPG showed that 94.3% of topics are relevant [9]. This is
because of the difference of document well-formedness between EPG documents and
blog RSS documents.

Figure 4(a) shows the relevance for non-vague locations and Figure 4(b) shows the
relevance for vague locations. From Figure 4, most non-vague locations achieved 0.6
or more relevance, while only 4 vague locations achieved 0.6 or more relevance.

1
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1

U Relevance

(a) Non-vague locations

1 Relevance

(b) Vague locations

Fig. 4. Relevance for each location
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3.3 Feature of Extracted Events

Investigation of these stations revealed the following examples of typical events or
spots:

events held near a station (e.g., performances, such as a music group),
Hokkaido souvenir festival (temporary souvenir shops),

Ome marathon (sports event),

Tokyo Auto Salon 2009 (a motor show), and

Kenya Hara design event (an artist-related event in an art museum).

In addition to the above, restaurants on which bloggers wrote their impressions and
incidents broadcast on news websites were also extracted.

However, problems related to place names were also revealed. One problem is the
ambiguity of some place names from vague locations as mentioned in the above sec-
tions. Another problem is in the handling of the date information. The date informa-
tion is useful for detecting events on a specific day, but it also functions as a hub and
results in unrelated topics becoming connected. In addition, some real estate informa-
tion was also found. This information, though it may sometimes be useful, is not used
for extracting events. Our future research efforts will focus on solving these problems
and improving the extraction results.

4 Related Works

There are many previous works on conventional topic detection and tracking (TDT)
[1]. Hot topic extraction is a kind of topic detection task to find a topic that appears
frequently over a period of time [3], and this technology is based on term-weighting
theories, topicality calculation theories, and sentence modeling theories [5].

For term-weighting theories, TF-IDF [15] has been commonly used, and recently
other methods such as TF*PDF [3] that focus on some feature of topic extraction have
been proposed. For topicality calculation theories, burst detection techniques are
widely used [10]. Another approach is to use the Aging Theory that models a topic’s
life cycle of birth, growth, decay, and death [4]. For sentence modeling theories, vec-
tor space models are widely used and achieved the best results [11].

In the topic detection task, there are some key characteristics of an event such as
where the event occurred. Named entities (NEs) [2][14] play an important role and
were successfully used [10].

Though we used common techniques for hot topic extraction, two new features are
shown in this paper: one is the focus on local events using blog documents instead of
extracting news topic from well-formed documents, and the other is the use of a two-
level clustering method to extract detailed subtopics and subtopic words. For using
location, a spatiotemporal theme pattern mining method is proposed [12]. This
approach focuses on how the hotness of a given topic changes spatiotemporally from
weblog data collected with a topic term such as ‘Hurricane Katrina’ with a probabilis-
tic approach, where our approach is based on a clustering approach.
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Moreover, the focus of this paper is not only on extracting local events but also on
presenting the topic in a set of terms for mobile use.

There are also previous works on information presentation for mobile terminals with
a small display, e.g., text summarization [13] and search result summarization [17]. We
believe that the topic expression with topic words and subtopic words, described in this
paper will be another successful presentation style for mobile terminals.

5 Conclusions

This paper introduced the possibility of topic extraction technologies for local-area
event detection and new LBS applications. The hierarchical clustering method was
used to extract topics and their transitions from blog entries collected with search
queries including place names. An empirical investigation was also conducted into the
types of event topics that could be extracted from blog entries collected using the
names of 856 locations in the search queries. Moreover, according to an evaluation
measuring relevance for 764 topics from 37 locations, we found the features of ex-
tracted topics. From these investigations, we confirmed that the proposed method was
successful in extracting typical volatile events that would be difficult to extract with
common web search engines or the burst detection method.

Our future work will include: improvement of filtering quality, classification of
event types, and development of applications for mobile devices with geographic
information systems.
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Abstract. General information retrieval systems do not perform well in satisfy-
ing users’ individual information need. This paper proposes a novel graph-based
approach based on the following three kinds of mutual reinforcement relation-
ships: RR-Relationship (Relationship among search results), RT-Relationship
(Relationship between search results and terms), TT-Relationship (Relationship
among terms). Moreover , the implicit feedback information, such as query logs
and immediately viewed documents, can be utilized by this graph-based model.
Our approach produces better ranking results and a better query model mutually
and iteratively Then a greedy algorithm concerning the diversity of the search
results is employed to select the recommended results. Based on this approach,
we develop an intelligent client-side web search agent GBAIR, and web search
based experiments show that the new approach can improve search accuracy
over another personalized web search agent.

Keywords: Information Retrieval, Personalized Search, Graph-Based Model.

1 Introduction

General information retrieval systems do not perform well in satisfying users’
individual information need [20]. Many existing retrieval systems fail to discern indi-
viduals’ search goals since most queries (usually short, ambiguous and lacking dis-
criminative terms in general) don’t provide a complete specification of the user’s
information need. In order to overcome such problems, we need to exploit users’
personalized information to accurately capture user’s information need. There have
been many attempts on this topic, such as user specification [7] and relevance feed-
back [15]. Both methods are effective. However, they require users’ extra effort; users
are usually reluctant to provide additional information [1].

Implicit Feedback is a method which does not need the user’s extra effort. Implicit
feedback information includes users’ query logs, browsing history, users’ client-side
interaction records and other desktop information. Several previous studies [20, 16,
19, 12] have shown that implicit feedback can improve retrieval accuracy. In this
paper, we utilize the implicit information, including short-term query logs and the
immediately viewed documents (also named click-through data), which are the
clicked search results in the same query.

G.G. Lee et al. (Eds.): AIRS 2009, LNCS 5839, pp. 193 2009.
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Besides the implicit feedback information, there are many other resources which
can be used for query model construction and result re-ranking. The clustering hy-
pothesis [24] implies the following: closely related documents should have similar
scores when ranking the document, and closely related terms should have similar
scores when constructing the query model, so the relationships among terms and the
relationships among search results can be exploited to improve effectiveness. The TT-
Relationship (Relationship among terms) has been used for query model construction
in [5, 2]. The contextual terms can be mutually reinforced. For example, the weight of
“computer” increases as many related contextual terms such as “hardware” and
“software” co-occur. RR-Relationship (Relationship among search results) is also a
useful resource to re-rank the search results [23]. The relevance can be propagated
among the search results. It is especially effective in personalized search framework
since the immediately viewed result can be used to vote for similar search results.

In the web, because there are many redundant and duplicate pages, ranking method
based on the content may make the top results lack diversity, which will make the
system fail to learn much from the feedback. Diversity is important for obtaining
good feedback information, especially when there is not sufficient information for the
search goals. Therefore, in our approach, when selecting the search result to be rec-
ommended, a greedy algorithm is used to penalize the search results overlap with
other related search results, and the penalty degree is tuned based on the quantity of
user’s feedback information.

This paper aims to make contributions on the following aspects: (1) We exploit
three kinds of mutual reinforcement relationships: RR-Relationship (Relationship
among search results), RT-Relationship (Relationship between search results and
terms), TT-Relationship (Relationship among terms); (2) Based on the three kinds of
relationships, we utilize a graph-based model which uses the ideas of PageRank and
HITS to produce better ranked results and better query model mutually and itera-
tively, and the query model is updated when there is new implicit feedback informa-
tion which triggers the iterative algorithm; (3) In order to obtain good feedback
information and avoid redundancy, a conformity penalty algorithm is used to select
search results to recommend.

In our approach, RR-Relationship reflects the mutual reinforcement among search
results, RT-Relationship reflects the mutual reinforcement between search results and
terms, and TT-Relationship reflects the mutual reinforcement among terms. To the
best of our knowledge, how to exploit and utilize the three kinds of relationships in a
unified model has not been well addressed in previous works. Moreover, our
approach produces better ranked results and a better query model mutually and itera-
tively. The experiments clearly show that all types of relationships can result in
improvements on retrieval effectiveness.

The remainder of this paper is organized as follows. Section 2 describes previous
work related to our approach. Section 3 describes our novel approach for personalized
search. Section 4 provides the architecture of GBAIR system and some specific tech-
niques used to implement the proposed ideas. Section 5 presents the details of the
experiments and the evaluation results. Section 6 draws some conclusions of our
work.
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2 Related Works

In this section, we focus on the related work on personalized search using implicit
feedback information, and the related graph-based ranking methods.

Many studies exploited query logs to capture users’ information need. UCAIR
[16], PAIR [12] and [19] all use query history (query terms and clickthough data) to
capture user’s interests. UCAIR uses the query history in the same search session.
PAIR uses the search-related query history in the last 24 hours. [19] tries to mine the
long-term search history. Both UCAIR and PAIR integrate the interaction information
during the search process. [10, 14] utilize the server-side query logs to infer users’
interest. The user’s browsing history [13], web communities [18], user’s client side
interactions [3] are also exploited to improve retrieval performance. Some studies [20,
8] combined several kinds of implicit feedback information. Our approach also util-
izes the query-related query logs and immediately viewed documents. The main
difference is that such implicit feedback information is naturally integrated with the
three kinds of relationships (RR, RT and TT) into a unified graph-based model.

In recent years, several graph-based ranking methods similar to HITS algorithm
[11] or PageRank [4] have been proposed. [22] uses sentence-to-word relationships to
rank the sentences and the words. [12] uses the word-to-result relationships to rank
the results and words. [23] uses the affinity graph to compute the information richness
of each search result. [21] utilizes sentence-to-sentence, word-to-word and sentence-
to-word relationships to rank the sentences and words. The graph-based model in our
work is partly inspired by [21]. However, they use it to select the sentences and then
to form a document summarization while we focus on how to combine the relation-
ships with the implicit feedback information (query logs and immediately viewed
documents) to discern individuals’ search goals by producing better ranking results
and a better query model mutually and iteratively.

[12] is closely related to our work in that they also exploit immediately viewed
documents and short-term history in query logs, and use a graph model to implement
result re-ranking and query expansion. However, our work differs from that of [12] in
three respects: (1) They do not utilize the relationship among results (RR-
Relationship) and the relationship among terms (TT-Relationship), thus, their result
re-ranking and query expansion are not as effective as ours; (2) In their work, the
initial query model is not taken into consideration, the new query model are only
relied on the scores of search results, which will make query language model deviate
too much from its initial value; (3) They don’t take the diversity of the recommended
results into consideration.

3 Graph-Based Iterative Reinforcement Approach

3.1 Overview

In this study, we exploit three kinds of mutual reinforcement relationships:

(1). RR-Relationship: the relevance score of a search result would be influenced by
the relevance score of the search result that links with it. A search result should be
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relevant if it is linked with many relevant search results, which reflects the mutual
reinforcement among search results.

(2). RT-Relationship: a result should be relevant if it contains many relevant terms,
and a term should be relevant if it occurs in many relevant results, which reflects the
mutual reinforcement between search results and terms.

(3). TT-Relationship: a term should be relevant if it is linked with many other relevant
terms, which reflects the mutual reinforcement among terms.

Through these mutual reinforcement relationships, the query model and the ranked
search results can be mutually boosted. The ranked search results can be used to
optimize the query model, and a better query model results in better ranked search
results. Therefore, we can produce better ranking results and a better query model
mutually and iteratively in a unified model. And the implicit feedback information
can be utilized naturally to trigger the iterative algorithm by this unified model. Based
on these mutual reinforcement relationships, we can leverage the ideas of PageRank
and HITS to construct a graph to implement this model. We will illustrate how to
construct these graphs in detail in the following section.

3.2 Graph Construction

The proposed approach uses PageRank-like model to reflect the relationships among
terms and relationships among search results, and use HITS-like model to reflect the
relationships between terms and search results.

We build the three sub-graphs based on the above relationships. To reflect the RR-
Relationship, we build a directed graph G;= (V,, E;), where the nodes V; correspond
to the search results, and an edge “ p <> g€ Ei(p,qge V1)” is weighted by the con-
tent similarity between p and q.

To reflect the TT-Relationship, we build another directed graph G,= (V,, E,),
where the nodes V, correspond to the terms, and an edge “p — g€ E2(p,qge V2)” is
weighted by the word relationship between p and q.

To reflect the RT-Relationship, we build a third directed graph Gs;= (V,UV,, E;),
where an edge “ p <> g€ E3(pe Vi,qe V2)” is weighted by the importance of term
p in the search result q.

term T O TT-Relationship

// \ RT-Relationship

RR-Relationship

b

Resulf

Fig. 1. llustration of the Relationships

3.3 Parameters of the Graph

The initial value of the node will be discussed in section 4. Here we will describe the
computation of the weights of the edges.
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3.3.1 RR-Relationship

The content similarity between two search results is used to represent the relation-
ships of them. The content similarity between two search results is simply computed
with the cosine measure. We associate each edge between two search results with a
weight as follows:

w(ri = 1j) = w(tj = ri) = cos(ri, rj) ey

3.3.2 RT-Relationship
If a term t; occurs in a search result rj, we create an edge between t; and 1j, and the
weight of the edge specifies the importance of t; in rj, which is computed as follows:

w(ti = rj) = w(rj = ti) = p(ti | 1j) = tfij / | 1j | )

Where tfij represents the term frequency of t; in search result 1;, and | 17 | represents
the length of 1;.

3.3.3 TT-Relationship
We use the following formulas to estimate the relationships between words:

w(ti— 1)) = Pt 1 ti) = 0 * Pc(tj 1 t:) + (1= 8) * P, (8 | i)
Py = SEIWO gy = CULG W, Cg) A
Ye(t.tl,W,C) > et tilW,Cq)
' 7
where Pc(tj1ti) is the language model based on the predefined collection C, and
Pcq(tj 1 ti) is the language model based on the collection Cq constructed by the
query’s retrieved results, &€ [0,1] controls the weights of the above two
terms; c(ti, 2 | W, C)is the count of co-occurrences of t; and t; within the predefined
window W in the collection C, c¢(ti,#j | W,Cq) is the count of co-occurrences of t; and
t; within the predefined window W in the collection Cq. Pc,(% | i) can make the rela-
tionship among words more suitable for the query, as the user give new feedback
information, the system can retrieved more new results, Pe(ti|#) will be changed,

and then the relationship model can be updated. The relationships between two words
are asymmetrical.

3.4 Iterative Algorithm

After initialization, the iterative process of result score computation and query model
optimization starts. We use p(f | Bir) to represent the score of term t in the iterative
algorithm, p(t16) to represent the query model, and S(7) to represent the score of
result r.

P11 Grer)" :axvz S(n)k%+ ﬁxvz P(lﬂe)kzv:‘}(t:v(—:i))t”) (4)

Vn:ri—t Vn:ti—tn
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where p(zi | 9;,3,)]‘ +1 is the value of p(ti | i) after (k+1)-th iteration; S(r;)" is the

value of the search result rj after k-th iteration. The first term implies that the weight
of the term relies on the search results linked with it, and the second term implies that
the weights of the term rely on the terms linked with it.

N w(ti —> 1) P w(ri = ry) 5)
S = ax (t16) ————+fx S(r) —=———"—
I Vg—:m g z w(ti = ru) / vg—:m Z w(ri — ru)
Vniti—rn Vniri—ra
where S(r7)""" is the value of S(r7) after (k+1)-th iteration; p(fi| @ier)" is the value
of p(ti| Buer) after k-th iteration; The first term implies that the score of the search

result relies on the terms linked with it, the second term implies that the score of the
search result relies on the search results linked with it.
o and [ specify the relative contributions, and we have a+f=1 . After re-

computation, p(z|6w.) and S(r) are normalized after each iteration as follows:

p([i I ﬁm) = p(tl I 6iter) / Z p(tk | 6iter) (6)
NOENGISING! )

The query model will be updated after each iteration:
p(t18)=Axp(t16)+(1—A)X p(t| Bier) )

where A€ [0,1] is a parameter to control the weight on the current query model. In

order to compute the score of the search results and the terms, the following steps are
repeated until convergence or the iterative time reaches a predefined threshold.

1. Apply (4) and (5) to compute the value of p(z | @) and S(rj)k-'_1

2. Apply (6) and (7) to normalize the scores of the terms and the scores of the
search results.

3. Apply (8) to update the query model.

The algorithm converges when the changes of p(¢16) and the scores of the results

are smaller than some predefined threshold 6 (e.g. 10°°), the changes ¢ is computed as
the following formula:

2 2

c:§(p(t|9)k+‘ —paiek) +§<S(r)"+‘ — sy )

3.5 Greedy Algorithm for Conformity Penalty

After the iterative algorithm, the search results are ranked by the relevance, however,
the top search result may be very similar and redundant. In order to get rich feedback
information, the top search results may need to keep diversity. In our algorithm,
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conformity penalty is imposed through a greedy algorithm similar to [23], which is
applied to select n search results which are recommended to the users, and it is similar
to the MMR([6] criterion, the algorithm goes as follows:

1. Input the search results and their scores A={(r;,S(r;))} computed by the iterative
algorithm, the number of recommended results n.
2. Select the search result r; which has the highest score, n=n-1

For each search result r;,j#i:

S(rj)=S(rj)—x*x27 *sim(rj, ri) * S(ri)
3. Go to step 2 and iterate until n = 0.

It decreases the ranking score of the result that is similar to the results which have
been selected, x* 2 is the penalty degree factor, x >0, and c is the times that the
user click the result, when the user click more result, the system get more feedback
information, the search goal becomes clearer, the conformity penalty should be
smaller. After the greedy algorithm, the top n unseen search results are recommended
to the user, here n is a predefined number (i.e. n=3). Also, the top m (i.e.50%) terms
with highest weights in the query model are remained.

4 Implementation

4.1 System Architecture

In this section, we present a client-side web search agent GBAIR, which is an IE
plug-in based on the popular Web search engine Google. As showed in Figure 2,
GBAIR has three main modules: (1) Result retrieval module retrieves results from
search engine; (2) The user modeling module captures user’s implicit feedback infor-
mation such as history information and any clicked search results, then updates the
query model and triggers the iterative algorithm; (3) Iterative Algorithm module
implements the graph-based iterative algorithm described in section 3, this module
updates the query model and re-ranks the unseen search results.

4.2 Trigger Iterative Algorithm through Implicit Feedback Information

Each query log contains query text, query time and the corresponding clicked search
results (consist of URL, title and snippet). We judge whether a query log is related to
the current query according to the similarity between the query log and the current
query text. When computing the similarity, the query log and the current query text
are represented as a vector. If the similarity between the two vectors exceeds a prede-
fine threshold, the query log will be considered to be related. When there are related
query logs, the system utilized a method similar to PAIR [12] to extract representative
terms from query logs, and then use the Fixed Coefficient Interpolation method of
[17] to build initial query model.

Immediately clickthrough document is important implicit feedback information
we utilize. When the user click a result to view, the system utilized a method similar
to PAIR [12] to extract representative terms extracted from immediately viewed
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documents. After extracting the representative terms, we apply Bayesian estimation
method used in [17] to update the query model.

When the system captures new implicit feedback information, the iterative algo-
rithm is triggered. The initial score of a term can be obtained from the query model,
and the initial score of a search result can be set as its content similarity with the
immediately viewed result when the iterative algorithm is triggered by the immedi-
ately viewed result, otherwise, the initial scores of a search results are set to be equal.

GBAIR

Implicit Feedback
Information query

=

Search
Engine

Result
Retrieval | Q

/T"[:RT,RR
Relationships

Fig. 2. The architecture of GBAIR

S Experiments

5.1 Experiment Setup

We evaluate seven systems in our experiments: Google, PAIR[12]( a system which

utilizes RT-Relationship), GBAIR BASE (the basic GBAIR system which do not use

the RR-Relationship and TT-Relationship, the conformity penalty is imposed, RT-
Relationship is used), BASE+RR (GBAIR system which use the RR-Relationship
beyond GBAIR BASE), BASE+TT (GBAIR system which use the TT-Relationship
beyond GBAIR BASE), BASE+TT+RR (GBAIR system which use the TT-
Relationship and RR-Relationship beyond GBAIR BASE), BASE+TT+RR-DIV
(BASE+TT+RR system which do not impose conformity penalty). PAIR [12] is se-
lected as our baseline model, PAIR extracts representative terms from Query Logs
and immediately viewed documents for result re-ranking and query expansion, it can
be considered as a variation of pseudo-relevance feedback (PRF).

GBAIR is based on the results from Google: when the user input a query, the sys-
tem fetches the top N (N=30) results from Google, and adds them into a pool; when
new expanded terms are obtained, the system will also fetched some new results and
adds them to the pool. The process is the same as that of PAIR.

It is a challenge to quantitatively evaluate the potential performance improvement
of the proposed approach over other systems in an unbiased way [16, 12]. Here, we
adopt a similar quantitative evaluation to that of [16] and [12] to evaluate our system
GBAIR. We recruited 8 students to participate in our experiments. Our experiments
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contain the following steps: First, we gave each participant a query set which contains
HTRDP 2005 and 2004 topics' and some frequent queries from a commercial search
engine, each participant browsed the query set and selected the queries related to their
everyday activities, or they constructed queries themselves. The frequent query list
was used to help the user to form query. Each query was submitted to the seven sys-
tems. During each query process, the participants click to view some search results,
just as in normal web search. Then, at the end of each query, the 30 top ranked search
results from these seven different systems were randomly and anonymously mixed
together so that every participant would not know where a search result comes from.
For every search result, the participants gave a rating ranging from O to 2, dividing the

relevant results in two categories, 1: relevant and 2: highly relevant. At last, we re-
spectively measure the precision and NDCG (Normalized discount cumulative gain)
[9] at top 5, 10, 20 and 30 documents of these systems. In the experiment, each par-

ticipant submitted 5~10 queries. The NDCG value of a ranking list at position n is
calculated as follow:

N(n)=2Z,> 22!

= log(1+)

where r(j) is the rating of the j-th document in the list, and the normalization constant
Zn is chosen so that the perfect list gets a NDCG score of 1.

5.2 Results and Analysis

65 queries are submitted to the seven systems, most of the query selected by the
participants is informational, 3711 documents were evaluated by the user during the
experiment, and the average evaluated documents for each query is 57; 645 docu-
ments are judged as relevant (relevant rating is 1 or 2) from Google search results.
The corresponding numbers of relevant documents from PAIR, “GBAIR BASE”,
“BASE+TT”, “BASE+RR”, “BASE+RR+TT”, “BASE+RR+TT-DIV” are: 827, 825,
835, 852, 879 and 834 respectively. Table 1 shows the average precision of these
seven systems at top n results among the 65 queries, and Table 2 shows the NDCG at
top n results.

As we can see, all the versions of GBAIR perform better than PAIR;
“BASE+RR+TT” system performs best. Comparing “GBAIR BASE” with PAIR, we
can see “GBAIR BASE” performs better than PAIR. This indicates that integrating
the initial query model can achieve the better performance. However, if the initial
query model is not accurate, this will result in worse performance. For example, if
query logs considered to be related to the current query deviate from the information
need, the original query model may be not accuracy, the performance of “GBAIR
BASE” decreases more than PAIR.

The performance of “BASE+TT” is better than that of “GBAIR BASE”. This
shows that reinforcement relationships among terms are helpful in improving retrieval
effectiveness. One explanation is that the approach can mine the term related the
user’s interest. For example, a term may not appear in the user’s query, but it is
supported by many related terms. Through the reinforcement relationship, this term

" HTRDP Evaluation. http://www.863data.org.cn/
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will gain a high weight, thus, an accurate query model can be constructed, and then
the search