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Preface

Asia Information Retrieval Symposium (AIRS) 2009 was the fifth AIRS confer-
ence in the series established in 2004. The first AIRS was held in Beijing, China,
the second in Jeju, Korea, the third in Singapore and the fourth in Harbin,
China. The AIRS conferences trace their roots to the successful Information
Retrieval with Asian Languages (IRAL) workshops, which started in 1996.

The AIRS series aims to bring together international researchers and devel-
opers to exchange new ideas and the latest results in information retrieval. The
scope of the conference encompassed the theory and practice of all aspects of
information retrieval in text, audio, image, video, and multimedia data.

AIRS 2009 received 82 submissions, from which we carefully selected 18 regular
papers (22%) and 20 (24%) posters through a double-blind reviewing process. We
are pleased to report that the conference proceedings include contributions from
not only Asian countries, but also from Finland, Italy, Australia, UK and USA.

We are grateful to Elizabeth Liddy, chair of ACM SIGIR, for accepting to be
the honorary conference chair, and to Hokkaido University for hosting the con-
ference. We thank the Information Retrieval Facility, Microsoft Research Asia,
Ricoh, Ltd., Global COE Program “Center for Next-Generation Information
Technology Based on Knowledge Discovery and Knowledge Federation” and Sap-
poro International Communication Plaza Foundation for sponsoring the confer-
ence, and Springer for publishing the conference proceedings as part of their
Lecture Notes in Computer Science (LNCS) series. We also thank ACM SIGIR
and IPSJ SIGFI for giving the conference an “in cooperation with” status.

We thank the publication co-chairs, Akiko Aizawa and Kazuko Kuriyama, for
compiling the camera-ready papers and liasing with Springer, and the finance
chair, Takuya Kida, for successfully managing all money matters. We also thank
the publicity co-chairs, Atsushi Fujii, Ian Soboroff, Dawei Song and William
Webber, for advertising AIRS, and the area chairs and other program committee
members for their high-quality and punctual reviews.

Finally, we acknowledge, and are inspired by, the many authors who sub-
mitted papers and who continue to contribute to this Asian community of IR
research and development.

August 2009 Gary Geunbae Lee
Dawei Song

Chin-Yew Lin
Masaharu Yoshioka

Tetsuya Sakai
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Fully Automatic Text Categorization by Exploiting 
WordNet 

Jianqiang Li, Yu Zhao, and Bo Liu 

NEC Laboratories China 
11F, Bldg.A, Innovation Plaza, Tsinghua Science Park 

Haidian District, Beijing 100084, China 
{lijianqiang,zhaoyu,liubo}@research.nec.com.cn 

Abstract. This paper proposes a Fully Automatic Categorization approach for 
Text (FACT) by exploiting the semantic features from WordNet and document 
clustering. In FACT, the training data is constructed automatically by using the 
knowledge of the category name. With the support of WordNet, it first uses the 
category name to generate a set of features for the corresponding category. 
Then, a set of documents is labeled according to such features. To reduce the 
possible bias originating from the category name and generated features, docu-
ment clustering is used to refine the quality of initial labeling. The training data 
are subsequently constructed to train the discriminative classifier. The empirical 
experiments show that the best performance of FACT can achieve more than 
90% of the baseline SVM classifiers in F1 measure, which demonstrates the ef-
fectiveness of the proposed approach.  

Keywords: WordNet, Text Categorization, Semantics. 

1   Introduction 

Supervised learning is the dominant approach for Text Categorization (TC) [15] [21]. 
Its performance depends heavily on the quantity and quality of hand-labeled docu-
ments. To reduce the burden of manual labeling, semi-supervised approaches [19] use 
the knowledge from both labeled and unlabeled data for classifier training.  

This paper proposes FACT approach. Its underlying assumption is that the cate-
gory name is specified in human-understandable words, which is generally true for 
many real applications with good human-computer interfaces. FACT employs the 
semantic of the category name and the hidden knowledge of the document set for 
automatic training data construction. First, the category name is extended as a set of 
representative keywords for each category, which serves as the Representative Profile 
(RP) of the category to initially label a set of documents. Second, the document clus-
tering is used to refine the initial document labeling, which acts as a regulator to re-
duce the possible bias derived from the category name. Finally, the training data is 
constructed from the labeled documents. They are used to supervise the classifier 
learning. 

The key of FACT approach is automatic document labeling. Its basic idea derived 
from following observation: Given the category name, the prerequisite for the human 
experts to manually label the documents is that they know the meanings of the  
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concepts implied by the category name. With the knowledge in mind to read the docu-
ments, the expert can assign the category label on them. The knowledge stored in 
their memories serves as the intermediate to link the categories and documents  
together. Similarly, with the availability of lexical databases such as WordNet,  
EuroWordNet, CoreNet, and HowNet, an intuitive way to simulate human’s docu-
ment labeling is to use these lexical resources to provide the same functionality as that 
of human’s knowledge in their brains. In FACT, the description on the concepts  
implied in the category name and their definitions in WordNet are used as a bridge to 
provide the linkage between the category and the unlabeled documents.  

2   Related Work 

Both supervised [15] and semi-supervised [3] [8] [11] TC methods treat category 
name only as symbolic labels that assume no additional knowledge about them avail-
able to help building the classifier. So more or less, certain amount of manual data 
labeling is required. Our FACT is different. The semantics of the words appeared in 
the category name is used to supervise the classifier learning. Then, no manual label-
ing efforts is required in FACT. 

FACT is closely related to unsupervised TC approaches. Without labeled docu-
ments, they utilize category names [1] or user-specified keywords [20] as the RP for 
training data building. Since it was hard for users to provide such keywords, [2] uses 
document clustering together with feature selection to find a set of important words to 
assist users for keyword selection. FACT is different since it utilizes WordNet to 
automatically generate a set of representative words as the extended features of the 
category.  

Our work also relates to applying WordNet for automatic TC. [4] proposed to util-
ize the synonyms in WordNet to improve TC. Several similar techniques are reported 
to incorporate the synonyms [9], hypernyms [12], hyponyms [13], meronyms and 
holonyms [16] of words found in the training documents for classifier training. These 
researches mainly focus on incorporating WordNet to improve the TC model, where 
the labeled documents are still used. They are different from FACT since we need no 
labeled data.  

3   Our FACT Approach  

Given a set of categories C and a set of unlabeled documents D, our FACT consists of 
four steps: (1) Initial document labeling; (2) Refinement of the initial document label-
ing; (3) Training data construction; (4) Classifier building. Figure 1 is the flow chart 
of FACT. 

3.1   Initial Document Labeling   

Category names are used to initially label some documents in D. It includes three 
sub-steps: 1) Category name understanding; 2) RP generation; 3) Initial document 
labeling. 
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Fig. 1. The flow chart of FACT 

1)   Category Name Understanding 
The goal of this sub-step is to find the relevant word senses of the word/phrase ap-
peared in the category name. For each category name, a preprocessing is conducted. 
The words inside are tagged for their POS. Here, the word also refers to the simple 
phrase that can be found in WordNet. After the stop-words (conjunctions, preposi-
tions, and pronouns) are eliminated, the remaining words are used to represent the 
concepts of the category. They will serve as the seed features to be extended as the RP 
of corresponding category.  

WordNet organizes English nouns, verbs, adjectives, and adverbs into synonym 
sets, called synsets. Different relationships are defined to link these synsets. One sim-
ple method to extend the seed features is just to find all the synsets containing the 
seed features, then utilize the defined semantic relations to collect the semantically 
relevant words as the RP of the category. However, there are generally multiple 
senses (synsets) for each seed word. The homonyms or polysemes could introduce 
potential noise. So a sense ranking algorithm is given to determine which senses 
should be considered. 

Similar to existing WSD methods [7] using the surrounding words in the sentence 
to select the correct sense, we propose a sense ranking approach for a word w in the 
name of category cj∈C by using the contextual words appeared in the names of cate-
gory cj (if the category name contains multiple words) and cj’s adjacent categories 
(i.e., its sibling, children, and parent categories defined in C, if there is a hierarchical 
structure inside). For the example given in Figure 1, spam and private emails are two 
categories. The words “private” and “email” is the contextual words of “spam”. 

Each word sense in WordNet is represented as a synset. It has a gloss that provides 
a linguistic micro-context for that sense. The senses of word w are ranked according 
to the relatedness of their linguistic micro-contexts with the contextual words of w 
found in the category names in C.  
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For a word w, assuming it has m senses {w1, w2, …, wm}, there are n contextual 
words {cw1, cw2, …, cwn}. Each word cwi has mi senses { im

iii cwcwcw ,...,, 21 }, 1≤i≤n, 

the word sense ranks are calculated as follows:  

1. For each word sense wr, 1≤r≤m, its relatedness with k
icw , i.e., R( k

i
r cww , ), 1≤ k 

≤mi, is computed. Its value is determined by the cosine of the angle between their 
gloss vectors. Due to the possible data sparseness caused by the extremely short 
glosses, this measure is also augmented by the glosses of adjacent hypernyms and 
hyponyms.  

2. Determine the relatedness between a word sense wr and word cwi by the sum of 
R( k

i
r cww , ),1≤ k≤mi. 

3. For each sense wr, its rank is calculated: Rank(wr)= ∑∑
≤≤ =

×
ni

m

k

k
i

r
r

j

cwwRf
1 1

),(  

where each sense of the contextual word is weighted by its frequency count fr to indi-
cate how important the word sense is. 

The rank value reflects the extent to which this word sense shares information in 
common with its contextual words. The real meaning of the words in a category name 
might cover several senses, i.e., several senses defined in WordNet might be relevant 
to the concepts implied by the category name. So, different from traditional WSD that 
selects only one correct sense, we here need to choose several of them. Intuitively, we 
can select the top t% senses as the target senses for feature extension. However, the 
threshold value is difficult to tune. To handle such a problem, we use a compromised 
policy, i.e., the higher value of m, the lower value of t is set.    

2)   RP Generation 
Based on the selected word senses, WordNet is used to construct a set of extended 
keywords for each category, which will serve as the RP rpj of corresponding category 
cj∈C. The basic idea is to use the multiple relations defined in WordNet to extract the 
semantically related words as extended features for each category.  

For the category name with only one word: The rpj is constituted by all the 
synonyms, hypernyms, hyponyms, meronyms, and holonyms that are identified using 
the selected senses and the semantic relations defined in WordNet. Also, the words 
from the derivationally related forms defined in WordNet for corresponding synsets 
are also used as the representative keywords. 

For the category name with multiple words: Besides the keywords found by the 
multiple semantic relations in WordNet, new phrases are also constructed as a part of 
the rpj by automatic synonym substitution. It means that the synonyms are utilized to 
substitute corresponding word to construct a new phrase. For example, a category 
name is “spam detection”, the synonym of “spam” is “junk e-mail”, then “junk e-mail 
detection” is also selected as the extended features of corresponding category.  

Considering that the more relevant sense should contribute more to the TC model, 
we use the ranking value of each sense to assign the weight to the extended features 
from this sense, i.e., the word sense with higher rank value will play a more impor-
tant role in identifying the relevant documents as training data. Intuitively, a 
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keyword might be more discriminative for one class than the others. However, the 
experiments show that the TC performance of the final classifier is not sensitive to 
the weighting policies. 

3)   Initial Document Labeling 
Once the rp for each category is constructed, we then apply it for probabilistic docu-
ment labeling. The probabilistic labeling is based on the similarity of each document 
di∈D with each rpj. We use the popular cosine similarity metric to measure the simi-
larity. It is based on the Vector Space Model (VSM) of the representations of the rpj 

and di. di∈D is compared with rpj of category cj∈C using the cosine metric, and a score 
s(di,cj) is obtained to indicate similarity between di and rpj.  

Using the similarity scores between categories and documents, we can automati-
cally generate a set of probabilistically labeled documents from D for corresponding 
category. 

The initial probability value reflects to what extend a document belongs to the 
category. It is generated only based on the similarity sores between the document and 
the RP of corresponding category. There are many cases that one document has mul-
tiple probability values regarding to different categories. So, for each cj∈C, assuming 
mxj is the maximum s(dk,cj), p(cj|s(di,cj))= s(di,cj)/mxj, we use following formula to 
normalize the possibility value across multi-categories, 

∑ ∈
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3.2   Refinement of the Initial Document Labeling 

Since the initial document labeling might be biased by the RPs, this step uses the 
document clustering to adjust the initial probability value of the label.  

The adjustment is conducted by an alignment model based on the Bayesian infer-
ence. Assuming C' be the resultant cluster set and document di is clustered into cluster 

c'k∈C', based on the Bayesian probability, we have 
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where P(cj|di) can be obtained from the probabilistic document labeling, and the other 
two components could be obtained with following two equations:  
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3.3    Training Data Construction and Classifier Building 

For each category, there is a list of documents with P(cj|di, kc' )≥0. A document could 
be labeled by multiple categories with certain probabilities. With these multi-labeled 
documents, the training data are generated automatically. 
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For each category, the policy for training data construction for category cj can be 
described as: 1) The top p+% documents of the list are selected as positive samples for 
cj; 2) The documents at the top p-% of the list from other categories are identified as 
reliable negative samples of cj. Basically, higher p+(p-) means more resultant training 
data but with lower quality; and lower p+(p-) indicates less resultant training data but 
with higher quality. They need to be tuned carefully for the final classifier building. 

There might be that multiple categories share the same documents as positive sam-
ples. To maximize the discriminative power of the training data, such shared docu-
ments only serve as the positive samples for the category with highest probability 
value. 

With the constructed training data, classifiers are built by two discriminative meth-
ods, i.e., SVM [17] and TSVM [8]. 

4   Experiment and Evaluation 

1)   Experiments Setup 
Three English datasets, i.e, 20-NewsGroup (20NP), Reuters-21578, and WebKB, were 
used. WebKB data set consists of a collection of web pages gathered from university 
computer science departments, which are divided into seven categories. Our experi-
ment uses four most populous categories: student, faculty, course and project—all 
together containing 4199 pages. Reuters-21578 is a collection of documents from the 
Reuters. As many researches [8][15] were conducted, only the most populous 10 
classes from the whole dataset are used for our experiment, i.e., Earn, Acquisition, 
Grain, Crude, Trade, Interest, Ship, Wheat and Corn. There are totally 9296 docu-
ments covered by these classes. For each category, the ModApte split is adopted to 
obtain the training and test data. 20NP is a collection of approximately 20000 articles 
from 20 different UseNet discussion groups. There are 1000 news documents for each 
NP. For simplicity, we select two of the 4 main categories, i.e., Science (SCI), Com-
puting (COMP), as the representation of this dataset. There are totally 9 subcatego-
ries, 4 in Science and 5 in Computing. Since we assume the category name should be 
specified as normal words in natural language, the abbreviation of the category name 
is transformed into its dictionary form, e.g., science for SCI, computing for COMP. 
For baseline approaches, the given training and test sets are used. 

For each document, the title and body are extracted as a single feature vector. After 
the stop-words elimination and stemming, we select the traditional tf-idf term weight-
ing scheme as our document representation model. In our experiment, the SVM-light 
package [8] is employed for the implementation of SVM and TSVM, where a linear 
kernel is used, and the weight C of the slack variables is set to default. 

2)   Evaluation Criteria 
We use the three standard criteria for binary TC classifier, precision, recall and F1 
measure. For the multi-classification problem, we adopt both document-centric mi-
croaveraging F1 measure and category-centric macroaveraging F1. The accuracy, i.e., 
the proportion of documents with correct labels, is adopted to measure the quality of 
document labeling and the used training data. 
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3)   Experiment Results 
We conduct several experiments to tune the parameters of our algorithm. 

Category name understanding: The compromised policy for selecting the top t% 
from the ranking result of m senses is given in Figure 2. 

 

Fig. 2. The policy for word sense selection 

Actually, several experiments on word sense selection have been conducted to tune 
the settings of m and t. The results show that slight differences on the parameters  
defined in Fig. 2 have almost no effect on the final classification results. 

Initial document labeling: We change the percentage pc% ranging from 10-100% to 
draw the curves of the quality of document labeling. The solid lines in Figure 3 are 
the result. In Figure 3, we find that the initial document labeling for the Reuters-
21578 has the best quality, and WebKB is the poorest dataset. It indicates that, for 
Reuters-21578, its category names have the best quality to represent the content of its 
documents. However, the category names used in WebKB don’t reflect appropriately 
its document contents. Also, we observe that, for Reuters-21578 and 20NP, the quali-
ties of the document labeling decrease monotonously with pc. It is consistent with the 
initial assumption that smaller pc means more reliable labeled data. But for WebKB, 
after pc>0.2, the accuracy of the labeled document increases with pc. It is due to that 
there are biased keywords in the RPs. 

Refinement of the probabilistic labeling: The k-means algorithm is adopted for 
document clustering. We use Weka [6] for its implementation. The double of the actual 

 

Fig. 3. Document labeling and refinement 
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number of classes of each dataset is used to set the value of k. The dotted lines in  
Figure 3 are the accuracies of the labeled documents after the refinement step. Aver-
agely, there is 6-8% improvement. It shows the usefulness of our method for labeled 
data refinement. 

The value setting of k does not matter much for FACT as long as it is not too small 
(generally, the value of k should be bigger than the actual number of the categories). 
We also experimented with k being the 1.5 and 4 times of the actual class numbers, 
the results are very similar to that shown in Figure 3. 

Training data construction: We investigate the accuracy of the constructed training 
data when p+% is set value from 10%-100%. We know that, when p+ is given, the 
actual number of positive samples is determined, e.g., s documents are selected as 
positive samples for category cj. Then we can decide how many negative samples are 
used, e.g., the amount of negative samples is a times of s. a is the parameter to reflect 
the ratio between negative and positive samples. Obviously, there is a bijective rela-
tion between a and p-. For simplicity, in our implementation, we use a to represent the 
selected p-. 

Figure 4 shows the accuracies of the constructed training data based on different 
values of p+ and a. all denotes all the positive samples of other categories are selected 
as negative samples of this category. We can observe that, with a fixed p+(or a), the 
accuracies of the training data decrease with the increase of value a(or p+). It means 
that, the more negative (or positive) samples is involved in the training data, the lower 
the quality of the training data is. Since the precision of negative samples is much 
higher than that of positive ones, the accuracy of training data is much higher than 
that of labeled data in Figure 3. 

 

 

 

 

Fig. 4. Accuracy of the used training data             Fig. 5. Selection of parameters p+ and a 
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Classifier building: In our algorithm, p+ is set to 15% and a is set to 1.5. The settings 
are based on empirical experiments which will be explained below. 

We select SVM and TSVM as baseline approaches. For the baseline, the given 
training and test data from each of the three datasets are used for building and evaluat-
ing the classifiers. We implement our FACT approach into two versions, i.e., 
SVM+WordNet and TSVM+WordNet. SVM(TSVM)+WordNet means that all the 
documents in the training dataset are treated as unlabeled data to obtain the training 
data automatically; then SVM (TSVM) classifier is learned; and the test data are used 
for its evaluation. 

Table 1. Comparison of FACT with baselines 

Macro-averaging Micro-averaging Measure (%) 
Dataset and method Prec Rec F1 Prec Rec F1 

SVM(baseline) 91.1 65.5 76.3 91.2 63.8 75.1 

TSVM(baseline) 80.7 80.8 80.8 80.7 80.8 80.8 

SVM+WordNet 68.9 66.9 67.9 69.9 67.0 68.4 

TSVM+WordNet 14.6 95.4 25.4 14.6 85.8 25.0 

20NP 

Without WordNet 26.6 81.0 40.1 26.6 48.6 34.4 

SVM (baseline) 92.3 74.5 82.5 92.3 72.4 81.2 

TSVM(baseline) 85.2 85.4 85.3 85.2 85.4 85.3 

SVM+WordNet 37.0 72.9 49.1 37.0 70.0 48.4 

TSVM+WordNet 36.8 87.4 51.8 36.8 85.8 51.5 

Web
KB 

Without WordNet 27.3 97.9 42.7 27.3 54.5 36.3 

SVM(baseline) 86.1 97.0 91.2 86.1 96.9 91.2 

TSVM(baseline) 92.7 92.5 92.6 92.7 91.7 92.2 

SVM+WordNet 85.7 84.6 85.1 85.7 83.4 84.5 

TSVM+WordNet 20.7 88.3 33.5 20.7 97.4 34.1 

Reuters-
21778 

Without WordNet 53.1 82.2 64.5 53.1 66.3 59.0 

Table 1 illustrates the TC results. We observe that, when SVM+WordNet is used 
to categorize the Reuters-21578 and 20NP, FACT can achieve more than 90% of F1 
performance of the baseline SVM methods. It proves the effectiveness of FACT.  

The unsupervised method given in [1], which uses only the category name to boot-
strap a TC classifier, achieves 65% F1 performance of the baseline SVM for 20NP 
(Although the document set between the two studies for 20NP were not totally the 
same, the overall ratios of training set to test set were almost exactly the same). The 
F1 measures are 0.74 for Reuters21578 and 0.65 for 20NP. Since we utilize the se-
mantic knowledge of the category name defined in WordNet (as an external knowl-
edge source) to bridge the categories and documents, as shown in Table 1, the 
SVM+WordNet classifier outperforms it. The TC classifier obtained by labeling 
words [2] has similar performance comparing to supervised approach. As mentioned 
in [1], its reason may be the easier TC task and the weaker NB classifier. Actually, the 
human intervention in selecting important words for each category might result in the 
high quality of the category’s representative words. This fact also makes it possible 
that their TC results have better quality comparing with our FACT using WordNet to 
generate the representative words automatically. 

For the phenomenon that SVM with inaccurate and insufficient training data could 
get satisfactory categorization results, we conjecture that the main reason is that the 
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training data is more compact than the training data used for baseline method. Since 
we select top ranked documents from the initially labeled documents as training data, 
the similarity computing between the documents and RPs of the category realizes 
clustering for the documents in some sense. This can cause that the margin between 
positive and negative examples much wider than the baseline method. Thus, it might 
generate a more robust classifier for the document collection. Figure 6 shows this 
phenomenon. 

 

Fig. 6. Baseline SVM and FACT 

However, for WebKB, FACT is worse than the baselines. It is because WebKB 
consists of web pages where many words have no semantic relation with the category 
name, e.g., Email, date, phone, etc. Then, the limitation of FACT is that it is sensitive 
not only to the expressiveness of the category name but also to whether the docu-
ments are semantically consistent to the category name. But considering the fact that 
for a real application with good human-computer interface, the category are generally 
specified clearly in a human-understandable way, it can make the generated features 
from WordNet and then the resulting training data (i.e., the correctness of the cate-
gory labels) with good quality. 

For the baselines, since the knowledge implied in the unlabeled documents is ex-
ploited, TSVM classifier outperforms SVM classifier. However, SVM+WordNet 
outperforms TSVM+WordNet a lot on Reuters-21578 and 20NP. This can be ex-
plained by that, since TSVM uses both the unlabeled and labeled data for classifier 
training, then for the resulting training data, the influence of the characteristic that 
negative and positive documents are separated with a wide margin is decreased a lot 
comparing that for SVM.  

Regarding training data selection from the initial labeled documents, we conduct 
several experiments to select the value of p+ and a using SVM. Figure 5 show the 
results. For 20NP and Reuters-21578, we can see that, when p+<0.5, with the increase 
of a, the F1 measures increase at the beginning and reach the peak value when a is 
within 1~3, and then decrease slowly. However, for p+≥0.5, the F1 measure increase 
monotonously with a. We know that, (1) generally, when more training data are util-
ized, the classifier will get higher accuracy. However, for FACT, (2) when more  
labeled documents are utilized, more incorrectly labeled documents might be intro-
duced into the training data, which will degrade the categorization results. The above 
phenomena can be explained by the tradeoff between these two trends of (1) and (2). 
As p+<0.5, the positive samples have high quality. When a increases at the beginning, 
since the involved negative samples also with high quality, the trend (1) plays the 
major role. It causes the enhanced categorization performance with the increase of a. 
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When a reaches certain value, more noise data from the negative sample is intro-
duced. It causes that trend (2) becomes the principle factor. And then, the perform-
ance began to decrease. When p+≥0.5, the low quality of positive samples always 
make trend (1) play the principle role. The performance of the classifier grows slowly. 
However, for WebKB, F1 doesn’t have the similar behavior. The reason might be that 
its category name is not semantically consistent with document contents. 

Figure 5 shows that, when p+ is within 0.1~0.2, and a within 1~3, the learned clas-
sifier has almost the best performance. It is generally true for the three datasets. Then, 
in our implementation, we set p+ and a to the medium values of their best perform-
ance ranges.  

The contribution of WordNet: To evaluate the impact of WordNet on the results, 
additional experiments with SVM were done: Without WordNet, where the RP only 
contains the words from category names. The results are also shown in Table 1. Since 
WordNet bring more knowledge into the classifiers, in all the three datasets, 
SVM+WordNet outperforms without WordNet significantly. It demonstrates that 
using the training data from our automatic labeling approach can provide significant 
advantage than applying a simple query only consisting in the name of the category. 
Also, the contribution of WordNet for WebKB is not as notable as for 20NP and 
Reuters. It might be due to that WebKB’s category names are not consistent with its 
documents, which make the contribution of generated features from WordNet is not 
stable (although it affect the results obtained without WordNet as well). 

5   Conclusion 

This paper proposes FACT for fully automatic TC. With the support of WordNet, the 
semantics of the category name are utilized for automatic document labeling. The 
document clustering is employed to reduce the possible biases derived from the cate-
gory name and WordNet. The experiments show that, when the given category name 
has a clear representation of the topics described in the content of the documents, its 
performance is very close to the supervised method. Our future work will analyze its 
statistical significance and extend and evaluate the proposed approach for multilin-
gual TC tasks. 

References 

1. Gliozzo, A.M., Strapparava, C., Dagan, I.: Investigating Unsupervised Learning for Text 
Categorization Bootstrapping. In: Proc. of EMNLP (2005) 

2. Liu, B., Li, X., Lee, W.S., Yu, P.S.: Text Classification by Labeling Words. In: Proc. 19th 
Nat’l Conf. Artificial Intelligence (2004) 

3. Blum, A., Mitchell, T.: Combining labeled and unlabeled data with co-training. In: Proc. 
of the Workshop on Computational Learning Theory (1998) 

4. de Buenaga Rodriguez, M., Gomez-Hidalgo, J., Diaz- Agudo, B.: Using WordNet to com-
plement training information in text categorization. In: Proc. of RANLP (1997) 

5. Hotho, A., Staab, S., Stumme, G.: Wordnet Improves Text Document Clustering. In: Proc. 
of the Semantic Web Workshop at SIGIR (2003) 



12 J. Li, Y. Zhao, and B. Liu 

6. Witten, I.H., Frank, E.: Data Mining: Practical machine learning tools and techniques, 2nd 
edn. Morgan Kaufmann, San Francisco (2005) 

7. Ide, N., Véronis, J.: Word sense disambiguation: The state of the art. Computational Lin-
guistics 24(1), 1–40 (1998) 

8. Joachims, T.: Transductive inference for text classification using support vector machines. 
In: Proc. 16th International Conf. on Machine Learning, pp. 200–209 (1999) 

9. Kehagias, A., Petridis, V., Kaburlasos, V., Fragkou, P.: A comparison of word- and sense-
based text classification using several classification algorithms. Journal of Intelligent In-
formation Systems 21(3), 227–247 (2003) 

10. Moldovan, D.I., Mihalcea, R.: Using WordNet and Lexical Operators to Improve Internet 
Searches. IEEE lnternet Computing 4(1), 34–43 (2000) 

11. Nigam, K., McCallum, A., Thrun, S., Mitchell, T.: Text classification from labeled and 
unlabeled documents using EM. Machine Learning, 103–134 (2000) 

12. Scott, S., Matwin, S.: Text classification using WordNet hypernyms. In: Proc. Coling-ACL 
1998, pp. 45–52 (1998) 

13. Peng, X., Choi, B.: Document classifications based on word semantic hierarchies. In: 
Proc. of the International Conf. on Artificial Intelligence and Application (AIA 2005),  
pp. 362–367 (2005) 

14. Banerjee, S., Pedersen, T.: An Adapted Lesk Algorithm for Word Sense Disambiguation 
Using WordNet. In: Gelbukh, A. (ed.) CICLing 2002. LNCS, vol. 2276, pp. 136–145. 
Springer, Heidelberg (2002) 

15. Sebastiani, F.: Machine learning in automated text categorization. ACM Computing Sur-
veys 34(1), 1–47 (2002) 

16. Mansuy, T.N., Hilderman, R.J.: A Characterization of Wordnet Features in Boolean Mod-
els For Text Classification. In: AusDM 2006, pp. 103–109 (2006) 

17. Vapnik, V.: The nature of statistical learning theory. Springer, Heidelberg (1995) 
18. Chen, W., Zhu, J., Wu, H., Yao, T.: Automatic learning features using bootstrapping for 

text categorization. In: Gelbukh, A. (ed.) CICLing 2004. LNCS, vol. 2945, pp. 571–579. 
Springer, Heidelberg (2004) 

19. Zhu, X.-J.: Semi-Supervised Learning Literature Survey (2007), 
http://pages.cs.wisc.edu/~jerryzhu/research/ssl/ 
semireview.html 

20. Ko, Y., Seo, J.: Automatic text categorization by unsupervised learning. In: Proc. of  
COLING 2000 (2000) 

21. Yang, Y., Liu, X.: A re-examination of text categorization methods. In: Proc. of SIGIR 
1999 (1999) 



A Latent Dirichlet Framework for Relevance

Modeling

Viet Ha-Thuc and Padmini Srinivasan

Computer Science Department, The University of Iowa, Iowa City, IA52246, USA
hviet@cs.uiowa.edu,

padmini-srinivasan@uiowa.edu

Abstract. Relevance-based language models operate by estimating the
probabilities of observing words in documents relevant (or pseudo rele-
vant) to a topic. However, these models assume that if a document is rele-
vant to a topic, then all tokens in the document are relevant to that topic.
This could limit model robustness and effectiveness. In this study, we pro-
pose a Latent Dirichlet relevance model, which relaxes this assumption.
Our approach derives from current research on Latent Dirichlet Alloca-
tion (LDA) topic models. LDA has been extensively explored, especially
for discovering a set of topics from a corpus. LDA itself, however, has a
limitation that is also addressed in our work. Topics generated by LDA
from a corpus are synthetic, i.e., they do not necessarily correspond to
topics identified by humans for the same corpus. In contrast, our model
explicitly considers the relevance relationships between documents and
given topics (queries). Thus unlike standard LDA, our model is directly
applicable to goals such as relevance feedback for query modification
and text classification, where topics (classes and queries) are provided
upfront. Thus although the focus of our paper is on improving relevance-
based language models, in effect our approach bridges relevance-based
language models and LDA addressing limitations of both.

Keywords: LDA, topic models, relevance-based language models.

1 Introduction

Relevance is a key concept in retrieval theory [7][14]. Among the formal relevance
models that have been proposed, relevance-based language models is perhaps
the most popular one [9][10][11]. Given a topic of interest t, relevance-based
language models estimate the probability distribution p(w|Rt). The distribution
is estimated by using a set of training documents. Nonetheless, these relevance-
based language models have a limitation; they make an overly-strict assumption
that all tokens in each training document are generated by a single topic to
which the document belongs. This assumption is obviously not true in many
practical cases. The example below is a part of a Wall Street Journal article
judged relevant to the topic “machine translation” (TREC topic 63). As we see,
many portions of it are non-relevant to the topic.

G.G. Lee et al. (Eds.): AIRS 2009, LNCS 5839, pp. 13–25, 2009.
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14 V. Ha-Thuc and P. Srinivasan

Buried among the many trade issues that bedevil the U.S. and Japan is
the 1 billion dollars of translation work done every year in Japan that
could be done better and more efficiently in the U.S. And in the next two
years, the dollar value of Japanese-to-English translations is expected to
double. Think about it. Every car, videocassette recorder, boom box or
stereo imported into the U.S. from Japan has operating and assembly
instructions . . .

Alongside the development of relevance-based models, we observe a strong strand
of research on Latent Dirichlet Allocation (LDA), that has been shown to be
effective in many text-related applications [2][5][6][15]. LDA offers a strong the-
oretical framework within which we may consider each document as generated
by a mixture of multiple topics. However, the topics discovered by LDA from a
corpus are synthetic. In other words, if experts identified topics manually for a
corpus, then these may have little or no correspondence with the synthetic topics
identified by LDA. From a different perspective, we may say that probabilistic
topic models are unable to model the concept of relevance to given topics of
interest. Thus, not surprisingly LDA has not found use in applications such as
relevance feedback based query modification. Our work shows how this can be
done.

In this paper, we propose an approach that bridges relevance-based language
models and LDA. Our approach allows us to address the limitation of relevance-
based language models, specifically their assumption that all tokens of a relevant
document are equally relevant to a topic. We do this by estimating the relevance
model using the multiple-topic framework of LDA. In essence, we consider that
although a document d may be relevant to a given topic t, it could still have
non-relevant portions. Some portions could pertain to background information
shared by many documents. Other non relevant portions while specific to d may
be on themes other than t. Specifically, each document d is hypothesized to be
generated by a combination of three topics: the topic t to which it is relevant, a
background topic b representing the general language in the document set, and
a third topic t o(d) responsible for generating themes that though specific to d
are neither b nor t. Because we consider this mixture of three topics, our model
is able to identify just those portions of the document that are truly relevant to
the topic t. In our work, these selected portions are the ones that contribute to
the estimation of the relevance model p(w|Rt). In this way, we utilize the Latent
Dirichlet framework to solve for a limitation in relevance-based language models.

As in previous work in standard LDA [5][6][15], we also implement the infer-
ence process using Gibbs sampling [1][3]. A secondary contribution of this paper
is that we exploit the “bag-of-words” assumption in order to reduce the compu-
tational complexity of the inference algorithm. Since token order in a document
is not considered, we can re-arrange the tokens in any order that is convenient
for the inference algorithm. In our case, we group tokens with the same stem into
continuous segments because the topics of the tokens are sampled from the same
distribution. That helps to reduce the running time of the sampling process. The
proposed idea is also applicable for standard probabilistic topic models.
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2 A Latent Dirichlet Relevance Model

2.1 Notation

A Vocabulary set (dictionary) V is a set of W possible words (terms) V =
{word1, word2 . . . wordW }. A token is a specific occurrence of a word in a doc-
ument. Document d is a sequence of Nd tokens. A training set Dt of a topic
of interest t is a set of |Dt| relevant (or pseudo relevant) documents: Dt =
{(w1, d1), (w2, d2) . . . (wNt , dNt)}, where Nt =

∑
d∈Dt

Nd, wi and di are word
index and document index of the ith token. As we mentioned above, each doc-
ument d in the training set of a topic of interest t is generated by a mixture of
three topics xd = {b, t, t o(d)}, where b denotes the background topic and t o(d)
denotes a document-leveled topic covering other themes rather t also mentioned
in d. The topic mixing proportion of the three topics in d is represented by
Θd,z = p(z|d) where z ∈ xd. Each topic z is represented by a distribution over
the vocabulary set denoted by: Φz,w = p(w|z) where 1 ≤ w ≤ W .

2.2 Model Description

The proposed Latent Dirichlet relevance model is a generative model describing
the process of generating relevant documents for K0 given topics of interest. In
this model, the language used to generate a document relevant to a topic of
interest t is a combination of (1) the language reflecting the meaning of t it-
self, (2) the language of a general background topic, (3) the language reflecting
themes other than t that are also mentioned in the document. For example, in
the domain of computer science research papers, suppose that the training set
for the topic machine learning (ML) includes d1 a document about applying ML
to information retrieval (IR) and d2 a document about ML tools for the banking
industry. The general background topic would be responsible for common words
in English and common words in the domain such as “paper”, “propose”, “ap-
proach”... The distribution for topic ML, representing the meaning of ML, would
likely give high probabilities to words like “learning”,“training”, “test”. . . Topic
t o(d1) responsible for other themes in document d1 would likely generate words
relating to the IR aspects mentioned in d1, while for d2, t o(d2) would likely gen-
erate words such as “bank”, “sales”, “marketing” that are related to the banking
industry emphasis in d2. The process of generating relevant documents for K0

topics of interest is formally described as follows:
1. Pick a multinomial distribution Φb for the background topic (b) from a

W-dimensional Dirichlet distribution Dir(β).
2. For each topic t in K0 topics of interest:
2.1 Pick a multinomial distribution Φt for t from the W-dimensional Dir(β).
2.2 For each document d relevant to t:
2.2.1 Pick a multinomial distribution Φt o(d) for the topic covering themes

other than t that are also mentioned in d from the W-dimensional Dir(β).
2.2.2 Pick a multinomial distribution Θd from a 3-dimensional Dir(α), each

element of Θd corresponds to a topic in xd = {b, t, t o(d)}
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2.2.3 For each token in document d:
2.2.3.1 Pick a topic z among the three topics in xd from multinomial Θd.
2.2.3.1 Pick a word from the corresponding multinomial distribution Φz.
The graphical model using plate notation in Fig. 1 describes this process. In

the Figure, wi (word index of a token ith) and xd = {b, t, t o(d)} (topics generate
document d) are observable variables and denoted by shaded circles; zi (latent
topic of a token ith), Θ and Φ are hidden variables and denoted by un-shaded
circles; α, β are hyper-parameters of Dirichlet distributions. In our model, values
of α, β are pre-defined as in [15][16].

Fig. 1. Latent Dirichlet relevance model

Observe that unlike standard LDA describing how all documents in a corpus
are generated, our model describes how relevant documents for a set of given
topics are composed. Consequentially, each given topic of interest is explicitly
associated with a multinomial distribution over the vocabulary. Therefore, we
are able to explicitly model relevance.

The advantage of our model compared to relevance-based language models
is that our model considers two more components b and t o(d). The purpose
of the background topic b is to explain words commonly appearing in training
documents of all topics. That allows the distribution of the topic of interest t
to be more discriminative. The purpose of t o(d) is to explain words frequently
appearing in the particular document d, but not in other training documents
of topic t. That prevents the distribution of topic t from wasting its probabil-
ity mass on these extra document-specific features. Thus, the consideration of
document-specific t o(d) topics minimizes the risk of t over-fitting the given set
of training documents. We model the topic mixing proportion Θd and topic-
word distribution Φz by latent variables which are assumed to be sampled from
prior Dirichlet distributions. The explicit assumption about the prior sources of
these variables provides complete generative semantics for the model [2][6][16].
Moreover, the mathematical property that the Dirichlet priors of p(Θd|α) and
p(Φz |β) are conjugate to their likelihoods (multinomial distributions) p(z|Θd)
and p(w|Φz) results in the fact that their posteriors p(Θd|α, {zi| for all tokens
in doc d}) and p(Φz |β, {wi| for all tokens generated by z}) are also Dirichlet
distributions. Mathematically that makes the inference feasible.
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2.3 Inference

As in previous work on LDA, we also apply Gibbs sampling to infer latent vari-
ables. Formally, Gibbs sampling estimates p({Φz : ∀z}, {Θd : ∀d}, {zi : ∀i}|{xd :
∀d}, {wi : ∀i}), the conditional distribution of latent variables given observable
ones by generating sequence of (S +1) samples, where each sample contains val-
ues for all latent variables. The sampling algorithm is presented in Fig. 2. For the
first sample, Φ

(0)
b , Φ

(0)
t , and Φ

(0)
t o(d) are initialized by smoothed term frequencies

on all relevant sets, on the training set of t, and on document d, respectively.
Θ

(0)
d for each document d is the uniform distribution i.e. Θ

(0)
d = {1/3, 1/3, 1/3}.

For each of the following S samples (Step 2, Fig. 2), each latent variable is ran-
domly sampled from its posterior distribution given current values of all other
variables. Specifically, latent topic of token ith is sampled from its posterior dis-
tribution that is estimated by using values of Φ and Θ in the previous sample
(Step 2.1), where wi and di are word index and document index of token ith. Af-
ter sampling zi for every token, we update the values for Φ and Θ by maximum
likelihood principle (Steps 2.2 and 2.3). Given the (S+1) samples, we ignore the
first S’ samples (samples in the burn-in period), then select every P th samples
(i.e. samples S’, (S’+P), (S’+2P). . . ) to estimate Φz,w∗ = p(word = w|topic = z)
for all topics. Those distributions are estimated by averaging over Φ

(s)
z,w in these

selected samples.

Fig. 2. Gibbs sampling-based inference algorithm
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Reducing Complexity: In the inference algorithm (Fig. 2), z
(s+1)
i is condi-

tionally independent of any other z
(s+1)
k (k �= i) (Step 2.1). So, we can re-arrange

the sampling order in Step 2.1 in any order without affecting the final results.
Exploiting this observation, in the preprocessing step, we re-arrange tokens in
each document such that tokens from the same stem are consecutive. Since the
latent topics for these tokens are sampled from the same posterior distribution,
the re-arranging could reduce the complexity by a factor of r = Wd/Nd, where
Wd is the average number of distinct stems, and Nd is the average number of
distinct tokens in a document.

3 Experiments

3.1 Pseudo-relevance Feedback

In this section, we evaluate the effectiveness of our Latent Dirichlet relevance
model (Dir Rel) on the task of pseudo-relevance feedback in comparison against a
standard relevance-based language model (Rel LM). Our implementation of the
Rel LM follows the description given in [7]. Our experiments are done using four
corpora (Table 1). AP and WSJ contain newswire articles. For these corpora,
we use 100 topics (title only) and partial judgments for these topics provided by
TREC. 20 Newsgroup contains discussion posts. Each of the posts is labeled by
one of 20 topics. Cora contains computer science abstract research papers. These
papers are also manually assigned to topics. We use 20 topics for this corpus.
For 20 Newsgroup and Cora, we have complete relevance judgments.

Table 1. Corpora

All documents are stemmed using the Porter stemmer [12] and indexed using
Lucene. We do not remove stop words in this experiment. For a simple retrieval
baseline, we use all Lucene default parameter settings. From the results returned
by Lucene, the top 50 documents for each query are used to train Rel LM and
Dir Rel. In each case the top ranked 50 words, with the highest probabilities
estimated by each model, are used to expand the original query. These parameter
values (50x50) have been tuned for Rel LM in previous work. We also use these
values for our model. Tuning these values specifically for our model could result
in a better performance. We leave this for future work. The expanded query
is rerun using Lucene. The performances of the baseline retrieval and pseudo-
relevance feedback by the two models are shown for each dataset in Tables
2-5. We measure averages across topics of precision at top 10, top 100 and top
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1000 ranked documents. We also measure average precision (averaged across
topics to yield MAP) and the total number of relevant documents retrieved
(� rel ret). As expected with only a single exception both feedback models are
consistently better than the no feedback Lucene baseline (row 1 of the tables)
for all measures. The only exception is for 20 Newsgroup for P@10 w.r.t. our
model. Focusing just on MAP (the fifth column), notations α and β indicate
statistically significant over the baseline and Rel LM (p − value < 0.05 by the
paired t-test). The improvements against baseline for the Rel LM are generally
in the range of 10% to 43%, while for Dir Rel are in 23% to 100%. In 3 of the
4 cases, the MAP improvements for Dir Rel against Rel LM are around 10%.
The best improvement is observed in the 20 Newsgroup dataset (40%). In terms
of precision, for example the P@100 score, we find that Dir Rel is consistently
better than Baseline and Rel LM in all cases. Thus on the whole, we find that Dir
Rel is successful at achieving improvements over the Rel LM, and both feedback
models are, as expected, better than the no feedback baseline. These results
support our contention that a) relevant documents may contain portions that
are not relevant to the topic of interest and b) it is possible to build more robust
relevance models using the Latent Dirichlet framework.

Table 2. Cora

Table 3. 20 Newsgroup

Table 4. AP

Table 5. WSJ
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3.2 Perplexity

The goal of both relevance-based language models and our Latent Dirichlet rel-
evance model is to estimate the unknown true relevance distribution p(w|t) of
some topic of interest t. A traditional measure for comparing the two estimations
is perplexity. Perplexity indicates how well estimated distributions predict a new
sequence of tokens drawn from the true distribution. Better estimations of the
true distribution tend to give higher probabilities to test tokens. As a result,
they have lower perplexity, which means they are less surprised by these tokens.

In our experiment such ideal test data is not available. Instead, for each topic
(query) t, we approximate the new sequence of relevant tokens by using a held
out set of 50 actual relevant documents that do not appear in the training
set. We remove stop words from a standard list and also rare words in these
relevant documents. Then, we use the remaining tokens as test data. Given
estimated distributions pRelLM (w|t) and pDirRel(w|t) obtained from the previous
experiment, we compute Perplexity (PPX) for each topic as follows:

PPX(TestData|t) = exp{−1
N

∑
wi∈TestData

log(p(wi|t))} (1)

where N is the number of tokens in the test data. Table 6 shows the average per-
plexity over 20 topics of Cora and 20 Newsgroup. We experiment on Cora and 20
Newsgroup since each topic of these corpora has hundreds of relevant documents.
As we see, the perplexity of relevance distributions estimated by the proposed
model is significantly lower than distributions estimated by relevance-based lan-
guage models. The asterisk symbol (∗) means that the difference between the
two results is statistically significant (i.e. p− value < 0.05 by the paired t-test).
This indicates that our Rel Dir is better able to predict unseen test data from
the true distribution as compared to Rel LM. Again, the key difference here is
that our model considers each document to be generated by a mixture of topics
and not just the relevant topic alone.

Table 6. Average Perplexity

4 Deeper Analyses

In this section, we further analyze the key feature of our proposed model, i.e., the
important fact that a document relevant to a given topic could also talk about
other non-relevant themes and also have uninformative background terms. Our
model’s strength is that it automatically extracts relevant terms and rules out
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non-relevant background terms and terms belonging to other themes in each
document. We illustrate this ability with the example below. The following is a
relevant document in the training set for the topic of information retrieval (IR).
The document seems to be about image retrieval in the medical domain. (Note:
to make it more readable, we restore the stemmed words to the original forms.)
After running the inference algorithm described in Fig.2, our model determines
the latent topic of each token as shown in the example. Bold tokens are inferred
to be generated by IR topic (i.e. are relevant terms), italicized tokens are inferred
to be generated by the background topic (i.e. are non-relevant terms), underlined
tokens are inferred to be generated by t o(d) (and so also non-relevant to t).

We present a principled method of obtaining a weighted similarity
metric for 3D image retrieval, firmly rooted in Bayes decision the-
ory. The basic idea is to determine a set of most discriminative features
by evaluating how well they perform on the task of classifying images
according to predefined semantic categories. We propose this in-
direct method as a rigorous way to solve the difficult feature selection
problem that comes up in most content based image retrieval tasks.
The method is applied to normal and pathological neuroradiological CT
images, where we take advantage of the fact that normal human brains
present an approximate bilateral symmetry which is often absent in
pathological brains. The quantitative evaluation of the retrieval sys-
tem shows promising results.

As we see all stop words as well as words popular in the domain such as “present”,
“method” “obtain” are inferred as background terms (recall that Cora contains
computer science research papers). Most of the bold are really relevant to IR
such as “similarity” “retrieval” “semantics”. The t o(d) terms identified by the
model reflect the specific context of the document and contain almost nothing
about the topic of IR.

Fig. 3. Topic Contribution Proportion

A secondary hypothesis that we now explore is that the proportion of relevant
(on topic) tokens in top retrieved documents is likely to be higher than in lower
ranked ones. Analogously, the contributions of t o(d) topics in lower ranked doc-
uments are likely to be more serious than in top ranked ones. To test this, we
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explore the contributions, in percentages, of the relevant topical component and
the non-relevant component generated by t o(d) over top 100 retrieved docu-
ments. We group the results by bins. Each bin contains 10 documents (i.e. the
first bin in Fig. 3 includes the top 10 documents, the last bin includes documents
from ranks 91 − 100). Fig. 3 shows the result averaged over 20 topics on Cora.
We see that proportion of relevant tokens in the first bin is 19% higher than in
the 10th bin. Similarly, the contribution of t o(d) topics in the last bin is 27%
higher than in the first bin. The results on other datasets also have the same
trend (not shown due to lack of space). Recall that the contribution proportions
of topics in documents are modeled as a latent variable in our model, and are
determined automatically by the inference algorithm.

5 Related Work

Our work proposed in this paper is related to two separate existing directions:
relevance models, and probabilistic topic models.

Relevance-based language models [9], a popular approach for relevance mod-
eling, expand a given topic (query) t to a multinomial distribution p(w|Rt) of
observing a word w in documents relevant to t. The probabilities are estimated
by using a set of training documents: p(w|Rt) =

∑
D∈Rt

p(w|D)p(D|Rt), where
p(w|D) is a language model, and p(D|Rt) = 1/|Rt| as assumed in previous work
of Hiemstra et al. [7]. In our experiment, we use the same assumption for imple-
menting relevance-based language models. A limitation of the relevance-based
language models is that they are based on a strict assumption that if a docu-
ment D is relevant to a topic, all tokens in the document are equally relevant to
that topic. In [7][17], three-component mixture relevance models are proposed.
Besides the relevance component (Rt), the authors introduce two additional
components to capture the background (b) and local features (d) in documents.
However, the model assumption that the mixing proportions of the three compo-
nents (λb, λRt , λd) are known in advance and the same for all documents is not
reasonable. For instance, in the case where we use top 50 retrieved documents
for the query t as the training set, the contribution of relevance component in
the first document is likely to be higher than in the 50th document.

Another approach to alleviate the problem of noises in training documents is
to build relevance model on passages (usually windows of text) instead of the
whole documents (Liu et al. [11]). However, the way that documents are broken
into passages is rather ad-hoc and corpus specific. Moreover, all tokens in each
passage are still considered equally relevant. As in the WSJ and Cora example
documents we show above, relevant and non-relevant terms appear together even
within a sentence.

In topic model literature, Hofmann [8] proposes probabilistic Latent Semantic
Indexing (pLSI) modeling each document as a mixture of topics, where a topic is
a multinomial distribution. Each word in a document is generated by a topic, and
different words in the same document may be generated by different topics. Top-
ics are automatically discovered from the corpus. One limitation of pLSI is that
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it is not clear how the mixing proportions for topics in a document are generated
[2]. To overcome the limitation, Blei et al. [2] propose Latent Dirichlet Alloca-
tion (LDA). In LDA, topic proportion of every document is a K-dimensional
hidden variable randomly drawn from the same Dirichlet distribution, where K
is the number of topics. Thus, generative semantics of LDA are complete [16].
LDA and its variants have been applied in many applications such as finding
scientific topics [6], E-community discovery [18], mixed-membership analysis [5]
and ad-hoc retrieval for representing document language model [4][6].

However, a common problem of both pLSI and LDA is their inability to model
the concept of relevance, which is key in information retrieval [7][13][14]. Con-
sequently, there is no explicit mapping between the resulting topics generated
by pLSI or LDA and the topics in the prior knowledge of human beings. There-
fore, the approach could not be applied directly for problems, such as relevance
feedback for query modification and text classification, where topics (classes and
queries) are provided upfront.

Compared to these two sets of approaches, our Latent Dirichlet relevance
model has the following advantages. First, our model explicitly takes the key
concept of relevance in account, as in the relevance models [9]. Second, our model
could be able to identify relevant and non-relevant terms in training documents.
Only relevant terms contribute to the estimation of relevance models. Third, our
model possesses complete generative semantics by treating document-topic mix-
ing proportion (Θd) and topic-word distribution (Φz) as hidden random variables
sampled from Dirichlet distributions as in the original LDA [2]. As a result, we
could exploit the Latent Dirichlet theoretical framework to automatically infer
both these variables by taking semantics of topics and content of each relevant
document into account.

6 Conclusions

This paper presents a Latent Dirichlet relevance model that combines the advan-
tages of both relevance-based language models [9] and probabilistic topic models
[2][15]. Crucially, our model relaxes the strict assumption of relevance-based lan-
guage models that if a document is relevant to a topic, the entire document is
relevant to that topic. This is done by automatically identifying the non-relevant
parts in the document. Second, in the context of research on probabilistic topic
models, our model explicitly considers the notion of relevance by starting with
given topics and estimating their distributions over the corpus vocabulary. We
also propose the idea of exploiting the assumption of exchangeability for the
tokens in a document (“bag-of-words” assumption) to reduce the computational
complexity of the learning algorithm. This idea is not only applicable to our
Latent Dirichlet relevance models, but also to conventional LDA.

Our preliminary experiments on pseudo-relevance feedback show the effec-
tiveness the proposed model. The results obtained by the model are consistently
better across all of the four corpora than the results of the baseline retrieval
(23%-100% improvement in terms MAP) and relevance-based language models
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(10%-40%). Our work on perplexity re-affirms the advantages of our model over
relevance-based language models for the task of estimating the true unknown
relevance model.

For future directions, we plan to apply the model for some other applications
such as text classification without any human-labeled training data. Instead, we
will use as training sets documents returned from a global search engine (e.g.
Google) or an intranet search engine, retrieved by the topics themselves. The
challenge of this approach is that there is a lot of noise (non-relevant portions)
in the returned sets. The ability to automatically detect non-relevant parts in
documents of our model is the key to tackling this challenge. Moreover, the
background topic in our model could cover common word features of all given
classes (topics of interest), so that each of these classes could spend its probability
mass on its discriminative features that distinguish itself from the rest of the
classes. The background topic could, therefore, increase the margins among the
distributions of the classes. This idea is similar to SVM classification technique,
but in our model it is not only applicable to case of two classes but also naturally
applicable any set of classes.
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Abstract. Distinguishing people with identical names is becoming more
and more important in Web search. This research aims to display person
icons on a map to help users select person clusters that are separated
into different people from the result of person searches on the Web. We
propose a method to assign person clusters with one piece of location in-
formation. Our method is comprised of two processes: (a) extracting lo-
cation candidates from Web pages and (b) assigning location information
using a local search engine. Our main idea exploits search engine rank-
ings and character distance to obtain good location information among
location candidates. Experimental results revealed the usefulness of our
proposed method. We also show a developed prototype system.

Keywords: location information, Web people search, map interface,
character distance, information extraction.

1 Introduction

Finding information about people on the Web is one of the most popular search
activities. According to [1], 30% of all queries in Web searches include per-
son names. Person name disambiguation, or distinguishing people with identical
names, is becoming more and more important in Web searches. Most research
into person name disambiguation concentrates on automatically separating Web
pages for different people using clustering algorithms. However, if the list of
search results is merely person 1, person 2, . . . and so on, users have difficulty
determining which person clusters they should select.

This research locates person icons on a map to provide a user-interface to
help users select person clusters that are separated into different people from
the result of person searches on the Web. We assign one piece of representative
� Currently, Jupiter Telecommunications, Co., Ltd.
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location information to an individual. Fig. 1 shows the aim of this research and
a prototype interface. When a person name is input as a query, Web pages
are classified into person clusters, and individual icons that express appropriate
locations are displayed on a map. Users can select icons to display their location
information to access searched Web pages.

In this paper, we assign one piece of location information to person clusters.

Fig. 1. Research aim

Many services extract location information from Web pages [2]. Most ex-
tract addresses using pattern-matching algorithms. For example, the following
sequence, number, avenue, city, is treated as an address. These systems extract
all such information from a Web page. However, existing systems have prob-
lems satisfying our requirements. First, they don’t judge which address is the
most suitable for particular people. Second, they don’t treat multiple Web pages.
Third, they cannot extract location information when addresses are not included
in Web pages.

We propose a method to assign one piece of location information that is suit-
able for an individual using Yahoo! local search API [3] (hereafter Local search).
Local search is one geocoding service that returns location coordinates based on
an address or landmark query. For example, when a user inputs the following as
an address query, 6-10-1, Roppongi, Minato-ku, Tokyo-to, Local search returns
10-1, Roppongi-6-chome, Minato-ku, Tokyo-to as an address, 35.65716694 as a
latitude, and 139.73245194 as a longitude.

Our main ideas are as follows. First, we utilize landmarks as well as addresses
to extract location information even from Web pages without addresses. Second,
we use search engine rankings and character distance to assign suitable location
information. Third, we use Local search to convert texts included in Web pages
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to location information. To obtain one piece of location information from Local
search, we design several mechanisms. For the zero hit problem, we introduce
two heuristics: a one-character deleting heuristic when the text is an address
type, and a formal name inference heuristic when the text is a landmark type.
A candidate list is another mechanism to avoid zero hits. For the multiple hits
problem, we introduce a calculating context heuristic to select one result.

Below, in Section 2 we explain our method. The experimental results are
described in Section 3. We discuss our method’s usefulness and related work
in Section 4. The examples in this paper were translated from Japanese into
English for publication.

2 Our Approach

This research locates person icons on a map to provide user-interfaces to help
users select person clusters that are separated into different people from the
result of person searches on the Web. We obtain the following set of location
information for person clusters: a location label, a location address, and a latitude
and longitude pair.

Table 1 shows the example results of this research. When a person cluster is
input, location information is obtained by Local search.

Table 1. Example results

Person cluster Location Information
Location label Location address Lat/Lon

Asako Miura 3 (B) Arise Campus, Kobe
Gakuin University
(landmark type)

Nishi-ku, Kobe-shi,
Hyogo-ken

34.6.../135.0...

Asako Miura 11 (F) 13-17, Shinmachi-1-
chome, Aomori-shi,
Aomori-ken (address
type)

13-17, Shinmachi-1-
chome, Aomori-shi,
Aomori-ken

40.8.../140.7...

For example, for the first cluster, Asako Miura 3 (associate professor at Kobe
Gakuin University), a location label, Arise Campus, Kobe Gakuin University, a
location address, Nishi-ku, Kobe-shi, Hyogo-ken, and a latitude and longitude
set, 34.6.../135.0... are obtained. This location information is a landmark type.
For the second cluster, Asako Miura 11, the location label and the location ad-
dress are 13-17, Shinmachi-1-chome, Aomori-shi, Aomori-ken, and the location
address is 40.8.../140.... This is an address type.

A method overview is shown in Fig. 2. Our method is comprised of two steps:
(a) extracting location candidates from Web pages and (b) assigning location
information using Local search.
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(1) Extract location candidates

One result

No result (address)

More than one result

Calculate
context

Input: person cluster (HTML Files)

Landmark (2) Assign location information

Location Candidate List

…Top Rank
10

Bottom…

Execute local search

Infer formal name

Delete one-character

No result

Output: location information

Top 10 Pages

Fig. 2. Overview

2.1 Extracting Location Candidates

When a person cluster (HTML files obtained from person searches) is given,
location candidates are extracted and a location candidate list is generated.

Determining web pages using search engine ranking. One difficult prob-
lem in this research is identifying which information is the most suitable for
the designated person. If we only use one Web page, one very good piece of
information may be obtained, but much good information may be overlooked. If
we use all Web pages, all information might be obtained, but selecting the best
information may become unwieldy. In this research we need to examine which
Web pages should be treated. We propose using search engine rankings to de-
termine Web pages to extract location information. We decided to use the top
10 Web pages to extract location information based on the experimental results
in Section 3.

Extracting address and landmark candidates. When Web pages are given,
after removing HTML tags, new line codes, and spaces from HTML files, we ex-
tract address and landmark candidates based on heuristics and morphological
analysis. We used MeCab [4] for morphological analysis. Two heuristics are de-
scribed below:

1. Extracting address candidate heuristic
When a morphone that meets conditions (a) or (b) appears continuously
more than once, we combine these morphones into a location candidate (ad-
dress type): (a) whose type is judged location, prefix, or number by MeCab
(b) which is included in the predefined term list such as: hyphen, street,
avenue, north, south, east, or west.
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For example, 3-3-138, Sugimoto, Sumiyoshi-ku, Osaka-shi, Osaka-fu, is ex-
tracted as an address type candidate.

2. Extracting landmark candidate heuristic
We extract a morphone whose type is judged organization as a location
candidate (landmark type).
For example, City Hall of Kyoto City, Osaka Station, The University of
Tokyo are extracted as landmark types.

Again, one difficult problem in this research is identifying which information is
the most suitable for the designated person. Our solution uses the character dis-
tance between location candidates and the designated person name. Character
distance is number of characters (including spaces) between location candidates
and the designated person names. For example, an original Web page contains
Asako Miura (Kobe Gakuin University) and the distance between a location
candidate Kobe Gakuin University, and person name Asako Miura becomes 2.
Address candidates whose character distance is less than 71 and landmark can-
didates whose character distance is less than 31 are extracted from the top 10
Web pages.

Sorting location candidates. To avoid zero hits from a Local search, we
order extracted location candidates by character distance to generate a location
candidate list. When the character distance between two candidates is identical,
those extracted from higher ranked pages become higher, and those extracted
from the upper part of pages become higher.

2.2 Assigning Location Information

When a location candidate list is given, our method obtains one piece of location
information using Local search. First, our method gives a location candidate from
the top of the candidate list to Local search. When the candidate is a landmark
type, a formal name inference heuristic is processed to change the abbreviation
into a formal name to hit a Local search beforehand.

When only one result is obtained from Local search, it becomes the answer.
When more than one result is obtained, our method calculates the similarity
between the candidate and obtained results, and the most similar result becomes
the answer. We call this a calculating context heuristic. When the candidate is
an address type and no result is obtained, the one-character deleting heuristic
is applied to modify the candidate to hit a Local search. When no result is
obtained after these processes, the next candidate in the list will be processed.
When there is no answer after all candidates in the list are processed, none
(no location information) is the output.

Formal name inference heuristic. When a location candidate is a landmark
type, a formal name inference heuristic is applied once to change the abbre-
viations into formal names to get the Local search results. The formal name
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inference heuristic gives the candidate to the Yahoo! Web search API [5] (here-
after Web search) and gets the title of the first result. The title is modified to a
formal name using a heuristic based on a stop list.

For example, when the candidate is Todai (abbreviation of The University
of Tokyo), it is given to a Web search, and the title of the first result is The
University of Tokyo Homepage. After Homepage is deleted using a stop list based
heuristic, the candidate becomes The University of Tokyo.

One-character deleting heuristic. When no result is obtained for the address
type candidate, the one-character deleting heuristic is repeatedly executed to
delete the last character of the candidate and to repeatedly give it to Local
search until the following stop condition is reached. The heuristic stops when
the string no longer contains ku (town), shi (city), to, do, fu, or ken (these four
terms denote prefectures).

For example, if address query 6-10-1, Roppongi, Minato-ku, Tokyo-to obtains
no result from a Local search, the next query becomes 6-10, Roppongi, Minato-
ku, Tokyo-to. Then the next query becomes 6, Roppongi, Minato-ku, Tokyo-to.

Calculating context heuristic. When more than one result is obtained from a
Local search, our method calculates context with a calculating context heuristic
that calculates the similarity between the location candidate and the obtained
results using vector space models. The most similar result becomes the answer.

For example, when the location candidate is The University of Tokyo, it is
given to a Local search, and such multiple results are obtained as 1) The Univer-
sity of Tokyo, 2) The University of Tokyo Komaba Campus, 3) The University of
Tokyo Cultural Development, and so on. We need to select a result. Our method
can select an answer based on the Web page context. For example, if a person
teaches at the main campus of The University of Tokyo, 1) is selected; if s/he
works at the Komaba campus, 2) is selected.

The similarity between the candidate and the results is calculated using a
cosine measure, based on a vector space model. Given candidate vector c and
results vector r, similarity sim(c, ri) is defined as follows:

sim(c, ri) =

∑t
j=1 wcjwij√∑t

j=1(wcj)2
√∑t

j=1(wij)2
(1)

Here t is the number of terms, wcj is the weight of tj in candidate vector c,
and wij is the weight of tj in result vector r. The terms are defined as the
following morphones: (a) those included in the candidate list (when the candidate
is an address type), (b) those included in the original Web page with a location
candidate (when the candidate is a landmark type), and (c) those included in
the Local search results. The weights of the terms are calculated by tf-idf. The
result that is most similar and larger than 0.7 becomes the answer. When no
result is larger than 0.7, the top result becomes the answer.
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2.3 Example

There are 14 people for query Asako Miura. For the five people (Person clusters 2,
3, 6, 8, 11) with location information in Web pages, 100% (5/5) was correct. For
nine people without location information in Web pages, no location information
was assigned for eight people. In other words, 88.9% (8/9) was correct.

Asako Miura 3 is currently an associate professor at Kobe Gakuin University.
There are several Kobe Gakuin University campuses, and our method outputs
the correct answer, Arise Campus, Kobe Gakuin University, where her office
is located. This good example shows the usefulness of our method. If we use
all (i.e. 100) Web pages, the Faculty of Human Science, Osaka University will
be displayed. If we use the frequency method (see Section 3.1), the Faculty of
Human Science, Osaka University will also become the answer. Osaka University
is her previous affiliation where she worked for many years. Kyushu University,
which she occasionally visits for conferences, was the output from 15 pages. In
this case, Kyushu University had the shortest character distance. No answer
was provided when using the address method (see Section 3.1) because the Web
pages had no address information.

Fig. 1 is an example interface. Icons indicating each person on a map and
a list of location labels are displayed. Asako Miura 3 becomes Asako Miura B
because person clusters with no location information assigned are not displayed
on a map. When a user selects an icon or a list, information about the person is
displayed with the location label: Arise Campus, Kobe Gakuin University. The
user can display the original Web page that includes Kobe Gakuin University
(cached) and the search results.

3 Evaluation

3.1 Method

Dataset. The twenty person names used in related work [6] were selected as
queries. 100 HTML files were obtained for all 20 queries from Web searches
[5]. Two subjects manually classified these Web pages into different people. 151
people were found in all 100 Web pages. For 13 person names, different people
existed, and for seven person names, only one person existed.

The subjects extracted the location information from the person clusters by
checking all Web pages. For 79 out of 151 people (52.3%), location information
existed, and there was no appropriate location information for 72 people. The
average number of Web pages for the former 79 people was 21.3 (SD=35.8) and
4.1 for the latter 72 (SD=14.6).

The evaluation measurement was as follows. First, current places (offices or
homes) were judged as appropriate location information. When there was no
current place, past places (offices or homes) were treated as appropriate loca-
tion information. Places the person temporarily visited do not become location
information. An address type and a landmark type are equally satisfactory.
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Comparative methods. To evaluate the usefulness of search engine rankings
and to determine the number of Web pages, we examined the number of Web
pages (the top, top five, 10, 15, and 100). We call these methods: (a) top page,
(b) top five pages, (c) top 10 pages (our method), (d) top 15 pages, and (e) top
100 pages.

To evaluate the usefulness of a combination of search engine rankings, land-
marks, and character distance, we examined a method that only extracts ad-
dresses and a method that uses frequency to calculate location information. We
used the top 10 pages because the former evaluation revealed that 10 pages was
the best. We call the former (f) the address method (top 10 pages and only
extracting addressess) and the latter (g) the frequency method (top 10 pages
and using frequency).

Evaluation. Two subjects evaluated the assigned location information by the
above methods. Precision, recall, F-measure, and total were calculated as follows:

precision = number of people whose assigned LI is correct
number of people whose LI is assigned

recall = number of people whose assigned LI is correct
number of people whose LI is included in Web pages

F − measure = 2×precision×recall
precision+recall

total = number of correct answers
number of people

With Local search, an assigned address and an address included in an orig-
inal Web page sometimes differ. For example, when 3-3-138, Sugimoto-cho,
Sumiyoshi-ku, Osaka-shi is included in a Web page and Local search returns
Sugimoto 3-Chome, Sumiyoshi-ku, Osaka-shi, we judged this correct. Another
such example is Fukuoka City, which is included in a Web page; Local search
returns an address of city hall of Fukuoka City.

3.2 Results and Discussion

Effect of search engine ranking. Fig. 3 shows precision, recall, F-measure,
and total when the number of Web pages varies. Top 10 pages (our method)
performed best in recall, F-measure, and total. The top page result was partic-
ularly inferior in recall due to the lack of information from only one page. The
result of top 100 pages was also inferior on average for the following reasons: (a)
location candidates included in lower ranked Web pages tend to be unrelated to
designated people, and (b) the possibility of incorrect answers increases as the
number of pages increases. The above results show the usefulness of our method
to use top 10 Web pages as sources to extract location information.

Effect of landmarks and character distance. Fig. 4 compares other meth-
ods when the Web pages are in the top 10. Our method greatly outperforms the
other methods in all evaluations. Comparison with the address method shows our
method’s usefulness using landmarks to extract useful information to assign lo-
cation information. Comparison with the frequency method shows our method’s
usefulness to use character distance for person names rather than frequency.
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Answer analysis. We analyze the answers in detail. Out of 62 correct an-
swers for assigned location information, 40 (64.5%) were landmark types and 22
(35.5%) were address types. This result suggests the usefulness of using land-
marks. For 40 landmarks, 19 (47.5%) were universities, 6 (15.0%) were prefec-
tural governments, 6 (15.0%) were train stations, 3 (7.5%) were high schools, and
6 (15.0%) were other. Most were public institutions. For people with answers, 12
were incorrect for assigned location information. 91.2% (11/12) chose incorrect
candidates by character distance, 8.3% (1/12) chose incorrect results from Local
search by calculating similarity. Inside the former 91.2% error, target candidates
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were extracted, but other candidates were chosen by character distance (91.0%,
10/11) and target candidates could not be extracted (9.0%, 1/11). A typical
extraction error was that publishers were assigned because people with many
pages often wrote books or were discussed in books. Overall, the main reason for
errors included problems of (a) character distance and (b) extracting landmarks.

4 Related Work and Discussion

Wan et al. [7] also separated Web people search results and assigned titles to
person clusters. We assign location information to display person icons on a map.
Even though much work (e.g., [8], [9], [10]) separates Web pages into person
clusters, it seldom assigns labels to person clusters.

The WWW9 WePS-2 workshop [11] evaluated a technique to extract attribute
information. This task extracts 18 kinds of attribute values for target individuals
whose names appear on each of the provided Web pages. However location is
not included in the evaluation due to its ambiguity.

Our work is related to such clustering search engines as Clusty [12] which
usually assigns keywords or phrases to a Web page cluster to help users select a
cluster based on such information as term frequency and URLs.

Google’s alternative to search results [13] displays multiple location informa-
tion included in Web search results as an experimental service. It does not display
one piece of representative location information. It mainly extracts city names
and sometimes college names. We extract addresses (including city names) and
landmarks (including college names).

Most existing systems and research extract multiple addresses contained in
Web pages. Few systems extract landmarks. [14] extracted addresses, postal
codes, and phone numbers contained in Web pages and converts them into co-
ordinates. It does not extract landmarks, and we do not extract phone numbers.
The discrepancy reflects different system aims. [14] gathered as much location
information as possible, but we aim to output one good piece of location infor-
mation for many people.

Morimoto et al. [15] extracted address pairs and descriptive text from Web
pages and displays them on a map using a HTML structure. Much research uti-
lizes HTML structure to limit the range of documents to judge the relationship
between an object and an address. Instead of using HTML structure, we exploit
character distance to judge the strength of the relationships. Our heuristics for
extracting addresses are related to [16] because they use a Japanese morpho-
logical analysis and utilize location attached to nouns. [16] does not extract
landmarks.

Many Web sites provide a facility that converts addresses or landmarks
into coordinates with geocoding services including a Local search using simple
pattern-matching. They return the first result (coordinates) based on an exact
match. For example, when a user inputs Hanshidai (abbreviation of Osaka City
University) it may fail because no Hanshidai exists in the geocoding databases.
Our method copes with pattern-matching problems in three steps. First, a formal
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name inference heuristic (landmark type) and a one-character deleting heuristic
(address type) are applied. Second, we use a candidate list to try another loca-
tion candidate to get a result. Third, we apply a calculating context heuristic to
identify one piece of location information from multiple results.

One advantage of our method is that no special location dictionary is needed
because such existing tools and services as morphological analysis (MeCab),
Yahoo! local search, and web search APIs are combined. A formal name inference
heuristic, a one-character deleting heuristic, and a calculating context heuristic
are powerful enough to utilize Local search to get one result. Our algorithm
is simple and easy to implement. Although our algorithms are heuristic based,
we do not need to modify or add new heuristics; therefore systems are easy to
maintain.

The experimental results revealed that our method has the best recall, F-
measure, and total performance among comparative methods. The above results
suggest our method’s usefulness. In addition, we successfully built a prototype
interface to select a person cluster on a map. Our method is only inferior in
precision to the top page method. If we need to build an interface with fewer
incorrect icons (regardless how few), the top page method can be selected.

The limitations of our evaluation include the following. Since our evaluation
is limited to Japanese, the proposed heuristics should be adjusted to other lan-
guages. We extracted addresses and landmarks, except for those addresses and
landmarks that are not contained in the MeCab dictionary and the Local search
database.

Future work includes the following. First, we need to improve the extraction
of location candidates. For example, we should remove publishers by using a stop
list. Second, new algorithms should be investigated to cope with errors caused by
character distances. One possible solution may be to combine character distances
with term-frequency, HTML structure, and/or syntactic analysis.

5 Conclusions

We proposed a method to assign person clusters with one piece of representative
location information to display person icons on a map. The following are the
main ideas of our method: (1) using landmarks as well as addresses to extract
location information, (2) using search engine rankings and character distance to
assign suitable location information, and (3) using Local search to convert texts
included in Web pages to location information.

The experimental results revealed that our method has the best recall, F-
measure, and total performance among comparative methods. The above results
suggest our method’s usefulness. In addition, we successfully built a prototype
interface to select a person cluster on a map.
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Abstract. Combating Web spam has become one of the top challenges for Web 
search engines. Most previous researches in link-based Web spam identification 
focus on exploiting hyperlink graphs and corresponding user-behavior models. 
However, the fact that hyperlinks can be easily added and removed by Web 
spammers makes hyperlink graph unreliable. We construct a user browsing 
graph based on users’ Web access log and adopt link analysis algorithms on this 
graph to identify Web spam pages. The constructed graph is much smaller than 
the original Web Graph, and link analysis algorithms can perform efficiently on 
them. Comparative experimental results also show that algorithms performed 
on the constructed graph outperforms those on the original graph. 

Keywords: Spam identification, TrustRank, User browsing graph. 

1   Introduction 

According to a study in 2009 [1], 68% of Web users use search engines frequently 
and 84.5% regard search engines as a dominant way to discover built-up Web sites. 
Although a search engine usually returns thousands of results for a certain query, 
most search engine users only view the first few pages in result lists according to [2]. 
As a consequence, ranking position has become a major concern of internet service 
providers. Hence Web spam pages use various techniques to achieve higher-than-
deserved rankings in search engines’ results, from which search engines and users 
suffers a lot. 

State-of-the-art anti-spam techniques usually make use of Web page features, either 
content-based or hyper-link structure based, to identify spam pages. Currently, hyper-
link-based anti-spam methods are based on hyperlink graph analysis. Well-known link-
based detection algorithms include TrustRank [3], SpamRank[4], and so on. Generally, 
hyperlink analysis algorithms are based on two basic assumptions proposed by [5]: 
recommendation assumption and topic locality assumption. It assumes that if two pages 
are connected via a hyperlink, the linked page is recommended by the linking page  
(i.e., recommendation) and the two pages share a similar topic (i.e., topic locality). 
                                                           
* Supported by the Chinese National Key Foundation Research & Development Plan 

(2004CB318108), Natural Science Foundation (60621062, 60503064, 60736044) and Na-
tional 863 High Technology Project (2006AA01Z141). 
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However, in practical Web environment, hyperlinks can be easily added or re-
moved by Web page authors or even by users (for Web2.0 sites). As a consequence, 
Web is filled with spam and advertising links so the assumptions as well as the hyper-
link analysis algorithms meet lots of troubles in current Web environment. These 
entire situations make the link graph unreliable data source for hyperlink analysis 
algorithms. In order to solve this problem, Liu et al. [6] constructed a ‘user browsing 
graph’ with user’s Web access log data. It is believed that link structure in user 
browsing graph is more reliable than hyperlink graph because users actually follow 
links in the browsing graph.  

In this paper, we study the effectiveness of user browsing graph on spam filtering. 
The results are compared with whole hyperlink graph, and an improved hyperlink 
graph is proposed, which combines user browsing information and hyperlink informa-
tion. Comparative experimental results show that the improved hyperlink graph with 
user behavior data improves spam classification performance by 5% compared to the 
same classifier which uses the whole hyperlink graph. What’s more, the improved 
hyperlink graph contains much less vertices than the whole hyperlink graph, which 
will increase the efficiency of spam classifier. 

The rest of the paper is organized as follows. In Section 2, we review related work 
in spam detection. Section 3 introduces how to construct user browsing graph and 
combined graph. Section 4 describes the calculation of TrustRank on user browsing 
graph and the distribution of the TrustRank values. Section 5 compares the perform-
ance of the TrustRank algorithm on several different graphs in spam detection.  
Conclusions and future work are given in Section 6. 

2   Related Work 

Most spam detection approaches utilize link and/or content information to help detect 
specific spam pages, just like evaluating page qualities with link and/or content in-
formation [12]. Gyöngyi et al. [3] propose a algorithm called TrustRank for link 
spamming detection. Wu et al. [9] use trust and distrust propagation through web 
links to help demote spam pages in search results. Ntoulas et al. [10] detect spam 
pages by building up a classification model which combines multiple heuristics based 
on page content analysis. 

Recently, the wisdom of the crowd is paid much attention in Web search re-
searches, e.g. [6, 7, 8]. For instance, Liu et al. [6] constructed ‘user browsing graph’ 
with Web access log data. They proposed a page importance estimation algorithm 
called BrowseRank which performs on the user browsing graph. It is believed that the 
link structure in user browsing graph is more reliable than hyperlink graph because 
users actually follow links in the browsing graph. With user behavior analyses into 
Web access logs, Liu et al. [8] propose a spam page detection algorithm based on 
Bayesian Learning, which can detect newly-appeared and various kinds of spam. 

Most linking based spam detection algorithms are based on hyperlink graph. How-
ever, with the explosive growth of Web pages, the whole hyperlink graph is too large 
to be analyzed and contains lots of noise. In this work, we compare performance of 
linking analysis algorithm on different graph using the approach in [8]. 
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3   Construction of the User Browsing Graph 

3.1   Web Access Log Data Set 

As search engines have developed, Web-browser tool bars have become more and 
more popular. Most toolbar servers collect anonymous click-through data from users’ 
browsing behaviors, which is used in extensive studies of Web search by more and 
more researchers, e.g., [7] adopts click-through data to improve ranking performance, 
and [8] utilizes it to propose a Web spam identification algorithm. In this paper, we 
also make use of the data collected by search toolbars to construct user browsing 
graph, because of its low cost and no-interruption to users. Information shown in 
Table 1 can be recorded using browser toolbars by commercial search engine systems.  

Table 1. Information recorded in Web access logs 

Name Description 
Session ID A randomly assigned ID for each user session 
Source URL URL of the page which the user is visiting 
Destination URL URL of the page which the user navigates to 
Residence time Residence time of the source page (in seconds)

3.2   User Browsing Graph Construction 

UG(V,E) is used to denote the browsing graph, in which V is the vertex set and E is 
the edge set. The construction process is described as Figure 1: 

 

Fig. 1. Construction process of user browsing graph UG(V,E) 

After the construction process, V includes all Web pages visited by users during the 
period when access logs were collected; and E records the users’ browsing behaviors. 
Each edge in E is also assigned a weight that represents how many times Web users 
visited site B from site A. 

With the help of a widely-used commercial Chinese search engine, Web access 
logs were collected from Aug.3rd, 2008 to Sep. 2nd, 2008 (30 days). Over 1.4 billion 
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click-through events on 4.2 million Web sites were recorded in these logs. In our 
experiments, a site-level UG (V, E) was constructed with V containing 4,252,495 
Web sites and E containing 10,564,205 edges. We constructed a site-level UG (V, E) 
because the site-level graph is more stable and it can avoid the problem of sparse 
data. 

In order to show the advantages of user browsing graphs compared with over hy-
perlink graphs, we also construct a hyperlink graph for comparison. With the help of 
the same search engine which collected Web access log for us, we obtained hyperlink 
graph constructed by the log data which contains hyperlink relations of over 3 billion 
Web pages. Then we extracted a sub-graph for all the Web sites in V of UG (V, E). 
The sub-graph is the hyperlink graph for these Web sites and we call this graph ex-
tracted-HG(V,E). This graph was also constructed as a site-level graph to compare 
with the user browsing graph and contains 139,125,250 edges. 

4   Trustrank on User Browsing Graph 

4.1   Trustrank Algorithm 

In 2004, Gyöngyi et al. [3] proposed TrustRank algorithm to semi-automatically sepa-
rate reputable from spam pages. According to [3], TrustRank relies on an important 
empirical observation called approximate isolation of the good set: good pages seldom 
point to bad ones. In other words, TrustRank assumes that if page A pointing to page B 
then there exists recommending site B by A, so it’s necessary to ensure sufficient  
reliabilities of the link relationship, which TrustRank computes on. 

4.2   Seeds Set Selection  

At the very beginning of TrustRank algorithm, we need to select a seed set. The pur-
pose of seed selection is to identify desirable pages for the seed set. Pages in the seed 
set should be useful in identifying additional good pages. Two strategies for seed set 
selection were described in [3]. According to these two strategies, we defined the 
following seed set selection criteria for TrustRank on user browsing graph. 

 Out-degree of a seed site should be neither too high nor too low, i.e., higher than 
P1 or lower than P2 (P1 < P2). Because it’s difficult to ensure the quality of the 
out-linking if there are too many links coming out of site A. Seed site should 
also link to a relatively large number of other sites so that trust propagation can 
be finished as soon as possible. 

 The PageRank value of the seed site should be higher than P3 to ensure the  
authority of the site. 

 Search Engine cannot be seeds because links out from SE don’t necessarily 
denote so-called recommendation. 

 The seed set should not contain blog, forum sites and Web 2.0 sites. Because 
hyperlinks on these sites can be easily added or removed by Web users. 
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With these criterions, seed sites selected are all high-qualified, credible and popular 
Web sites in the link graph. These Web sites also contain appropriate amount of reliable 
out-links. With this method, we select altogether 1,153 Web sites to form the seed set. 

4.3   Trust Score Calculation 

After seed set construction, we can perform TrustRank algorithm on user browsing 
graph constructed in Section 3.2. We set parameter MB = 20 (iteration times), α = 
0.85 (decay factor) in the algorithm. Then TrustRank values are calculated for sites 
both in user browsing graph UG(V,E) and hyperlink graph extracted-HG(V,E), re-
spectively. In UG(V,E), we can get 3,951,485 sites’ TrustRank values, but only 
2,658,345 sites’ value can be obtained by algorithm on extracted-HG(V,E). There are 
fewer sites which cannot be computed in UG(V,E) than in HG(V,E). 

Some sites are not assigned a TrustRank value because these sites are isolated in 
the graph and hence aren’t either directly or indirectly linked by the seed sites. We 
sampled 15,941 out of 1,594,150 (1%) non-valued sites in the extracted-HG(V,E) and 
checked them manually finding that most of them were in low-quality, spam or non-
GBK encoded sites.  

4.4   Distribution of TrustRank Scores 

Distributions of TrustRank scores obtained from UG(V,E) and extracted-HG(V,E) are 
shown in Figure 2.(a) and 1.(b). Because TrustRank values are little decimal fraction, 
we computed the value LT = -Log10 (TrustRank(S)) (S is a Web site) for all sites in the 
two graph. 

 
(a)                                                                  (b) 

Fig. 2. Distributions of TrustRank scores on different graphs. (a): user browsing graph 
UG(V,E). (b): hyperlink graph extracted-HG(V,E). 

From Figure 2, we find that most sites’ TrustRank scores are between 10-6 and  
10-12 in both graphs, but there are also some differences between these two distribu-
tions. For instance, LT values for most Web sites in UG(V,E) are between 8 to 10 
while a number of sites in extracted-HG(V,E) get LT scores less than 8 or larger than 
10. The average TrustRank score of UG(V,E) is also smaller than that of extracted-
HG(V,E). These can be explained by the fact that links on user browsing graph are 
sparser than hyperlink graph.  
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5   Spam Identification Performance 

5.1   Experiment Settings 

From [6] we can see that specially-designed link analysis algorithm (called 
‘BrowseRank’) could get better performance on user browsing graphs in page quality 
estimation than state-of-the-art link analysis algorithms which perform on hyperlink 
graphs. We want to find out whether this improvement comes from different algo-
rithm design or the different graph structures. To answer this question, we build four 
graphs and compare how TrustRank algorithm performs on them. The details of the 
four graphs are shown in Table 2. 

Table 2. User browsing graphs and hyperlink graphs constructed in our experiments 

Graph TrustRank 
User Browsing Graph 
UG(V,E) 

Constructed with Web access data from Aug.3rd, 2008 to 
Sept.2nd, 2008. 

Hyperlink Graph 
whole-HG(V,E) 

Constructed with over 3 billion pages (all pages in a certain 
search engine’s index) and all hyperlinks among them 

Hyperlink Graph 
extracted-HG(V,E) 

Vertexes are from UG(V,E). Edges among them are  
extracted from hyperlink relations in whole-HG(V,E). 

Combined Graph 
CG(V,E) 

Vertexes are from UG(V,E). Edges among them are from 
UG(V,E) combined with those from extracted-HG(V,E). 

After performing TrustRank algorithm on these graphs, we adopted two methods to 
evaluate the performance of Web spam identification. The primary one is based on 
ROC/AUC metric which is often used to evaluate performance of machine learning 
algorithms and classifiers, e.g. [11]. The other one is based on analysis into the distri-
bution of TrustRank scores for Web spam sites on different graphs. 

Table 3. Tags annotated in the page quality test sets 

Tag Description 
High quality (HQ) High quality pages 
Low quality (LQ) Low quality pages which contain few meaningful contents.  
Web spam (SP) Web spam pages which try to cheat search engine to get higher 

than deserved ranking in search result lists. 
Non-GBK encoded (NG) Pages which are written with encodes other than GBK (the 

most popular Chinese encode format) 
Illegal (IL) Pages which contain porn-related, gambling related issues or 

other illegal contents. 

In order to evaluate the performance of Web spam detection, we construct three 
different test sets. Web sites in these sets were randomly selected from users’ Web 
access logs at different time points and annotated with the tags shown in Table 3 by 3 
product managers from a search engine company. The amount of Web sites in these 
three test sets are 646, 1000, and 1000 respectively. In the annotated results, about 
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39% are “high quality”; 19% are “Web spam” or “Illegal” and the others are anno-
tated as “low quality”, “Non-GBK encoded”. As for the spam detection evaluation 
process, illegal sites are also regarded as spam sites because illegal sites usually adopt 
SEO or spamming techniques to improve their rankings in search result lists.  

5.2   ROC/AUC Test  

ROC/AUC metric is a method which is commonly used to evaluate performance of 
classifiers and it is adopted by many previous spam detection researches such as Web 
spam challenge workshop (http://webspam.lip6.fr/).  With the Web spam annotation 
test sets proposed in Section 5.1, we chose ROC (Receiver Operating Characteristic) 
curves and corresponding AUC (Area under the ROC Curve) values to evaluate the 
performance of the TrustRank algorithm. The AUC has an important statistical prop-
erty: the AUC value of a classifier is equivalent to the probability that the classifier 
will rank a randomly chosen positive instance higher than a randomly chosen negative 
instance. 

Table 4 shows the spam page identification performances of BrowseRank algo-
rithm [6] on UG(V,E) and TrustRank algorithms on 4 different graphs which we  
constructed in Table 2 as well as the BrowseRank algorithm on UG(V,E).  

Table 4. AUC/ROC values for Web spam page identification of TrustRank/BrowseRank  
algorithms 

Graph Test 1 Test 2 Test 3 
BrowseRank on UG(V,E) 0.5806 0.7011 0.7131 
TrustRank on UG(V,E) 0.59632 0.7406 0.7440 

TrustRank on whole-HG(V,E) 0.66905 0.7934 0.7712 
TrustRank on extracted-HG(V,E) 0.69769 0.8209 0.8086 

TrustRank on CG(V,E) 0.68072 0.7376 0.7435 

From Table 4 we can find several interesting results. Firstly, we can see that in all 
test sets TrustRank algorithms perform the best on extracted-HG(V,E) in the task of 
spam page identification. A possible reason is that, although Extracted-HG (V,E) 
shares a same vertex set of UG(V, E), the edges among the vertexes inherit from the 
whole hyperlink graph, which are denser and more complete than UG(V,E). So  
extracted-HG(V,E) can get better performance than UG(V,E) for TrustRank algorithm 
to identify spam sites. What’s more, there is another result to support this explanation. 
CG(V,E), a combination of UG(V,E) and extracted-HG(V,E), which contains all edges 
in them, results better than UG(V,E). It means both user browsing graphs and hyper-
link graph can provide useful information that the other graph does not contain.  

Secondly, in each of the three test sets, we found that BrowseRank doesn’t perform 
as well as TrustRank on user browsing graph for the task of Web spam identification. 
Liu et al proposed in [6] that BrowseRank performs better than TrustRank and Pag-
eRank in spam fighting. However, according to our experimental results, TrustRank 
out-performs BrowseRank when both algorithms are performed on user browsing 
graph. It means traditional link analysis algorithms can perform as well as or even 
better than specially-designed algorithms on user browsing graphs.  
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Moreover, Extracted-HG(V,E), as a sub-graph of whole-HG(V,E) (extracted-
HG(V,E)) is better at identifying spam pages than the whole graph. This may be ex-
plained by the fact that extracted-HG(V,E) can be regarded as the user-accessed part 
of Whole-HG(V,E). It shares the same vertex set of UG(V,E) and therefore reduces 
possible noises (i.e., unreliable Web sites) in the whole hyperlink graph.  

5.3   Distribution of TrustRank Scores for Web Spam Sites 

In order to compare spam detection performance of TrustRank algorithm on different 
graphs, we examined the distribution of spam sites’ TrustRank scores on both graphs. 
As shown in Section 4.4, we computed the value LT = -Log10 (TrustRank(S)) (S is a 
Web site.) for Web sites in both graphs.  

We can see that a low LT score (namely a high TrustRank score) means good site 
and a high LT score means spam. When we look into the Web sites with lowest and 
highest LT scores for the user browsing graph, we find that page quality accords with 
the TrustRank scores. Experimental results are shown in Table 5. Quality score of each 
Web site is annotated and examined by 2 different assessors, respectively. If 2 asses-
sors give different annotation, one other assessor will join in to vote for net result. 

Table 5. Quality estimation results for 100 Web sites with the highest/lowest TrustRank scores 
(calculated on UG(V,E)) 

 Spam/Illegal Low-quality Non-GBK High-quality 
100 Web Sites with the 
highest TrustRank score 

0 3 2 95 

100 Web Sites with the 
lowest TrustRank score 

10 79 9 2 

From Table 5 we can see that most sites with highest TrustRank scores are high-
quality ones. Meanwhile, most sites with lowest TrustRank scores are low-quality or 
spam ones. It means that TrustRank scores can represent the quality of Web sites and 
this validates the conclusion of [3] that TrustRank algorithm is effective in the detec-
tion of Web spam.  

We further looked into the distribution of TrustRank scores while the algorithm 
was performed on different graphs. Figure 4 provides a side-by-side comparison of 
TrustRank on different graphs w.r.t ratio of bad sites in each bucket. In order to get a 
suitable sample set with enough data points, we adopted the sampling method pro-
posed by Gyöngyi et al. in [3].  

Firstly, We generated the list of sites in decreasing order of their TrustRank scores 
on user browsing graph UG (V, E), and we segmented it into 20 buckets. Each of the 
buckets contained a different number of sites, with scores summing up to 5 percent of 
the total TrustRank score. Therefore, the first bucket contained 53 sites with the high-
est TrustRank scores, bucket 2 contains the next 126 sites, while the 20th bucket con-
tains 3.9 million sites that are assigned the lowest TrustRank scores. 

After that, we constructed a sample set of 1000 sites by selecting 50 sites randomly 
from each bucket. We manually examined the sampled Web sites and annotated 
whether they are spam or not. As for TrustRank scores obtained from Whole-HG (V, E) 
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and Extracted-HG (V, E), we defined their TrustRank buckets as containing the same 
number of sites as buckets on UG (V, E). The vertical axis of the graph corresponds to 
the percentage of spam, low quality and illegal sites within a specific bucket. For in-
stance, we can derive from Figure 3(a) that on the graph Whole-HG (V, E), 30% of the 
Web sites in TrustRank bucket 9 are not high quality ones. 

From Figure 3 (a)-(c) we see that TrustRank algorithm can perform better on 
UG(V,E) and Extracted-HG(V,E) than Whole-HG (V, E) graph. In particular, we note 
that there are all high quality Web sites in the top 6 buckets of UG(V,E) and Ex-
tracted-HG(V,E), while there is a marked increase in spam concentration in the lower 
buckets. At the same time, it is surprising that almost 18% of the second Whole-HG 
(V, E)’s bucket is Web spam or low quality ones. It can be explained by the fact that 
hyperlinks in Whole-HG(V,E) are unreliable and the trust propagation process is 
therefore not reliable, either.  

 
(a) 

 
(b) 

 
(c) 

Fig. 3. Distribution of TrustRank scores for low-quality and spam sites on different graphs. (a): 
whole-HG(V,E). (b): UG(V,E). (c): extracted-HG(V,E). 
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5.4   Performance of Spam Identification on Filtered User Browsing Graphs  

According to the construction process of the user browsing graph given in section 3.2, 
there is an edge between sites A and B if there exists a certain user who visited B 
from A. The weight of this edge represents how many times Web users visit B from 
A. It is usually believed that more visit times mean more reliable recommendation. 

For a given threshold N, we reduce the edges in the user browsing graph whose 
weights are no more than N. By this means, we get a graph UG_FN(V,E).  

We calculated TrustRank scores for sites in UG_F1(V, E) and UG_F3(V, E) re-
spectively, with the same parameter MB = 20 (iteration times), α = 0.85 (decay factor) 
in algorithm. In UG_F1(V,E), we got 1,586,142 sites’ TrustRank values, nevertheless 
only 774,029 sites’ value can be obtained by algorithm on HG_F3 (V,E). Compared 
to 3,951,485 sites’ TrustRank values in UG (V, E), there are more than half sites 
which cannot be computed in the UG_F1 (V, E) than in unfiltered user browsing 
graph.  

In order to find out whether filtration can improve reliability of user browsing 
graphs, we compared how TrustRank algorithm performed in the task of spam identi-
fication on the three graphs: UG (V,E), UG_F1 (V,E) and UG_F3 (V,E). 

Firstly, we adopted the approach proposed by Liu Y. et al. [8] as the baseline, 
which identified Web spam with user behavior features extracted from Web access 
logs. Second, we calculated TrustRank scores on three Graphs and syncretize them to 
the results of baseline approach. Test set includes 400 sites and we adopted the third 
set which contained 1000 sites described in section 5.1 as training set. Table 6 shows 
the accuracy of being spam for the top-ranked Web sites in the P(Spam) list on fil-
tered graphs. 

Table 6. Accuracy rate for Web spam page identification performance of TrustRank algorithms 
on filtered graphs 

Graph Spam Accuracy of top-ranked Web sites 
UG(V,E) 0.8100 

UG_F1(V,E) 0.9133 
UG_F3(V,E) 0.9233 

The results in Table 6 show that the accuracy rate increases with the rising thresh-
old N. This means TrustRank algorithm performs better on filtered user browsing 
graphs, which proves “more visit times, more reliable recommendation”. What’s 
more, filtered graph is much smaller than source graph, which means lower cost for 
time and storage. With the swift growth of Web, we believe that filtered user brows-
ing graphs can be helpful in improving the efficiency of spam identification. 

We also want to find out whether the increase of threshold N results in failing to 
calculate some Web sites’ TrustRank scores. By merging TrustRank and user behav-
ior features with learning algorithm proposed in [8], we calculated sites’ P(Spam) 
scores, representing probabilities of being Web spam. Then we sorted the Web sites in 
decreasing order of their P(Spam) scores. Table 7 shows how many top-ranked sites’ 
TrustRank scores can be calculated in UG-F1(V,E) but not in UG-F3(V, E).  
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Table 7. Influence of threshold value N’s increasing to Web spam page identification perform-
ance of TrustRank algorithms on filtered graphs 

Amount of top-ranked 
Web sites according 

to P(Spam)   

Number of sites with value 
in UG-F1(V,E) but not in 

UG-F3(V, E) 
100 1 
1000 1 
2000 4 
5000 8 

10000 123 

From Table 7 we can see that in the 5,000 sites at the top of the possible spam list, 
there are only 8 sites whose TrustRank scores can not be calculated on UG-F3(V,E) 
graph. It means that although we filtered some low weight edges from the user brows-
ing graph, it does not influence the performance of spam detection a lot.  

6   Conclusion 

Current search engines are seriously threatened by malicious Web spam that attempts 
to obtain unbiased ranking in search result lists. State-of-the-art hyperlink-based anti-
spam techniques do not work well on whole hyperlink graph because practical Web is 
filled with low quality and even spam hyperlinks due to the lack of editorial process 
in Web contents.  

In this paper, we focused on spam detection techniques with user browsing graphs. 
Firstly, we constructed a user browsing graph with Web access log data which con-
tained huge amount of user click-through information. Secondly, we adopted the 
approach proposed by Liu Y. et al. [8] as the baseline, which identified Web spam 
with user behavior features extracted from Web access logs, and calculated the Trus-
tRank scores on different Graphs and syncretize them to the results of baseline ap-
proach. Then we compared the spam identification performances of above approach 
with TrustRank algorithm on different graphs: UG(V,E), CG(V,E), extracted-HG(V,E) 
and whole-HG(V,E).  

Experimental results show that, although vertices of the user browsing graph is 
much less than whole hyperlink graph, which means higher efficiency, the improved 
hyperlink graph with user access information (extracted-HG(V,E)) performs better 
than other graphs. From this result, we see that both of user browsing graph and hy-
perlink graph can provide useful information. And combining the vertex set of user 
browsing graph with edge set of hyperlink graph can improve performance in task of 
spam detection. What’s more, TrustRank also outperforms BrowseRank algorithm 
while both algorithms were performed on user browsing graph in our results. We 
believe that the user browsing graph is useful for link-based spam detection algo-
rithms such as TrustRank.  

There are still several technical issues which need to be addressed as future work: 

(1) There is noise in Web access log data, such as the clicks proposed by automated 
software programs (bots). Identification of this kind of access logs will improve the  
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reliability of the user browsing graph and corresponding spam detection performance. In 
the future, we will try to perform this kind of data cleansing before the user browsing 
graph construction process. 

(2) According to our experimental results, UG(V,E) and Extracted-HG(V,E) 
achieve better detection performance than whole-HG(V,E). What’s more, sometimes 
Extracted-HG(V,E), with UG(V,E)’s vertexes and whole-HG(V,E)’s edges, has the 
best effectiveness out of all graphs. It will be interesting to look into how to yield the 
greatest returns on investment of user browsing graph. 
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Abstract. Recent investigations of search performance have shown
that, even when presented with two systems that are superior and infe-
rior based on a Cranfield-style batch experiment, real users may per-
form equally well with either system. In this paper, we explore how
these evaluation paradigms may be reconciled. First, we investigate the
DCG@1 and P@1 metrics, and their relationship with user performance
on a common web search task. Our results show that batch experiment
predictions based on P@1 or DCG@1 translate directly to user search
effectiveness. However, marginally relevant documents are not strongly
differentiable from non-relevant documents. Therefore, when folding mul-
tiple relevance levels into a binary scale, marginally relevant documents
should be grouped with non-relevant documents, rather than with highly
relevant documents, as is currently done in standard IR evaluations.

We then investigate relevance mismatch, classifying users based on
relevance profiles, the likelihood with which they will judge documents
of different relevance levels to be useful. When relevance profiles can be
estimated well, this classification scheme can offer further insight into
the transferability of batch results to real user search tasks.

1 Introduction

Information retrieval (IR) experiments based on the Cranfield methodology mea-
sure system performance using a set of queries and a test collection. The queries
are run over the collection using a search system, and for each document that is
returned, a human judge decides whether the document is relevant to the query,
or not. The overall utility of the search system is then computed using a metric
that aggregates the relevance judgements for documents in ranked lists returned
by the system. In this batch evaluation approach, different search systems are
compared based on how well they score on such metrics. For example, many
papers report IR system comparisons using the TREC document collections,
topics and judgements, using Mean Average Precision (MAP) or Precision at 10
documents retrieved (P@10) as the metric [23].

An alternate way to evaluate systems is to take a group of human users and
ask them to perform search tasks with different systems, comparing outcome
measures such as time to complete a task, success or failure on a task, or sub-
jective measures like user satisfaction. Previous studies [1,2,8,9,12,18,19] have
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shown that attempting to transfer results from batch experiments to real users
is difficult. That is, the systems rated as superior in the batch experiments may
in fact not assist users in performing their tasks more quickly or more accurately
than the systems that are rated more poorly in the batch experiments.

In this paper, we explore ways in which these two experimental paradigms may
be reconciled. There are many possible causes for this seeming mismatch between
batch and user-based experimental outcomes. We investigate two reasons using
controlled batch and user experiments.

Mismatching metrics. It is possible that the metric used in a batch experi-
ment to show that System A is superior to System B does not reflect the user
task for which these systems will be employed. For example, if a batch experi-
ment uses the MAP metric, which contains a recall component, but the user task
is solely precision based, such as finding a single answer to a simple question,
then differences between systems in the batch experiment may be meaningless in
the user domain. On the other hand, if the batch experiment used a metric such
as Precision at one document returned (P@1) or at three documents returned
(P@3), then it is perhaps more likely that the batch results would carry over into
the user domain. For example, Turpin and Scholer [19] used the MAP metric
to choose superior systems, but then employed those systems on a precision-
based user task and found that they did not outperform the inferior systems.
When they re-analysed their data to choose systems based on the P@1 metric,
it suggested that users performed better with the superior system. However, the
analysis of P@1 was inconclusive because of the small number of systems for
the non-relevant category of this metric. Motivated by this finding, we explicitly
examine possible metric mismatch by using P@1 in our batch experiments, and
a precision-based user outcome measure. We also extend this analysis to incor-
porate multiple levels of relevance, factoring in differences between non-relevant,
relevant, and highly relevant documents.

Mismatching relevance profiles. Batch system results are based on rele-
vance judgements assigned to documents by human assessors. However, it is
possible that relevance judgements used in the batch experiments are made us-
ing different criteria, or on a different scale (whether perceptual or actual), than
judgements that are made in a user study. For example, in this study we use
TREC documents that are judged on a three-point scale: non-relevant (0), rel-
evant (1), and highly relevant (2). The TREC judging criteria define level zero
as being applicable where no “part of the document contains information which
the assessor would include in a report on the topic”; while the distinction be-
tween level one and two was “left to the individual assessors to determine” [7]. If
subjects in a user study receive identical instructions to the judges in the batch
experiment, and carry out their evaluation in as similar an environment as pos-
sible, there is still scope for individuals to decide their own threshold on what
information they would “include in a report”, and to distinguish between the
two categories of relevance. Even in the highly controlled TREC judging envi-
ronment, the overlap between the relevance judgements of assessors is on average
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only about 45% [22], indicating that thresholds between relevance categories can
differ even within relatively homogeneous populations where identical judging
instructions are given. Therefore relevance mismatch, where users and batch
judges have different expectations and preferences for documents of different
relevance levels, may lead to conflicting results between batch and user results.
We investigate the impact of relevance mismatch based on the split agreement
approach [14], where users are classified into groups based on their responses to
documents of different relevance levels.

These two possible explanations for differences between batch and user ex-
periments are investigated through a user study. In Section 2 we survey related
background work on experimental evaluation in IR. Our experimental methodol-
ogy, including details of the user-based searching task, is explained in Section 3.
Results are presented and discussed in Section 4, with conclusions and further
work being considered in Section 5.

2 Background

The Cranfield paradigm of information retrieval evaluation involves using a
search system to run a set of queries on a fixed collection of documents. For
each potential answer that the search system returns, a human is required to
judge the relevance of the particular document for the current query. This is the
dominant framework for experimental IR, and is used, for example, in the on-
going series of Text REtrieval Conferences (TREC). TREC provides standard
collections, queries, and relevance judgements so that the performance of differ-
ent IR systems can be compared using common testbeds [23]. In TREC, queries
are derived from topics that represent user information needs: topics consists of
a title field (a small number of keywords, representative of what a user might
type into a web search engine), a description (a longer statement of the topic,
usually a single sentence), and a narrative (a short paragraph specifying further
requirements) [6].

Based on the system search result lists and relevance judgements, different
system performance metrics can be calculated. Many metrics that have been
proposed in the literature focus on precision, which is the number of relevant
documents that the search system has found as a proportion of the total number
of documents that the system has returned. Average precision (AP) is calculated
as the mean of the precision at each relevant item that occurs in a result list for a
single query. Relevant documents that are not returned by the system contribute
a precision of zero; this metric thus has a recall component, since the system is
penalised for missing answers. Across a set of queries, the mean average precision
(MAP) provides a single number that summarizes search performance, reflecting
both the precision and the recall of the system [5].

Another widely-used class of performance metrics is the precision of a system
at a particular cutoff point N in the search results list. For example, P@1 eval-
uates a system based on the relevance of the first item in the result list, while
P@10 calculates the precision over the first 10 results. These metrics are popular
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for evaluating web search tasks, since users typically focus on results that occur
early in the ranked list [17]. Analysis by Buckley and Voorhees has indicated that
these P@N metrics require a relatively larger number of test queries, compared
to other metrics such as MAP, in order to give stable results for the evaluation
of batch experiments [4].

The most commonly used IR system performance metrics, such as those pre-
sented previously, treat relevance as a binary criterion: a document is either
relevant, or it is not. Even where documents may have been judged on a multiple-
level relevance scale, these levels are typically folded together into a binary clas-
sification before the metrics are calculated. However, studies of multiple levels of
relevance have indicated that the traditional binary relevance assumption may
not be appropriate where actual users of search systems are concerned [16,21].
In the TREC evaluation framework, the criterion for relevance states that if
the document includes any reference to the topic, it should be counted as being
relevant. This includes documents that are only marginally relevant, where the
document does not contain information other than that contained in the topic
description; in other words, these documents are largely useless from a user’s
perspective. Investigating the ability of users to judge documents of different
relevance levels, Vakkari and Sormunen concluded that the likelihood of iden-
tifying highly relevant documents is much higher than for marginally relevant
ones [21]. Further, analysis of 38 topics from TREC-7 and 8 by Sormunen showed
that around 50% of documents that were judged as relevant under the TREC
binary criterion were of this marginal category [16]. We investigate the effect of
accounting for different levels of relevance has on the results of user-based and
batch retrieval experiments.

The cumulative gain (CG) family of retrieval metrics are based on the idea
that the relevance of documents is not equal: the usefulness to a user will depend
on the level of relevance of an item [11]. This allows multiple levels of relevance
to be incorporated in system evaluation, unlike the previously discussed metrics
which assume a binary relevance scale. The CG values, where more highly rele-
vant documents are rewarded by adding more to the overall performance score,
can then be discounted (DCG) so that the further a document is from the top
of a ranked list, the more heavily its relevance score is adjusted. In this paper,
we investigate DCG@1 as a multiple-relevance level alternative to P@1. Since
discounting is usually not applied at the first rank of the answer list, CG@1 and
DCG@1 are equivalent.

The Cranfield paradigm of IR evaluation makes a number of simplifying as-
sumptions about users: essentially, users and real search tasks are removed from
the evaluation process, with both information needs and relevance being re-
duced to static components of the analysis. While this allows for repeatability
of experiments, and the controlled evaluation of retrieval algorithms, it is widely
acknowledged that these assumptions are significant simplifications of the ac-
tual retrieval process [10]. A number of studies have therefore investigated the
relationship between system-centric retrieval performance metrics and the per-
formance of users engaged in a range of different search tasks, which we briefly
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survey here. A relationship between the ability of users to find answer facets
and high changes in the level of the bpref evaluation metric was found by Al-
lan et al. [2]. Investigations by Hersh and Turpin found no relationship between
MAP and user performance on an instance recall task [8], or a question an-
swering task [18]. The relationship between simple web search tasks and MAP
was investigated by Turpin and Scholer [19]; no relationship was found with
a precision-oriented task, but a weak relationship was observed with a recall-
oriented task.

Other recent studies have considered the relationship between result rele-
vance and user satisfaction. Experiments by Huffman and Hochster showed that
system performance measured by DCG@3 was related to user satisfaction for
informational searches [9]; user satisfaction was measured by asking subjects to
rate their overall search experience on a seven-point scale. Al-Maskari et al. [1]
compared the precision and various cumulative-gain metrics of search results
with user satisfaction. Here, users rated their satisfaction based on the accuracy,
coverage and ranking of results. A high correlation was found between satisfac-
tion and both the precision and CG metrics, while the correlation with nDCG
was low. In a series of carefully controlled experiments, Kelly et al. [12] demon-
strate a strong correlation between precision and user satisfaction; ranking also
influenced user ratings, but to a lesser extent. In this paper, instead of using
self-reported measures of satisfaction, we investigate user performance based on
success in completing a simple search task, measuring the time taken to find a
relevant document.

To construct user relevance profiles, Scholer, Turpin and Wu proposed the
split agreement approach [14]. Here, users are analysed based on their rate of
agreement when presented with documents at different TREC relevance levels.
Users can deviate from TREC-like relevance behaviour in two ways: generous
users have lower criteria for relevance than TREC judges, and are often satisfied
even with non-relevant (level 0) documents. Conversely, parsimonious users have
stricter relevance criteria than TREC judges, and are usually satisfied only with a
highly relevant (level 2) document. Users who are TREC-like follow the assumed
batch relevance profile, generally discarding level 0 documents, but liking level
1 and 2 documents.

Relevance profiles are established through repeated presentation of documents
with different TREC relevance levels (unknown to the user). For each presented
document, the user is asked to indicate whether they find the document to be
relevant for a specified information need, or not. Across many presentations of
documents, a response proportion can thus be calculated for each TREC rele-
vance level. For example, a particular user may judge level 0, 1 and 2 documents
to be relevant 6%, 63% and 94% of the time, respectively.

User classes are based on these proportions. Specifically, a generous user is
defined as someone who judges level 0 documents to be relevant more than 50%
of the time. A parsimonious user, on the other hand, judges level 1 documents to
be relevant less than 50% of the time [14]. To investigate relevance mismatch, we
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attempt to classify users based on their relevance preferences, aiming to establish
for each user whether their relevance profile is similar to that of TREC judges.

3 Experimental Methodology

This study investigates the relationship between the P@1 and DCG@1 system
performance metrics and user performance on a web search task, and how this
is affected by user perceptions of relevance. We use TREC data for the basis of
our batch experiments, and a user study to collect data for a searching task.

Users and document collection. 40 experimental subjects were recruited
from RMIT University by advertising on newsgroups and notice-boards. All sub-
jects were required to complete entry questionnaires. Participants were university
students undertaking undergraduate or postgraduate studies in computer science
and information technology, and most were very familiar with online searching
(the median response for searching frequency was that searches are conducted
“once or more a day”). Subjects were from a variety of cultural backgrounds,
but all had a reasonable grasp of the English language (a requirement for study-
ing at RMIT University). Experiments were carried out in accordance with the
guidelines of RMIT University Human Research Ethics Committee. Three of the
40 user study participants were unable to carry out all required aspects of the
experiments, and are excluded from the analysis below.

The documents used for the searching task are from the TREC GOV2 col-
lection, a 426 Gb crawl of the US .gov domain carried out in 2004 [6]. This
collection was used for the TREC Terabyte tracks in 2004–2006, and has 150
associated search topics and corresponding relevance judgements, made by NIST
assessors. The relevance judgements are on a three-level ordinal scale: not rele-
vant (0); relevant (1); and highly relevant (2). According to the standard TREC
judging approach, if any part of the document contains information that the
assessor would include in a report on the topic, it should be judged relevant [7].
That is, relevant documents will include those that are only of marginal value,
containing little or no information beyond what is already included in the topic
statement.

Search systems. To investigate the relationship between user search perfor-
mance and system performance as measured by a batch metric, we mimic batch
experimental results by constructing ranked lists using the known TREC rel-
evance levels of documents to achieve a given level of the performance metric
under investigation. A set of ranked lists at a given level can be thought of as
being generated by a search system that is engineered to always produce ranked
lists that achieve a particular level of the metric, for any topic.

Given that the TREC relevance judgements have three levels, there are thus
three possible systems for the DCG@1 metric, namely lists starting with a doc-
ument of relevance level 0, 1, or 2. For P@1, a binary metric, these relevance
levels are folded together: either level 0 compared to combined levels 1 and 2;
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or combined levels 0 and 1 compared to level 2. To reduce variation, all system
lists had identical TREC relevance scores assigned after the first position. The
document relevance level allocations for complete system lists were

X, 1, 1, 1, 0, 2, 0, 0, 1, 0

where X ∈ {0, 1, 2}. Lists were constructed to a depth of 10 documents.
For the search task, 24 topics were chosen from TREC topics 700-850; the

constraint for topic selection was that each topic must have the required number
of documents at each relevance level to allow the construction of the appropriate
lists. Documents were assigned to lists by relevance level, with candidate docu-
ments being drawn from the top 50 documents from the two runs with highest
MAP scores submitted to the Terabyte track for 2004, 2005 and 2006; that is,
they are documents that would feasibly be returned in response to the topic by
a modern search system. Only documents of type “text/html” were retained,
with other content types being discarded. Similarly, documents smaller than 750
bytes or larger than 100,000 bytes were discarded.

Search task and user interface. Users were asked to carry out a precision-
based search task: to quickly find useful information about a topic. This type of
search is common on the web, and can be considered to be a simple instance
of the informational search categories identified by Rose and Levinson [13]. As
a performance outcome, we measure the amount of time that a user needs to
complete the task.

Specifically, the search scenario is that of a user being asked to find useful
information about a topic:

“Imagine that your boss has come running into the room and urgently
needs information. He gives you a very quick topic description, and you
have only a few minutes to find a document that is useful (that is, con-
tains some information about the requested topic).”

The information needs were framed in a task-based scenario so as to ground
them in a practical context; Borlund has demonstrated that searcher behaviour
that is elicited through simulated search tasks may be similar to behaviour that
is exhibited when engaged with real information needs [3].

A search session proceeded as follows. First, a subject was presented with an
information need, comprised of the narrative and description fields of a TREC
topic, at the top of the screen. Under the information need, a search interface
was available. This was closely modelled on the search screens of popular Web
search engines, and consisted of a text-box for the entry of search terms, together
with a “search” button. After a user entered a query, they were presented with
a results list of the required system level (that is, corresponding to one of the
precision variants, as described previously). Users were not able to reformulate
their queries.

Entries in the search results lists consisted of the document title, together
with a short query-biased summary. The document summaries were generated
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following the approach of Turpin et al. [20], using the title field of the TREC topic
as the query words. The document title was a hyperlink which, when clicked,
opened the underlying document in a new window.

From the document window, in addition to being able to read the document,
subjects were presented with two option buttons: “save”, to mark the document
as relevant to the information need; and “cancel”, to close the document window
and return to the search results list. Choosing to save a document brought up a
confirmation dialogue box, which asked the subject to enter a brief description
of why the document was considered to be relevant. After saving one document,
the user is deemed to have completed that particular search task.

All interactions between users and the search system were written to a system
log, including timestamps of when actions took place. Timings for the precision-
based search task were calculated from when the user clicked the search button,
until they chose to save their document.

Users were asked to carry out searches on the 24 topics three times, so that
each topic would be completed with every system level. The experimental design
ensured that users were presented with topics and systems in different orders, to
account for possible biases and learning effects. Due to fatigue that was apparent
in the last half hour of the user study, we only analyse the first 48 (out of 72)
total searches for each user below. However, due to rotation in the experimental
design, the results are balanced so that, across all searches, topic and system
combinations were used an equal number of times.

4 Results

Based on the user study, we investigate whether system differences as shown
by batch metrics that focus on the relevance of the top-ranked position in a
search result list transfer successfully to an actual search task. We then examine
relevance profiles, and whether these can help to explain the relationship between
the two evaluation paradigms.

4.1 Comparing Batch and User Performance

To investigate our first hypothesis, that the P@1 and DCG@1 system perfor-
mance metrics are closely matched to a precision-based user search task, we
analyse the relationship between search system level and time taken to find a
useful document. The mean and median times that a user needed to find a use-
ful document with different systems are shown in Table 1. On average, the task
time falls as the level of the system performance metric rises. A multifactorial
analysis of variance (ANOVA) indicates that the effect of the different system
levels is statistically significant (p < 0.0001). However, the time data from the
user search task is truncated at zero, and so violates the normality assumption.
Although ANOVA is generally robust, we therefore also analyse system effects
using the Kruskal-Wallis test, a non-parametric alternative to ANOVA [15]; this
supports the previous results, also showing a statistically significant effect for
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Table 1. Average time (in seconds) for a user to save a relevant document using
different systems

System Mean Median

0 117.86 89.55
1 112.62 80.89
2 98.00 70.45

system (p < 0.0001). Follow-up tests are required to distinguish which specific
system levels lead to significant differences in performance.

There are three search systems, corresponding to documents at the first rank
position with relevance level 0, 1 or 2. However, for batch system performance
to be expressed using the P@1 metric, relevance needs to be folded into a bi-
nary scale, giving two ways of grouping relevance levels: folding level 1 and 2
documents together, as is commonly done in TREC; or, folding level 0 and 1
documents together. Differences between these system levels are examined
using the Wilcoxon signed-rank test, a non-parametric test of the null hypoth-
esis that the median values of two samples are the same. For both relevance
groupings, the differences in search times are statistically significant (p = 0.0002
for 0 versus 1 and 2; p < 0.0001 for 0 and 1 versus 2) indicating that P@1 batch
results transfer to the user task.

For DCG@1, multiple levels of relevance can be accounted for explicitly in
the batch metric, so all three systems can be compared directly. User perfor-
mance differs significantly between systems 0 and 2 (p < 0.0001), and between
systems 1 and 2 (p = 0.0046). However, the difference between systems 0 and
1 is only weakly significant (p = 0.0989). These results indicate that there is a
noticeable difference for the average time that users need to find a useful docu-
ment using search systems with different DCG@1 levels. However, this effect is
most noticeable when comparing non-relevant documents (system 0) and highly
relevant documents (system 2). Marginally relevant documents (system 1) are
also clearly differentiated from highly relevant documents, but are similar to
non-relevant documents.

These differences between the three relevance levels strongly suggest that, for
P@1, it is preferable to fold level 1 (marginally relevant) documents with level
0 (non-relevant) documents, since the difference between level 1 and 2 is much
stronger than the difference between level 0 and 1.

4.2 Relevance Profiling Based on Split Agreement

To investigate the effect of relevance mismatch on the relative outcomes of batch
and user experiments, we classify users based on their relevance preferences ex-
pressed during searching. While working through the search topics, users were
able to view documents, and then either choose to save them (a relevance vote),
or close them and continue searching (a non-relevance vote). We use these rel-
evance decisions to classify users, using the split agreement approach outlined
in Section 2. Recall that users are classified into three groups: TREC-like (their
relevance profile matches the TREC judging scheme); generous (their threshold
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Fig. 1. Users categorised using the split agreement approach

for relevance is lower than that for TREC, so they are likely to accept level 0
documents as useful); and parsimonious (their threshold for relevance is higher
than that for TREC, so they are unlikely to accept level 1 documents as useful).

If users can be successfully classified according to their relevance behaviour,
then we would expect TREC-like users to show a larger difference in the time
taken to find a useful document. That is, for users with relevance profiles that
more closely match the criteria used in the batch experiment, the difference
between retrieval systems as observed in the user task should be the most pro-
nounced. Conversely, for users whose relevance profiles differ from the batch rel-
evance judgements, the difference in retrieval systems should be less pronounced
(generous users would be expected to be somewhat faster, no matter which sys-
tem they are using; the opposite expectation holds for parsimonious users, who
would be expected to be slower no matter which system they are using).

Note that here we are analysing relevance mismatch compared to the under-
lying batch experiment assumptions, based on the TREC relevance judgements:
relevance is binary, with level 1 and level 2 documents grouped together into a
single “relevant” category. That is, for the P@1 metric there are two possible
outcomes, score of 0 (from level 0 documents), and a score of 1 (from level 1 or
2 documents).

Search times for different systems are shown in Figure 1. Across all users
(represented by a triangle), task completion time falls when using a system with
P@1 of 1, compared to 0. This difference is statistically significant, as shown
in Table 2. Generous users are fast, whether they are using a system with a
metric level of 0 or 1. As expected, the time taken to find a useful document is
similar at both levels for this group, and the difference in batch metric does not
lead to significantly different outcomes in the user task. Generous users are slow-
est when using the system where P@1 equals 0, and speed up when P@1 equals 1.
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Table 2. Median time difference (in seconds) for a user to save a useful document
for different levels of P@1 (p-values indicating the statistical significance of the time
differences are shown in parentheses). Note that one user is in two classes.

Median time
User class difference (sec) Number

All 14.26 (0.0002) 37
TREC-like 15.19 (0.0770) 8
Parsimonious 16.14 (0.0029) 11
Generous 3.43 (0.2209) 19

Users in the TREC-like class exhibit similar behaviour to the generous class.
Both of these classes show a substantially larger difference in median time be-
tween the two systems than do generous users.

We note that, based on our post hoc grouping of users, the number of subjects
in each class differs (for example, only 8 out of 37 users are in the TREC-like
category, contributing to a weaker p-value despite the noticeable difference in
median time). Nevertheless, it appears that relevance profiles can help to deter-
mine whether conclusions about batch P@1 values can be transferred to a user
population: for generous users (who are satisfied with low-relevance documents
as measured on the TREC scale, and don’t differentiate strongly between any
document levels), the differences are unlikely to hold. However, when the popu-
lation consists of TREC-like or parsimonious users, the batch results are likely
to be transferable.

5 Discussion and Conclusions

Batch evaluation is the dominant paradigm used to compare the performance
of information retrieval systems. While a growing body of literature has sug-
gested that there are mismatches between batch experiments based on widely
used performance metrics such as MAP and actual search tasks are carried out
by users, our results indicate the a simple performance metric such as P@1 can
lead to search scenarios where the expected outcomes from batch experiments
transfer directly to a precision-based user search task. This effect is statisti-
cally significant when relevance is treated as a binary criterion, as in the TREC
framework. When multiple-level relevance judgements are available, DCG@1
is similarly effective at transferring expected batch experiment outcomes to a
precision-oriented user search task. The difference in user performance is signifi-
cant between the level 0 and 2, and level 1 and 2, relevance levels. However, it is
only weakly significant between relevance levels 0 and 1. This suggests that the
when multiple levels of relevance are folded into a binary scale, marginally rele-
vant documents (level 1) should be grouped with non-relevant documents. This
is in contrast with current standards used in IR evaluation, where marginally
relevant documents are generally bundled with highly relevant documents.

The three system levels described above are intended to reflect possible
scenarios of the DCG@1 and P@1 metrics. We note that, given the fixed
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distribution of relevance levels after rank position 1, our three defined system
levels also correspond to particular values of other batch metrics. This holds for
any metric that is only dependent on the relevance values of items within the
top 10 positions of the ranked list (for example P@N or DCG@N for N ≤ 10).
However, for these metrics, the system levels defined for this study represent only
a small range of the possible values that the metrics can take on. Therefore, the
above conclusions from focusing on N=1 metrics should not be extended to the
N > 1 alternatives directly. Moreover, metrics such as MAP, which include a
recall component, will differ from topic to topic, since each topic considered will
have a varying number of total relevant documents available. The conclusions
from our experiments therefore do not transfer directly to such metrics.

We also investigated relevance mismatch, using split agreement to classify
users into different relevance groups. Our analysis demonstrated that the trans-
ferability of batch experiment conclusions can differ between user classes; in par-
ticular, generous users, who have low thresholds for considering a document to
be relevant, do not reflect the batch conclusions obtained form the P@1 metric.

The relevance profile analysis used the entire data obtained from the searching
task; however, to be useful from a practical point of view, relevance matching
should allow us to infer whether batch results are likely to successfully trans-
fer to users, without requiring a full-scale user-study. In future work, we intend
to investigate suitable approaches for estimating user relevance profiles with a
minimum of effort. Naturally, there are many other possible causes of mismatch
between batch experiments and user-based evaluations, including different lev-
els of knowledge about the topics being searched on, age differences, cultural
differences, and gender differences. We plan to incorporate these into the user
classification approaches in future work.
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Abstract. There is overwhelming evidence suggesting that the real users of IR 
systems often prefer using extremely short queries (one or two individual words) 
but they try out several queries if needed. Such behavior is fundamentally differ-
ent from the process modeled in the traditional test collection-based IR evalua-
tion based on using more verbose queries and only one query per topic. In the 
present paper, we propose an extension to the test collection-based evaluation. 
We will utilize sequences of short queries based on empirically grounded but 
idealized session strategies. We employ TREC data and have test persons to sug-
gest search words, while simulating sessions based on the idealized strategies for 
repeatability and control. The experimental results show that, surprisingly, web-
like very short queries (including one-word query sequences) typically lead to 
good enough results even in a TREC type test collection. This finding motivates 
the observed real user behavior: as few very simple attempts normally lead to 
good enough results, there is no need to pay more effort. We conclude by dis-
cussing the consequences of our finding for IR evaluation.  

1   Introduction 

Recent studies show that real users of information retrieval (IR) systems search by 
very short queries but may try out several queries in a session [1-5]. Such queries may 
consist of only 1-2 search keys. Smith and Kantor [3], and Turpin and Hersh [5] both 
found that real users successfully compensated for the performance deficiencies of 
retrieval systems by issuing more queries and/or reading more documents. In real life 
a searcher typically issues an initial query and inspects some top-N result documents. 
If no or an insufficient number of relevant documents are recognized, the user may 
repeatedly launch further queries until the information need is satisfied or (s)he gives 
up. This setting is different from the Cranfield style IR experiments based on verbose 
queries and one query per topic. IR evaluation focuses on the quality of the ranked 
result, measured in terms of available single query metrics, such as mean average 
precision or cumulated gain or its variants [2, 6]. These metrics do not directly pay 
attention to query formulation costs, that is, they encourage finding quality at any 
cost, and short queries are not rewarded for their minor formulation costs. 
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In the present paper, we take another look at user behavior and IR evaluation. In real 
IR situations there is a cost associated with initial query formulation and subsequent 
reformulation. Searchers optimize the total cost-and-benefit of their entire sessions. 
This may render sessions of short queries reasonable. They allow minimal query for-
mulation costs while taking chances with the quality of results. We call such queries as 
trivial queries: they employ very few search keys in various combinations. Typical real 
searchers interact with IR systems using such trivial queries.  

We show in this paper that trivial queries surprisingly quickly yield reasonable re-
sults. We utilize the TREC 7-8 test collection with 41 topics for which graded rele-
vance assessments are available. We will define idealized trivial query strategies and 
run systematically constructed sessions seeking to find one relevant document (using 
two distinct relevance thresholds) in Top-10 of each query, and reformulating the 
query in case of failure. To render our simulation empirically well-founded, we col-
lected data for query candidates from test persons. Our findings theoretically and 
experimentally motivate the observed real-life user behavior, which real users must 
have learned through experience, when interacting with IR systems. As few very 
simple attempts often lead to good enough results, there is no incentive to pay more 
effort. In Section 2, we review findings on user behavior and consider the costs and 
benefits of IR sessions before presenting the research problems. Section 3 discusses 
the construction of simulated sessions. Experimental results are given in Section 4 and 
discussed in Section 5. Section 6 presents our conclusions. 

2   Session Costs and Benefits 

2.1   User Behavior 

Real searchers behave individually during search sessions. Their information needs 
may initially be muddled and change during the search process; they may learn as the 
session progresses, or switch focus. The initial query formulation may not be optimal 
and the searchers may need to try out different wordings [2]. In fact, it may be impos-
sible for the searcher to predict how well the query will perform [7] because even if 
the query describes the topic well, it may be ambiguous [8] and retrieve documents 
not serving the particular information need. Therefore in real IR it is very common 
that the users may have to revise their topical queries.  

Real-life searchers often prefer very short queries [1, 4]. They may also avoid ex-
cessive browsing [1, 9]. Jansen and colleagues [1] analyzed transaction logs contain-
ing thousands of queries posed by Internet search service users. They discovered that 
one in three queries had only one term. The average query length was 2.21 terms.  
Less than 4 % of the queries in Jansen’s study had more than 6 terms. The average 
number of terms used in a query was even smaller, 1.45, in a study by Stenmark [4] 
focusing on intranet users. 

The stopping decisions regarding browsing the retrieved documents depend on the 
search task and the individual performing the task [2]. Jansen and colleagues [1] ob-
served that most users did not access results beyond the first page, i.e., the top-10 
results retrieved. Therefore real life sessions often consist of sequences of very short 
queries. The data in Table 1 reflect these findings. 
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The data for Table 1 come from an empirical, interactive study comparing two 
search systems. Thirty domain experts each completed the same four realistic search 
tasks A – D simulating a need for specific information required to make a decision in 
a short time frame of several minutes. Each task formed a separate query session. The 
data represent the sessions of one of the systems, showing great variability between 
the tasks along various variables. Essentially, there were 2.5 queries per session and 
2.4 unique keys per session. On average, each query had two keys and 0.9 filters  
(a geographic, document type or other condition). Only 10 among the 60 sessions 
employed four or more unique search keys. These searchers were precision-oriented, 
i.e., they quit searching soon after finding one or a few relevant documents. The four 
bottom lines report the frequency of the query strategies (S1-S3) that we shall define 
in Section 3.3. The total number of identified strategies (72) exceeds the number of 
sessions (60) because more than one strategy was employed in some sessions.  

Table 1. Real-life session statistics based on 15 sessions for Tasks A-D (N=60) sessions [10] 

Variable  A B C D Tot 
Tot # queries per task 25 59 28 40 152 
Avg queries in session 1.7 3.9 1.9 2.7 2.5 
Avg # keys per session 1.5 3.9 1.9 2.2 2.4 
Avg # keys per query 1.4 2.4 1.8 2.0 2.0 
Avg # filters per query 1.2 1.1 0.8 0.7 0.9 
S1 frequency  11 3 4 3 21 
S2 frequency  2 4 3 4 13 
S3 frequency  4 13 11 10 38 
S1-S3 frequency sum 17 20 18 17 72 

 
Real life searching of the kind described in Table 1 is fundamentally different from 
the Cranfield type IR evaluation scenario. In the traditional test collection-based 
evaluation a single query per topic exists and the queries used are longer (typically 7 
to 15 search keys, see [1]). Because of these facts we will focus on trivial query ses-
sions in the present study, including one-word queries for each topic.  

2.2   Identifying Costs and Benefits 

What explains the great difference between user behavior and effective laboratory 
queries? We believe that costs and benefits of IR interaction are currently not suffi-
ciently taken into account to explain user behavior. 

Early papers on IR evaluation had a comprehensive approach toward evaluation: 
Cleverdon, and colleagues [11] identified, among others, presentation issues and intel-
lectual and physical user effort as important factors in IR evaluation. Salton [12] iden-
tified user effort measures as important components of IR evaluation. More recently, 
Su [13] compared 20 evaluation measures for interactive IR, including actual cost of 
search, several utility measures, and worth of search results vs. time expended. 

Due to time pressure, documents retrieved in the top ranks may be of interest for 
real users [9, 14]. Järvelin et al. [2] extended the Discounted Cumulated Gain metric 
[6] into a session-based evaluation metric which evaluates multiple query sessions 
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and takes the searcher’s effort indirectly into account. Also the literature on usability 
has a comprehensive approach to costs and benefits, see, e.g., the ISO standard [15]. 

One may conclude that various costs and benefits of interactive IR systems have 
been brought up in the literature. The same does not hold on current IR evaluation 
practices. In interactive settings both costs and benefits are present and affect searcher 
behavior (e.g., through expectations). Therefore, interactive IR evaluation should 
incorporate the existing cost factors: search key generation cost, query execution cost, 
result scan cost, next result page access cost, and relevant document gain. Contempo-
rary IR evaluation effectively assumes all costs as zero, thus focusing on benefits  
(the gain) at any cost. This hardly models real-life situations. 

In the present paper we acknowledge that the query formulation costs may be a 
significant factor explaining user behavior. We will show that trivial queries are a 
reasonable alternative for the user because their formulation costs are minimal and 
their effectiveness competitive if sessions are allowed. 

2.3   Research Problem 

Our background assumption is that the observed user behavior [1, 4, 10] does satisfy 
real needs. Thus, the obvious question is whether it makes sense for the user to com-
bine the use of short queries and generally “take their chances” with trivial queries 
and reformulate in case of a failure. Our overall research question therefore is: What 
is the effect of utilizing a sequence of trivial queries as a session compared to the 
traditional approach of utilizing one verbose query?. 

In studying this problem, we make simplifying assumptions. First, we assume that 
the topical requests remain unchanged during a session: the simulated searcher neither 
learns nor switches focus during the session. Secondly, the simulated searcher is able 
to recognize the relevance of documents (see [16]).  Third, the simulated searcher is 
assumed to scan the ranked list of documents from the top to bottom (see [17]). How-
ever, reflecting the observed searcher behavior, we focus on the Top-10 results. We 
will focus on the search task of finding a single relevant document (see [18]). 

3   Constructing Simulated Sessions 

We made use of the TREC 7-8 test collection, and real test persons to generate candi-
date queries and alternative search keys. The collection of these data is explained next 
and their properties analyzed thereafter, followed by the definition of the simulated 
session strategies, the retrieval protocol, and our evaluation method. 

3.1   The Test Collection and Search Engine 

We used the reassessed TREC test collection including 41 topics from TREC 7 and 8 
ad hoc tracks [19]. The document database contains 528 155 documents organized 
under the retrieval system Lemur. The database index is constructed by lemmatizing 
the document words. The relevance judgments were based on topicality using a four-
point scale: (0) irrelevant document: the document does not contain any information 
about the topic; (1) marginally relevant document: the document only points to the 
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topic but does not contain more or other information than the topic description; (2) 
fairly relevant document: the document contains more information than the topic 
description but the presentation is not exhaustive; and (3) highly relevant document: 
the document discusses the themes of the topic exhaustively. In the recall base there 
are on the average 29 marginally relevant, 20 fairly relevant and 10 highly relevant 
documents for each topic [19].  

3.2   Collecting the Query Data 

As session-based collections do not currently exist we decided to construct one by 
ourselves on top of the TREC 7-8 test collection. 41 topics were analyzed intellectu-
ally by test persons to form query candidate sets. During the analysis the test persons 
did not interact with a real system. They probably would have been able to make 
higher quality queries had they had a chance to utilize system feedback. 

A group of seven undergraduate information science students (Group A) and seven 
staff members (Group B) performed the analysis. Staff members having an extensive 
background regarding the specific test collection were excluded. Regarding each topic 
a printed topic description and a task questionnaire were presented for the test per-
sons. Each of the 41 topics was analyzed twice - once by a student and once by a staff 
member. The users were asked to directly select and to think up good search words 
from topical descriptions and to create various query candidates. 

First a two-page protocol explaining the task was presented by one of the research-
ers. Information in the description and narrative fields of the test collection topics 
were presented for the users. Descriptions regarding non-relevance of the documents 
were also omitted to make the task more manageable within the time limitation of 5 
minutes per topic. The test persons were asked to mark up all potential search words 
directly from the topic description and to express the topic freely by their own words. 
Third, they were asked to form various query candidates (using freely any kinds of 
words) as unstructured word lists: (i) the query they would use first (“1st query”); (ii) 
the one they would try next, assuming that the first attempt would not have given a 
satisfactory result (“2nd query”). Finally, the test persons were asked to form query 
versions of various lengths: (iii) one word (1w), (iv) two words (2w), and (v) three or 
more words (3w+). The very last task was to estimate how appropriate each query 
candidate was using a four-point scale.  

3.3   Simulated Session Strategies 

Using the query data collected from the test persons we created four simulated session 
strategies (S1-S4) for the experiments. The strategies S1-S3 model five-query sessions 
(short queries), while Strategy S4 acts as a comparison baseline and utilizes only one, 
long query. Sessions longer than five queries are also relatively rare in real life, see 
[6] and Table 1. Data collected from the test persons were used in session strategies 
S1 to S3. In each session, the simulated searcher inspected at most 50 documents: in 
S1-S3 at most five distinct Top-10 results, and in S4 at most the single Top-50. 

Session Strategy S1: One-word Queries Only 
In S1 strategy we experiment solely with one-word queries. Unique individual words 
are selected randomly from various query types in the following order: “1st query”, 
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“2nd query”; 1w, 2w, and 3w+ queries until five distinct words are collected. Within a 
session, if any given one-word query does not retrieve a (highly) relevant document 
within its top-10 ranks, we immediately try out the next one-word query. S1 is justi-
fied because (1) extremely short queries dominate in real life, and (2) the strategy was 
employed 21 times in the 60 real-live sessions of Table 1. Random selection obvi-
ously creates some bad one-word queries. We purposefully experimented with such a 
strategy to explore the effects of allowing bad queries within session - as may very 
often happen in real life. 

Session Strategy S2: Incremental Query Extension 
In S2 strategy we experiment with using incrementally longer queries in sessions. As 
stated above, our test persons were requested to form one-word (1w), two-word (2w), 
and longer (3w+) query versions, and the queries they would try first (1st query) and 
second (2nd query). Here we selected words left to right (i.e., not randomly) from 
each query version (using query versions in the order explained above) until a se-
quence of five, if possible, unique words w1,…, w5 is formed. These words are used 
to construct queries of varying lengths (i.e., w1; w1 w2; …; w1 w2 w3 w4 w5) (from 
1 to 5 words) for each topic. Within each topical session, the searcher starts with the 
one-word query. If a query does not retrieve the required (highly) relevant document, 
the next incrementally longer query is launched. S2 is justified because this strategy 
was employed in 13 times of the 60 real-live sessions of Table 1. It simulates a lazy 
searcher who tries to cope with minimal effort and adds one word at a time. 

Session Strategy S3: Variations on a Theme of Two Words 
In S3 two core search keys are fixed to represent the information need and several 
different third words are tried as variations. S3 is justified as this strategy was em-
ployed in 38 of the 60 real-live sessions of Table 1. According to Jansen et al. [1] 
modifications to successive queries are done in small increments by modifying, add-
ing or deleting keys. We used first three words of the 3w+ query as the starting point, 
and varied randomly the third word by replacing it with distinct words selected from 
the 3w+, or from 1st, 2nd, 1w or 2w queries (in that order) if 3w+ ran out of words. 

Session Strategy S4: Single Verbose Query 
Session strategy S4 consists of a single verbose query. It contains all the words of the 
description and the title field (on the average 16.9 words). Thus, it represents tradi-
tional laboratory testing and serves as a baseline. 

3.4   Retrieval Protocol and Evaluation 

The run procedure went as follows:  

1. Based on session strategies S1 to S4 query sequences were constructed. 
2. Top-10 documents were retrieved for each query in S1-S3 and top-50 for S4. 
3. Success of each session strategy S1 to S4 was determined. 

Stopping decisions often depend on the task, context, personality, and the retrieval 
results [10]. In this study, the stopping condition was defined as finding one relevant 
document. Failure was defined as inability to find a relevant document in a session. 
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Table 2. Effectiveness of session strategies S1 to S4 (User Group A and B) for 41 topics. Leg-
end: number-in-cell denotes the ordinal of the first successful query in finding a relevant docu-
ment within its top-10 ranks. For session S4 see text below. Hyphen denotes a failure to find a 
relevant document. Table on the left: liberal relevance threshold is used. Table on the right: 
stringent relevance threshold is used. 

 Liberal Relevance Stringent Relevance 

 S1 S2 S3 S4 S1 S2 S3 S4 

Topic# A B A B A B _ A B A B A B _ 

351 1 2 5 1 3 1 1  1 2 5 1 3 1 1 
353 1 1 1 1 1 1 1  - - 2 2 - 1 1 
355 1 2 1 1 1 1 1  1 2 1 1 1 1 1 
358 1 1 1 1 2 1 1  1 1 1 1 2 1 1 
360 1 2 1 1 1 1 1  2 2 3 3 2 1 1 
362 1 1 1 1 1 1 1  1 1 1 1 - 3 1 
364 1 1 1 1 1 1 1  1 1 1 1 1 1 1 
365 3 1 1 2 1 1 1  3 1 1 2 1 1 1 
372 5 2 1 1 1 1 1  - - 2 2 1 2 1 
373 1 1 1 1 1 1 1  1 1 1 1 1 1 1 
377 2 - 1 - 1 - 1  2 - 1 - 1 - 1 
378 - - 3 3 1 1 1  - - - - - - - 
384 2 1 1 1 1 1 1  - - 4 3 2 1 2 
385 - - 2 2 1 1 1  - - 2 2 2 1 1 
387 1 1 1 1 1 2 1  2 1 2 2 1 2 1 
388 2 3 4 3 1 1 1  - - - - - - 4 
392 2 1 1 1 1 1 1  2 1 1 1 3 1 1 
393 2 1 1 1 1 1 1  2 1 1 1 1 1 3 
396 1 3 2 1 1 1 1  1 3 2 1 1 1 1 
399 4 - 2 1 1 - 1  - - 4 2 1 - 2 
400 4 2 2 1 1 1 1  4 2 2 1 2 1 1 
402 1 1 2 1 1 1 1  - 1 2 1 - 1 1 
403 1 1 1 1 1 1 1  1 1 1 1 1 1 1 
405 1 2 3 1 1 2 1  - - - - 3 - 2 
407 1 1 1 1 1 1 1  2 1 1 1 1 1 1 
408 2 1 1 1 1 1 1  - - 2 3 2 1 1 
410 3 2 1 1 1 1 1  3 2 1 1 1 1 1 
414 - - 3 2 1 1 1  - - - - - - - 
415 3 1 2 1 1 1 1  - - 2 5 1 1 1 
416 3 1 1 1 1 1 1  3 1 1 1 1 1 1 
418 2 2 1 1 1 1 1  2 2 1 1 1 1 1 
420 1 1 1 2 1 1 1  1 1 1 2 1 1 1 
421 1 2 1 3 1 1 1  - - 2 3 1 1 1 
427 2 2 1 1 2 1 1  2 4 - - - - 4 
428 2 1 1 1 1 1 1  3 1 1 1 1 1 1 
431 2 3 1 1 1 1 1  2 1 1 1 1 1 1 
437 - - 2 3 2 - 3  - - - - - - - 
440 - - 2 2 3 2 1  - - 2 2 5 - 5 
442 1 - 1 2 1 1 1  - - - - - - - 
445 3 - 1 1 1 3 1  - - 2 4 1 4 1 
448 - - 2 2 1 1 1  - - - - - - - 

4   Experimental Results 

Above, general result for session strategies S1-S4 is presented for 41 individual que-
ries (Table 2). Number 1 denotes that the first query in the session was successful in 
finding a relevant document for the topic within its top-10 ranks. Number 2 denotes 
the second query being successful etc. The table shows the effectiveness of session 
strategies based on both liberal and stringent relevance threshold. The columns for the 
two searcher groups A and B indicate the variability under the same strategy. Color-
coding is used in cells in addition to the ordinal numbers for visual evaluation: black 
indicates the first query being successful, white no success at all, and grey scale suc-
cess by a non-first query. 
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Table 3. Overall effectiveness of session strategies 
S1 to S4 (User Groups A and B). Top to bottom: 
average number of queries attempted per session; the 
count of successful sessions; and the percent of 
successful sessions. 

 Table 4. Pairwise statistical 
significance (+) of differ-
ences by Friedman’s test for 
Searcher Group A using S1 – 
S3 and S4, p=0.01 

Liberal Relevance  Liberal Relevance 
S1 S2 S3 S4   Strategies 

A B A B A B -   S2-A S3-A S4 
2.3 2.4 1.5 1.5 1.2 1.4 1.0  S1-A + + + 
35 31 41 40 41 38 41  S2-A  - + 
85.4 75.6 100 97.6 100 92.7 100  S3-A   - 

           
Stringent Relevance  Stringent Relevance 

S1 S2 S3 S4   Strategies 
A B A B A B -   S2-A S3-A S4 

3.1 2.9 2.2 2.2 2.2 2.0 1.6  S1-A + + + 
23 23 33 32 31 30 36  S2-A  - + 
60.5 60.5 86.8 84.2 81.6 78.9 94.7  S3-A   - 

 
Based on liberal relevance criteria, S1 (one-word queries only) is 15-25 percent units 
weaker than strategies S2-S4 in its success rate (Table 3). Strategies S2-S4 are equally 
good. The average number of queries in S1-S3 varies between 1.2 and 2.4 queries. 
Strategy S3 fairs almost as well as S4. On the stringent level S1 is clearly weaker than 
the other strategies. Surprisingly, S2 and S3 are only 10 – 15 percentage units weaker 
that S4. The average number of queries in S1-S3 varies between 2.0 and 3.1; the aver-
age number of pages browsed for S4 is 1.6. 

According to Friedman’s test the differences between the strategies are highly sig-
nificant (p < 0.001). Table 4 gives pairwise results for Friedman’s test and Searcher 
Group A. We observe that S1 is significantly different from others; S3 is not signifi-
cantly different from S4, the baseline. The significance results for the group B are 
similar. Note that even when the results for some trivial query strategies are signifi-
cantly worse than S4, the queries require much less effort.  

4.1   Liberal Relevance Threshold 

At the liberal relevance threshold the most successful strategy was the baseline ses-
sion strategy S4 (single verbose query). As only one query candidate was formed in 
S4 strategy, number 1 in column S4 denotes the fact that the relevant document was 
found within the first results page (ranks 1 to 10); number 2 denotes second page, etc. 
All words of the title and description fields were used, thus rendering very long  
queries - an average query length of 16.9 words per query. 

Among the trivial strategies S3 (variations on a theme of two words) was the most 
successful one. For 36 and 34 topics out of 41 (user group A and B, respectively) the 
very first query was successful. The strategy only failed three times (and only for 
group B). The session strategy S2 (incremental query extension) was also effective. 
For 27 and 29 topics (for A and B) the very first query (at this point a single key) was 
successful. Adding the second key to the query helped to find a relevant document for 
9 and 7 additional topics (A and B), and the third key for 3 and 4 topics (A and B). 
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Strategy S2 only failed once (in group B). Strategy S1 (one-word queries only) was 
the least successful. The fact that the single query keys were selected randomly obvi-
ously hurt the performance. Yet, it failed only in 6 and 10 topics (A and B) out of 41. 

4.2   Stringent Relevance Threshold 

If liberal relevance threshold is used, low quality documents are accepted as relevant. 
These documents may be only marginally relevant and escape the reader’s attention 
[16]. Finding one such document can hardly be justified as success even if the user 
only had to pay minimum effort. Therefore, in the remainder of this paper we only 
accept highly relevant documents as relevant. They discuss the themes of the topic 
extensively [19] thus better justifying the user’s stopping decision in simulations. 

Table 5 summarizes the results based on stringent relevance threshold. The recall 
base of the test collection did not contain highly relevant documents for 3 topics 
(#378, #414, #437), leaving 38 topics in the stringent relevance threshold case. Cumu-
lative percentages are shown in the table regarding the share of successful topics for 
each session strategy.  

Also when highly relevant documents are demanded, the baseline session strategy 
S4 (single verbose query) performs best. In 29 topics out of 38 a highly relevant 
document is found within the first page. Table 5 presents these success figures as 
percentages (29/38 = 76.3 %). For three topics the second page needs to be inspected 
in strategy S4; for one topic the third page; for two topics the fourth, and for one topic 
the fifth page. This strategy fails only for two topics.  

Session strategy S3 (variations on a theme of two words) was the most successful 
one among strategies S1-S3 also when highly relevant documents are requested. For 
21 and 26 topics out of 38 (for user groups A and B, respectively) the very first query 
was successful. For 7 and 8 topics (groups A and B) the strategy failed.  

 
Table 5. Success of the session strategies by the ordinal of 
the query candidate. Figures express the share of the topics 
(cumulative %) for which a highly relevant document was 
found. *For explanation regarding session strategy S4 see 
text. 

 

S1 S2 S3 S4* 
 

Table 6. Strategy cost 
features for group A: 
strategy (S1-S4), expected 
number of search keys to 
enter (T) and queries to 
launch (Q) for one rele-
vant document 

Que
ry # A   B   A   B A B -    

1st  23.7 39.5 44.7 47.4 55.3 68.4 76.3  

Strat-
egy T Q 

2nd  47.4 55.3 76.3 68.4 71.1 73.7 84.2  S1 8.6 3.5 

3rd  57.9 57.9 78.9 78.9 78.9 76.3 86.8  S2 4.3 2.3 

4th  60.5 60.5 84.2 81.6 78.9 78.9 92.1  S3 7.3 2.4 

5th  60.5 60.5 86.8 84.2 81.6 78.9 94.7  S4 16.9 1.0 

 
The session strategy S2 (incremental query extension) was also effective. For 17 and 
18 topics (A and B) the very first query (i.e., a singe key) attempted was successful. 
Adding the second key to the query helped to find a highly relevant document for 12 
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and 8 of the so far unsuccessful topics (A and B). Only in 5 cases for group A and in 6 
cases for group B the incremental extension strategy failed. 

The session strategy S1 (one-word queries only) was the least successful, yet  
remarkably, in more than half of the topics (57.9 %, Table 5, groups A and B) the 
strategy was successful after only three single-word queries were attempted. 

We experimented also by measuring the effectiveness of S1 using traditional met-
rics (P@10 and non-interpolated average precision (AP)). We evaluated the effective-
ness of all query candidate sets, 1st to 5th queries for group A and B), averaged over 38 
topics, based on the top-1000 documents, and stringent relevance threshold. The 
highest value observed for P@10 was 7.4 % and for AP 11.3 %. The corresponding 
values for S4 (verbose queries) were 25.2 % and 19.5 %. Thus, if one query per topic 
is assumed, S1 queries are inferior, but they make sense if multiple queries are used.  

5   Discussion 

Real users of IR systems typically search by very short queries but may try out several 
queries [1, 4]. Test collection-based evaluation, e.g., like the one performed in TREC 
[20], typically employs longer queries and one query per topic. We analyzed the ef-
fectiveness of sessions of very short queries. We performed a simulation because it is 
difficult to use real interactive sessions and have control over multiple query/session 
types, avoid learning effects, and support repeatability of the experiment. The 
strengths of our approach include session strategies and intellectual word selections 
for queries based on an empirical ground truth. 

We therefore had two sets of test persons to create realistic content for trivial que-
ries. They did not interact with the retrieval system or test collection and thus did not 
use their own relevance assessments. This is justified as we studied idealized strate-
gies. However, if the queries had lower quality than those in realistic situations, it 
only makes our argument stronger. 

The idealized session strategies were constructed based on empirical data (Table 1). 
We set the limit of maximum of 5 queries per session because longer sessions are rare 
in real life. We set the limit of maximum of 10 documents per query results for strate-
gies S1-S3 because scanning length in real life is limited [1]. The simplest strategy S1 
(one word queries) was popular in our sample data (Table 1) and attempts to minimize 
the query formulation costs. The strategy S2 (incremental query extension) was less 
popular but nevertheless present in the sample data. The strategy S3 (variations of 
three word queries) seeks to fix a focus by two keys and vary by trying out different 
third keys. This was the most popular strategy in our sample data and to some degree 
corresponds to Bates’ Berry-picking strategy [21]. S4 represents a long TREC-type of 
single query strategy, and did not occur in our data. 

Table 6 shows the expected number of search keys and queries, when each strategy 
is successful. Regarding S1-S3, we assume that for unsuccessful topics the searcher 
would in desperation launch one more query (#6), a successful one represented by S4 
containing on average 16.9 search keys, to guarantee comparable performance. 
Strategies S1-S3 yield a low query formulation cost in the number of search terms. If 
the query launching costs and result scanning unit costs are minor, strategies S1-S3 
make sense to users. They mean low formulation costs while taking chances with the 
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result. We focused on the limited task of finding one relevant document but our simu-
lation method fits well to tasks where more than one relevant document is required. 

6   Conclusion 

Log analyses reveal that real users often try out sessions of several short queries. 
Traditional laboratory evaluation is not well-suited to study this phenomenon. 

We demonstrated session-based batch evaluations utilizing test collections and 
query data collected from test persons. We focused on studying the effectiveness of 
sessions of very short queries. We assumed searchers requiring one relevant document, 
browsing a limited length of results, and using a limited set of session strategies. Short 
query sessions turned out to be successful.  

Future evaluation should model processes where the searcher may try out several 
queries for a topic, and use broader costs and benefits than the ones focusing on the 
quality of the retrieved result. This may help toward resolving the current disparity of 
the observed searcher behavior and the assumptions of laboratory experiments. 
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Abstract. In Information Retrieval (IR), it is common practice to com-
pare the rankings observed during an experiment – the statistical pro-
cedure to compare rankings is called rank correlation. Rank correlation
helps decide the success of new systems, models and techniques. To mea-
sure rank correlation, the most used coefficient is Kendall’s τ . However,
in IR, when computing the correlations, the most relevant, useful or in-
teresting items should often be considered more important than the least
important items. Despite its simplicity and widespread use, Kendall’s τ
little helps discriminate the items by importance. To overcome this draw-
back, in this paper, a family τ∗ of rank correlation coefficients for IR has
been introduced for discriminating the rank correlation according to the
rank of the items. The basis has been provided by the notion of gain pre-
viously utilized in retrieval effectiveness measurement. The probability
distribution for τ∗ has also been provided.

1 Introduction

In Information Retrieval (IR), it is common practice to compare the rankings
observed during an experiment with the rankings produced by (i) a competitor
system, (ii) the same system but with different parameters or (iii) the system
which correctly ranks all the items (e.g. a human) and is then considered the best.
Examples of (i) regard the comparison of the algorithms for various techniques
used in IR, such as query expansion, stemming, or graph link-based webpage
ranking. An example of (ii) is the correlation between the webpage rankings
computed by PageRank at different damping factors or numbers of iterations
calculated through the power method. An example of (iii) is the comparison of
the ranking of IR systems produced by using the relevance assessments collected
by the human assessors with the ranking produced by using the relevance as-
sessments collected through the manual runs. The comparisons aim at helping
the experimenter to decide whether the compared rankings are “approximately”
the same or they are significantly different. The measurement of the degree to
which two rankings are the same is called rank correlation in the literature of
Statistics. Rank correlation is crucial in IR because it helps decide the success
of new models and techniques.

As in IR the rankings are often compared with a reference based on relevance
assessments or preferences provided by human judges, this paper is focussed on
the comparison between an observed ranking and a reference ranking which puts
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the item in the correct order. Thus, it is assumed in this paper that the reference
ranking is the best ordering of the items. Examples are the documents ranked
by relevance assessments, the items ranked by preferences, or the terms ranked
by degree of synonymity – for the sake of simplicity, in the following, “relevance”
refers to “preference”, “importance”, “usefulness” and to similar terms.

Suppose a ranking of n ≥ 2 items, e.g. documents, is observed – this is called
observed ranking. The items are conventionally numbered from 1 to n and thus
item i is represented as the natural number i. For example, item 5 is ranked at the
second position in the observed ranking (4, 5, 2, 1, 3). The ranking to which the
observed ranking is compared is called reference ranking and is conventionally
represented by the increasing sequence (1, . . . , n) which puts i at rank i.

The most used rank correlation coefficient (RCC) is Kendall’s τ . Kendall’s τ
can be viewed as a function of the number of exchanges of two items necessary to
transform the observed ranking to the reference ranking – the higher the num-
ber of exchanges necessary to transform the observed ranking to the reference
ranking, the less correlated the two rankings are. Intuitively, the idea is similar
to the bubble-sort algorithm. Formally, Kendall’s τ is defined as the ratio of the
difference between the number of concordant pairs and the number of discordant
pairs in the observed ranking with respect to the reference ranking to the total
number of pairs [1]. From this definition, it follows that

τ = 2p − 1

where
p =

C

n(n − 1)/2

is the proportion of concordant items to the total number of pairs, which is
n(n − 1)/2, and C is the number of concordant pairs in the n-item observed
ranking.

An important property of τ is its limiting probability distribution. Under the
null hypothesis of random, uniformly distributed rankings, and then of incor-
relation, τ is approximated by a Normal random variable with mean zero and
known sampling variance, thus permitting the experimenter to infer about the
significance of the RCCs by using the Normal probability distribution tables.
The main advantage of τ is the rapid convergence to normality even with small
samples [1, 2] – however, this is only one of the reasons why this coefficient
is largely used in IR, the others being the simple underlying idea, the sixty
year-long history, and the wide availability of routines for calculating it in many
statistical or mathematical software packages.

The problem is that the dis/concordances should be treated differently de-
pending on the relevance of the items, the latter being an important issue in IR
when some measure of relevance is often attributed to the items. In this regard,
despite its simplicity, Kendall’s τ is inappropriate in discriminating the correla-
tion involving the items on the top of the reference ranking from that involving
the bottom ranked items. As a consequence, when the items are ranked, say, by
relevance in the reference ranking, τ is insensitive to the relevance of the items.
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Actually, in IR, the concordances or discordances involving the most relevant
(or useful, interesting, important) items should often be considered more im-
portant than the concordances involving the least relevant. The importance of
the degree of relevance of the items is evident, for example, when non-binary
relevance is recorded and document rankings are compared – the concordances
of the most relevant items are the most crucial and then the weights given to
these concordances should be higher than those given to the other concordances.
Therefore, the RCCs should weight the concordances differently depending on
the ranks where the items occur in the reference ranking. Since the reference
ranking is often arranged by relevance, the treatment of dis/concordances de-
pending on the item relevance means that the dis/coconcordances are treated
differently depending on the ranks of the items in the reference ranking.

In this paper, a family of RCCs for IR, called τ∗ has been introduced to give
different weights according to the rank of the items in the reference ranking.
Each instance of τ∗ differs from the others for a series of n − 1 weights used to
give different importance to the ranks where the concordant pairs occur. The
main contribution of this paper is the use of the gains [3] in order to provide
a conceptual basis to the assignment of the weights of τ∗. Thus, the definition
of the weights of τ∗ is very simple, easy to use and intuitively understandable.
The importance of the use of the gains is due to their role in estimating the
probability that a relevant item is picked at random among those ranked before
a fixed item, thus generalizing the notion used with τAP in which all the relevant
items are treated equally.

The probability distribution for τ∗ has also been provided, thus permitting
to decide if τ∗ computed using a given series of weights is significantly different
from zero, that is, if the observed ranking is different from the reference ranking
and if the difference mostly affects the most relevant items – this is the second
contribution of the paper. In this way, the experimenter can decide whether
the use of a tested technique, model or method is significantly different from
the technique, model or method used for another ranking, especially when the
top ranked items are deemed the most crucial, thus grounding the comparison
of experimental results on a sound inferential statistical basis. Although τAP is
more sensitive to the concordances at the top-ranks than τ , it is not provided
with a probability distribution. However, in this paper, it is shown that, as τAP

is an instance of τ∗, and then it is approximately Normal with mean zero and
known sampling variance.

As the paper is mainly theoretical, it provides the basis for the future ex-
periments and applications. It is structured as follows. Section 2 briefly reviews
the most relevant related work. Section 3 describes τ∗. Section 4 illustrates the
problem of weighting in rank correlation. In Section 5 the criterion to define the
weights of τ∗ is presented.

2 Related Work

In [4] the use of weights giving different importance to the concordances or the
discordances depending on the ranks of the items was considered. To this end,
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a RCC called τw was defined and the normality of the distribution probability
was proved. Due to τw, it can be shown that τ∗ is a special case of τw and τ is
a special case of τ∗.

The problem of giving more importance to the concordances occurring on the
top was also addressed in [5] where a modified τ , called τAP, was proposed. Those
authors showed that τAP may be greater than τ when the concordance between
the reference ranking and the observed ranking occurs at the top ranks, while
τAP may be less than τ when the concordance between the reference ranking
and the observed ranking occurs at the bottom ranks. In this paper, it has been
shown that τAP is special case of τ∗, and then of τw.

In [6], various rank correlation measures are investigated and classified. Us-
ing a preference criterion, the authors suggested which RCC to use. Our work
differs from that article since our aim is to generalize τ and τAP, thus leveraging
the known properties and advantages of these two coefficients and proposing a
general coefficient which can be tailored to the needs of the evaluation of specific
retrieval tasks. This paper, moreover, anchors τ∗ to the notion of gain as τAP

has been anchored to the notion of Average Precision.
Many are the papers which have used rank correlation, and in particular

Kendall’s τ . The issue of giving more importance to the concordances at the
top ranks raised in [7–11] as regards to ranking and advertising in the Web,
in [12–21] as regards to the problem of evaluating IR systems, in [22, 23] as
for distributed IR (the problem was to select some of the best sources from
a networked system), in [24] as for social search, and in [25–27] as for feature
selection, indexing and crawling (the problem was to select the best features,
the best indexed documents from a posting list or to crawl the best websites).
In [5, 28], some research results on rank correlation and IR were surveyed.

3 The Family of Rank Correlation Coefficients

From the computation of τ , one realizes that C is the sum of the number of
concordant pairs computed over all the items where an item of the pair is
fixed. That is, C = C(2) + · · ·C(n) where C(i) is the number of items less
than i-th item in the observed ranking (see also [5]). For example, C(6) = 3 in
(4, 7, 2, 10, 3, 6, 8, 1, 5, 9).

It can be shown that

p =
2C

n(n − 1)
=

n∑
i=2

(
i − 1

n(n − 1)/2

)
p(i)

where

p(i) =
C(i)
i − 1

is the proportion of concordant items at rank i. The Average Precision (AP)
correlation introduced in [5] was defined as

τAP = 2p′ − 1 ,
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where

p′ =
n∑

i=2

1
n − 1

p(i) ,

thus highlighting the fact that τ and τAP belong to the same family of RCCs
which is defined as

τ∗ = 2p∗ − 1 p∗ =
n∑

i=2

wip(i) ,

where
n∑

i=2

wi = 1 w1 = 0 wi > 0 i = 2, . . . , n ,

that is, a mixture of proportions of concordant items computed at every rank
i = 2, . . . , n where the wi’s form a series of mixture weights.1

Suppose a reference ranking and an observed ranking are to be compared
and consider the following experiment performed on the urn including all the
items distributed according to the wi’s. First, pick at random an item i other
than the top ranked from the reference ranking with probability wi. Second,
pick at random with probability 1

i−1 an item ranked before i in the observed
ranking. Finally, return 1 if the two picked items are ranked in accordance with
the reference ranking. The expected value of this process is p∗.

Note that, when using τAP, the probability that an item i other than the top
ranked is picked at random from the reference ranking is uniform and equal to

1
n−1 . This view is derived from Average Precision which underlies τAP. Indeed,
the picking of an item at random corresponds to the selection of a relevant
document – as the relevant documents have the same degree of relevance (i.e.,
relevance is binary), the probability that an item is picked is uniform. On the
contrary, τ∗ is based on a non-uniform probability (i.e., wi) of picking an item,
thus suggesting the idea that a non-binary or graded relevance underlies its
definition – this is indeed the idea described in the following sections.

4 The Problem of Weighting Rank Correlation in
Information Retrieval

Let us consider the following toy examples in order to intuitively illustrate the
differences between the RCCs – of course, the example may seem a little con-
trived, but it is a sort of counter-example to show that the RCCs do not provide
the same result. Suppose (1, . . . 10) be the reference ranking and that three ob-
served rankings differ from each other by the rank of the items affected by
exchanges:

x = (2, 1, 3, 4 . . .) y = (. . . 3, 5, 4, 6, . . .) z = (. . . , 8, 10, 9)

1 Note that w1 = 0 by definition since n ≥ 2 and p(1) is undefined.
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At first sight x is very similar to the reference one, however, the two top ranked
items are reversed. While the end user would appreciate the difference because
the top ranked document in the observed ranking is not on the top, τ = 0.96
and so the two rankings are considered highly correlated.

Although y is a little more similar to the reference ranking – two middle ranked
items are reversed while the top three items are unchanged, τ = 0.96 which again
suggests concordance, thus indicating that the decision about concordance is
insensitive to the rank of the reversed items – indeed, τ does not change even
for z. Let us compute τAP instead: τAP = 0.78 for x while τAP = 0.94, 0.98 for
y, z, respectively, thus confirming that this RCC is sensitive to the rank of the
reversed items.

Let us now consider τ∗ and let the weights be, for example,

(0.20, 0.18, 0.16, 0.13, 0.11, 0.09, 0.07, 0.04, 0.02) .

It follows that τ∗ = 0.60, 0.93, 0.99 for x, y, z, respectively, thus showing that,
thanks to the decreasing series of weights, the role played in τ∗ by the ranks
of the reversed items is even more important than in τ and τAP. This hap-
pens because the probability that a top ranked item is picked is higher than
the probability of a bottom ranked item. Therefore, the discordances at the top
ranks will be highly weighted as in x, while the discordance in z will be lit-
tle weighted because the probability that the bottom ranked item is picked is
low.

This is of course relevant to IR since the criteria used for assigning the weights
to the number of concordant items at every rank determine the value of the
RCC. Therefore, if τ suggests that two rankings are equivalent, it might be that
they agree at the bottom ranks rather than at the top ranks, the latter being a
conclusion not always welcome when comparing rankings which are in contrast
appreciated if they place the best items on the top.

τAP reduces this drawback because it gives equal weight to all the concor-
dances. Indeed, a decreasing series of p(i)’s is sufficient to say that τAP > τ .
However, this condition is not necessary and τAP may fail to discriminate when
this series is not decreasing. Let the observed rankings be u = (1, 3, 2, 4, 5)
and v = (1, 2, 4, 5, 3). In terms of the number of exchanges, u is more corre-
lated to the reference ranking than v. Indeed, τ = 0.80 for u and τ = 0.60 for
v. Nevertheless, τAP provides the same value (i.e. 0.75) for both the observed
rankings, thus not discriminating as τ does. The reason lies in the proportion
of concordant items. When these probabilities are computed, one obtains the
series p(2) = 1, p(3) = 1

2 , p(4) = 1, p(5) = 1 for u and the series p(2) = 1, p(3) =
1, p(4) = 1, p(5) = 1

2 for v.
However, while τAP is based on the notion of Average Precision, thus making

it more sound, τ∗ does in contrast still lack of such a basis. The next section
provides this basis.
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5 A Methodology for Weighted Rank Correlation in
Information Retrieval

The mixture weights thus play an important role in weighting rank correla-
tion. At this point, there are two main methodological issues to which a great
deal of attention should be paid. From the one hand, an issue is about how
the mixture weights wi’s should be defined in order to compare two rankings
from a IR perspective. On the other hand, the probability distribution of the
RCC family has to be defined in order to compare two rankings and to decide if
they are significantly different from a statistical point of view. To address these
two methodological issues, in this paper, two methodological results are intro-
duced, that is, the the notion of Cumulative Gain presented in [3] and weighted
Kendall’s τ presented in [4].

5.1 The Weighted Kendall’s Rank Correlation Coefficient

The weighted kendall’s τ , that is, τw has been illustrated in [4] and is defined in
this paper as

τw =

∑n
i=1

∑n
j=1,i�=j vijIij∑n

i=1

∑n
j=1,i�=j vij

,

where I is an indicator function such that Iij = 1 if items i, j are concordant (i.e.
they are ranked in the observed ranking in the same order as the order in the
reference ranking), Iij = −1 if items i, j are discordant (i.e. they are ranked in the
observed ranking in the opposite order as the order in the reference ranking) and
vij is the weight assigned to the concordance or discordance occurring between
items i and j. This RCC assigns different weights depending on the ranks i, j.
After a few passages, it can be shown that

τw = 2

∑n
i=1

∑n
j=1,i�=j,Iij=1 vij∑n

i=1

∑n
j=1,i�=j vij

− 1

where the term multiplied by 2 resembles the p of τ . Supposes that vij = vji,
that is, the con/discordance weights are symmetric. In this case,

τw = 2

∑n
i=1

∑n
j<1,Iij=1 vij∑n

i=1

∑n
j<1 vij

− 1 .

Suppose, now, that the weights are constant for every i, that is, vij = vi and then
are independent of j – this means that the concordance (or discordance) between,
say, the fifth item and the first item is equally treated as the concordance between
the fifth item and the fourth item. This is actually what is assumed by many
RCCs such as τ and τAP. It follows that (when vij = vi)

τw = 2
∑n

i=2 C(i)vi∑n
i=2(i − 1)vi

− 1 .
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As C(i) = (i − 1)p(i), it is found that

τw = 2
∑n

i=2(i − 1)vip(i)∑n
i=2(i − 1)vi

− 1 . (1)

If

wi =
(i − 1)vi∑n
i=2(i − 1)vi

one can easily see that τw = τ∗.
It may be noted that, when vij = 1, the weighted Kendall’s τw turns into τ ,

and when vij = 1
i−1 , it turns into τAP.

Hence, the weighted Kendall’s τw can be utilized as a basis to decide the
mixture weights of τ∗. Indeed, the definition of the vi’s is sufficient to achieve
the mixture weights of τ∗. At this aim, one needs a basis to assign a value
to the vi’s before calculating the mixture weights. As the vi’s need not to be
normalized, that basis does only define the vi’s as non-negative real values. In
the next section, the basis proposed in this paper is illustrated.

5.2 Gains in Information Retrieval Evaluation

The notion of gain and of cumulative gain for IR evaluation was proposed in [3].
In this section, this notion is briefly reviewed before illustrating how it has been
exploited to define the basis for computing the mixture weights of τ∗ (and, in
general, of τw).

The value G(ri) of the item ranked at i is the degree of relevance, interest or
usefulness (in general, the “gain”) of the item to the user; for example, when
graded relevance is used, G(ri) may range between, say, 0 and 3. There are search
scenario where, for example, the users are asked to provide judgments from
0 to 7.

The notion of gain is useful in IR thanks to the cumulative gain (CG) of
item ranked at i, that is, CG(ri), which is the sum of the gains computed over
all the items ranked not after ri. Let for example be 2, 3, 0, 1, 2, 1, 0, 0, 0, 0 the
relevance degrees of ten documents ranked by, say, similarity to a query. The
degree of the fourth item is G(r4) = 1, while its cumulative gain, that is, CG(r4)
is 2 + 3 + 0 + 1 = 6.

5.3 Weighted Rank Correlation Using Gain

The selection of the mixture weights of τ∗ might somehow be arbitrary – an
experimenter may choose a series of mixture weights different from that chosen
by another experimenter and the evaluation results may hardly be comparable.
This may turn out to be a danger whenever competitor observed rankings are
compared with the reference ranking, especially if the details of the experiments
are incomplete or imprecise. The problem is to define, in a principled way, the
mixture weights so that the concordances, and the proportion of concordant
items occurring at the top ranks are given higher mixture weight than those



Weighted Rank Correlation in Information Retrieval Evaluation 83

occurring at the bottom ranks. For making the choice of the mixture weights less
arbitrary, the notions of gain and of cumulative gain for IR evaluation proposed
in [3] and briefly reviewed in Section 5.2, have been utilized in this paper.

The basic idea underlying the utilization in this paper of the notions of gain
and of cumulative gain for IR evaluation proposed in [3] has been that wi should
measure the preference expressed by the user in picking the item at rank i which
is then used to count the number of concordant items ranked before i. The more
relevant, useful or interesting the item is perceived, the higher the probability this
item is considered for measuring the concordance. In this way, the concordances
with the items perceived more relevant than others are weighted higher than the
concordances with the least relevant items. This criterion is rendered as

vi =
G(ri)
i − 1

, (2)

that is, the concordances with an item ranked at i will be weighted proportionally
to the gain of the item. It follows that

wi =
G(ri)∑n
i=2 G(ri)

, (3)

thus showing that the mixture weight depends on both the degree of relevance
of ri and the rank of ri in the observed ranking.

Suppose that ri has been picked at random with probability wi. If G(ri) is
relatively high, then the dis/concordances will highly be weighted – the concor-
dances will have a relatively high p(i) which is multiplied by wi. Suppose also
that the reference ranking is based on G, that is, the items are ranked by G in
the reference ranking so that the most relevant are on the top of the list. When
the number C(i) of concordances at rank i with the reference ranking is high,
many other items that are at least as relevant as the picked item are ranked on
top of the observed ranking, thus indicating that the observed ranking is highly
correlated with the reference ranking. The number of concordances between pairs
of highly relevant items will be weighted higher than number of concordances
between pairs of less relevant items due to G(i) in Equation 3.

Suppose, for example, that the items of the reference ranking (1, 2, 3, 4, 5)
are provided with the gains 3, 3, 2, 1, 1. Thus, the wi’s become 3

7 , 2
7 , 1

7 , 1
7 . There

are 7 concordant pairs both in the observed ranking (1, 2, 5, 4, 3) and in the
observed ranking (3, 1, 2, 5, 4). The value of τ∗ for the first observed ranking is
then 2(3

7 × 1 + 1
7 × 2

2 + 1
7 × 2

3 + 2
7 × 2

4 ) − 1, while the value of τ∗ for the second
ranking becomes 2(3

7 × 0 + 3
7 × 1

2 + 1
7 × 3

3 + 1
7 × 3

4 ) − 1.

5.4 The Probability Distribution of the Family of Rank Correlation
Coefficients

To judge the significance of an observed value of rank correlation with respect
to a reference ranking, it is necessary to compare the observed ranking with that
which would be observed if the ranking were formed randomly, i.e. it could be
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observed with uniform probability. Suppose that the null hypothesis of incorre-
lation holds. In [4] it was shown that τw is approximately Normal. In particular,
when vij = vji = vi, it can be shown that τ∗ is approximately Normal with mean
zero and variance 4σ2

v/9nv̄ where v̄ = (
∑

i vi) /n and σ2
v =

(∑
i v2

i

)
/n.

As the vi’s can easily defined using the G(ri)’s, the sampling distribution is
readily available and the observed value of the τ∗ can be checked against the
Normal distribution for testing the null hypothesis of non-correlation, that is,

τ∗ ∼ N(0, 4σ2
G/9nḠ) (4)

where Ḡ =
∑

i
G(ri)
i−1 /n and σ2

G =
∑

i

(
G(ri)
i−1

)2

/n.

After substituting vi with 1
i−1 , the limiting probability distribution of τAP

can easily be obtained.
The relevance of the limiting convergence to the Normal distribution is that

the experimenter can infer if an observed ranking, and then the algorithm which
produced it, is significantly different from the reference ranking produced by an
alternative algorithm.

6 Conclusions and Future Work

While rank correlation has extensively been studied in many different domains,
it was rarely addressed by paying attention to the particular issues of IR. One of
these issues is related to the importance of the items, the latter being an aspect
often not considered in other domains because the rankings are relatively short
or the items are not provided with a degree of relevance. In IR, on the contrary,
the items are often provided with a degree of relevance, thus making the error
of placing a highly relevant item on the bottom worse than the error of placing
a little relevant item.

The proposed RCC family can have an impact on evaluation since provides
the experimenter with a measure to compare rankings when the degree of rel-
evance are non-binary and has to play a role in the comparison. However, τ∗
cannot always be applied. Indeed, there may be situations in which the degree
of relevance is not available or does not make sense; for example, when compar-
ing retrieval systems, it is difficult to say that a system is more important than
another.
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Abstract. In this paper, we investigate whether temporal relations among event 
terms can help improve event-based extractive summarization and text cohesion 
of machine-generated summaries. Using the verb semantic relation, namely 
happens-before provided by VerbOcean, we construct an event term temporal 
relation graph for source documents. We assume that the maximal weakly con-
nected component on this graph represents the main topic of source documents. 
The event terms in the temporal critical chain identified from the maximal 
weakly connected component are then used to calculate the significance of the 
sentences in source documents. The most significant sentences are included in 
final summaries. Experiments conducted on the DUC 2001 corpus show that 
extractive summarization based on event term temporal relation graph and criti-
cal chain is able to organize final summaries in a more coherent way and ac-
cordingly achieves encouraging improvement over the well-known tf*idf-based 
and PageRank-based approaches. 

1   Introduction 

Extractive summarization selects the most representative sentences from source 
documents. Under the extractive summarization framework, event has been regarded 
as an effective concept representation in recently emerged event-based summariza-
tion, which extracts salient sentences from single document or multiple documents 
and re-organizes them in a machine-generated summary according to how important 
the events that sentences describe are. With regard to the definition of events, in con-
junction with the common agreement that event contains a series of happenings, we 
formulate events as “[Who] did [What] to [Whom] [When] and [Where]” at sentence 
level in the context of event-based summarization. In this paper, we focus on “did 
[What]” and approximately define verbs and action nouns in source documents as 
event terms that characterize or partially characterize event occurrences. 

Notice that in addition to the quality and the quantity of the informative contents 
conveyed in the extracted sentences, the relations among the extracted sentences, such 
as temporal relations in news articles, and structure of the final summary text should 
be a matter of concern. The sentence relations in source and summary text, if appro-
priately defined and identified, are a good means to reflect the text cohesion, i.e. the 
way of getting the source and extracted text to “hang together” as a whole and the 
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indicator of text unity. In the literature, text cohesion has been modeled by lexical 
cohesion in terms of the semantic relations existing between not only pairs of words 
but also over a succession of a number of nearby related words spanning a topical unit 
of the text. These sequences of related words are called lexical chains and tend to 
delineate portions of the text that have a strong unity of meaning.  

Lexical chains have been investigated for extractive summarization in the past. 
They are regarded as a direct result of units of text being “about the same thing” and 
having a correspondence to the structure of the text. Normally, nouns or noun com-
pounds are used to denote the things and compute lexical chains (i.e. lexical chains 
are normally noun chains). In this paper, we assume that the source text describes a 
series of events via the set of sentences and take both informative content and struc-
ture of the source text into consideration. We look for the event term temporal critical 
chain in the event term temporal relation graph and use it to represent the source text 
and to generate the final summary. We concentrate on verb chains, other than noun 
chains, aiming at improving event-based summarization and lexical cohesion of the 
generated summaries. Here, event terms and event term chain characterize informa-
tive content and text cohesion, respectively.  

To compute the event term temporal critical chain, event terms are connected to 
construct an event term temporal relation graph based on the happens-before relations 
provided in VerbOcean. This type of relations indicates that the two verbs refer to two 
temporally disjoint intervals or instances [16]. The DFS-based (Depth-First Search) 
algorithm is applied in searching the temporal critical chain. Then the event terms in 
the temporal critical chain are used to evaluate sentences. The sentences with the 
highest significance scores are extracted to form the final summary. 

The remainder of this paper is organized as follows. Section 2 reviews related 
work. Section 3 introduces the proposed event-based summarization approach based 
on event term temporal relation graph and critical chain. Section 4 then presents  
experiments and discussions. Finally, Section 5 concludes the paper and suggests the 
future work.  

2   Related Work 

Daniel et al. [1] pilot the study of event-based summarization. They recognize a news 
topic as a series of sub-events according to human understanding of the topic and 
investigate whether identifying sub-events in a news topic can help capture essential 
information in order to produce better summaries. Filatova and Hatzivassiloglou [2] 
then define the concept of atomic events as a feature that can be automatically ex-
tracted. Atomic events are defined as the relations between the important named enti-
ties. The proposed approach is claimed to outperform conventional tf*idf approach 
and experimental results indicate that event is indeed an effective feature for produc-
ing better summaries. Allan et al. [3] present a list of events within the topic in the 
order those events are reported and produce a revised up-to-date summary at regular 
time intervals. Afantenos et al. [5] discuss the techniques to summarize events hap-
pened in predictable time synchronously. Relations between events are defined on the 
axes of time and information source. Lim et al. [4] group source documents on time 
slots by the time information given in newspaper articles or publication dates. They 



 Extractive Summarization Based on Event Term Temporal Relation Graph 89 

build the local or global term cluster of each time slot and use it to identify a topical 
sentence as the representative for the time slot. Jatowt and Ishizuka [6] introduce the 
approaches to monitor the trends of dynamic web documents, which are different 
versions of documents on the time line. Based on distributions, terms are scored in 
order to identify whether they are popular and active. They employ a simple regres-
sion analysis of word frequency and time. Wu et al. [7] investigate whether time fea-
tures help improve event-based summarization. After anchoring events on the time 
line, two different statistical measures, tf*idf and x2, are employed to identify impor-
tance of events on each date.  

The concept of lexical chain is originally proposed to represent the discourse struc-
ture of a document by Morris and Hirst [8]. They define lexical chain as a cluster of 
semantically related terms and construct lexical chains manually from Roget’s The-
saurus according to the distance between the occurrences of related nouns and use 
lexical chain as an indicator of lexical cohesion of the text structure and the semantic 
context for interpreting words, concepts and sentences. Barzilay and Elhadad [9] first 
introduce lexical chain in single document summarization. They produce a summary 
of an original text relying on a model of the topic progression in the text derived from 
lexical chains. The lexical chains are computed using relatedness of nouns determined 
in terms of the distance between their occurrences and the shape of the path connect-
ing them in the WordNet thesaurus. Following the same line of thought, Silber and 
McCoy [10, 11] employ lexical chains to extract important concepts from the source 
document and make lexical chains a computationally feasible candidate as an inter-
mediate representation. Doran et al. [12] highlight the effect of lexical chain scoring 
metrics and sentence extraction techniques in summary generation. Zhou et al. [13] 
adapt lexical chains derived from WordNet based on noun compounds, noun entries 
and name entities to multi-document and query based summarization. Reeve et al. 
[14, 15] apply lexical chain based summarization approach to biomedical text. They 
build concept chains to link semantically-related concepts. The concepts are not  
derived from WordNet but domain-specific semantic resources, such as UMLS 
Metathesaurus and semantic network. The resulting concept chains are used to  
identify candidate sentences useful for summarization. 

At present, the applications of temporal information in summarization are mostly 
based on time information in the source document or publication date. Meanwhile, the 
lexical chains mentioned above are all based on nouns, derived from WordNet or 
domain specific knowledge base. In this paper, we derive temporal information from 
the temporal relations among event terms and regard the event term temporal chains 
as the immediate representation of the source documents.  

3   Summarization Based on Event Term Temporal Relation Graph 
and Critical Chain 

In this section, we first illustrate how the event term temporal relation graph is con-
structed based on happens-before relation in VerbOcean. Then we explain how the 
event term temporal critical chain is determined from the temporal graph. Finally, 
sentence selection based on the significance of the event terms in the temporal critical 
chain is introduced. 
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3.1   Event Term Temporal Relation Graph Construction 

In this paper, we introduce VerbOcean, a broad-coverage repository of semantic verb 
relations, into event-based extractive summarization. Different from other thesaurus 
like WordNet, VerbOcean provides five types of semantic relations among verbs at 
finer level. This just fits in with our idea to introduce event term semantic relations 
into summarization. In this paper, only happens-before temporal relation is explored. 
When two events happen, one may happen before the other. This is defined as hap-
pens-before temporal relation in VerbOcean. Examples of happens-before relations 
are illustrated below.  

“wit” happens-before “record” 
“move” happens-before “run” 

The happens-before temporal relations on a set of event terms can be naturally rep-
resented by a graph, called event term temporal relation graph. We formally define the 
event term temporal relation graph connected by temporal relation as G=(V, E), where 
V is a set of  event term vertices and E is a set of edges temporally connecting event 
terms. Fig.1 below shows a sample of event term temporal relation graph built from a 
DUC 2001 document set. 

 

Fig. 1. Event term temporal graph based on happens-before relation 

As we know, the graph is directed if the relation has the property of the anti-
symmetric and undirected otherwise. Certainly, the event term temporal relation graph 
is a directed graph because happens-before relation in VerbOcean clearly exhibits the 
conspicuous anti-symmetric property. For example, one may “question” something 
and then decide to “criticize” it for some reason. The event represented by the term 
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“question” happens-before the one represented by the term “criticize”. So, a directed 
edge from “question” to “criticize” appears in Fig. 1. 

The happens-before relation is also anti-reflexive because each event term cannot 
happens-before itself. This means that there is no self-loop at each term vertex. There 
are no parallel edges between any two adjacent term vertices either. Therefore, we can 
say that the event term temporal relation graph is a simple directed graph. In fact, 
happens-before relation is a transitive one, though there may not be an explicit edge 
from event term eta to etc when the edges both from eta to etb and from etb to etc exist. 
For example, there is no edge from “regard” to “repeat”, but the edges exist from 
“regard” to “ignore” and from “ignore” to “repeat” in Fig. 1. 

3.2   Event Term Temporal Critical  Chain Identification 

The event term temporal graph based on happens-before relation is not a fully con-
nected graph. For example, there are eight sub-graphs or components in the graph 
illustrated in Fig. 1. Among them, a maximal weakly connected component, which 
contains the maximal number of the event terms, can be found. We assume that the 
event terms in the maximal weakly connected component reflect the main topic of 
original documents since such a component normally involves much more connected 
(i.e. relevant) event terms than any other components on the graph. Referring back to 
Fig. 1, the maximal weakly connected component contains 118 event terms, while the 
second largest weakly connected component contains only 8. Note that, for illustra-
tion purpose, only a partial maximal weakly connected component is shown in Fig. 1. 

Some maximal weakly connected sub-graphs are cyclic. The graph in Fig. 2(a), a 
part of maximal weakly connected sub-graph in Fig. 1, is cyclic. We can see that there 
are cyclic relations among the three event terms “issue”, “receive” and “allocate”. In 
such a situation, the edge whose terminal term vertex has the maximal in-degree is 
removed in order to avoid the infinite loop in the identification of the event term tem-
poral critical chain. Anyway, the terminal term can still be reached from other term 
vertices. The connection remains. For example, we remove the edge from “receive” to 
“allocate” in Fig. 2(a) and obtain a directed acyclic graph in Fig. 2(b). 

 

Fig. 2. The cyclic and acyclic graph part 

From the directed acyclic graph, we extract all the source vertices and the sink ver-
tices. The source vertex is defined as a vertex with successors but no predecessors, i.e. 
the edges being incident out of it but no edge being incident on it. On the contrary, the 
sink vertex is defined as a vertex with predecessors but no successors, i.e. the edges 
being incident on it but no edge being incident out of it. All source vertices and sink 
vertices in the directed acyclic graph of the maximal weakly connected component in 
Fig. 1 is shown in Fig. 3. 
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source vertices:
{regard, call, prepare, balance, hear, express, support, start, approach, require, debate, assert, cite, stay, survive, reply,
observe, raise, gain, propose}

sink vertices:
{add, allow, answer, challenge, retain, lose, enter, change, repeat, adopt, provide, sue, spend, grant, overturn, argue,
enforce, distribute }  

Fig. 3. The source vertices and sink vertices of the directed acyclic graph 

All directed paths from each source vertex to each sink vertex in the directed 
acyclic graph of the maximal weakly connected component are computed by the 
DFS-based algorithm. The longest path is defined as the event term temporal critical 
chain. The directed paths in Fig. 4 (a)-(d) are four event term chains found in Fig. 1 
and the one in Fig. 4(a) is identified as the event term temporal critical chain. 

 

Fig. 4. The event term temporal critical chain for Fig. 1 

Afterwards, we evaluate the sentences that contain the event terms in the chain and 
determine which ones should be extracted into the final summary based upon the 
event term temporal critical chain computation.  

3.3   Sentence Selection 

To apply the event term temporal critical chain in summarization, we need to identify 
the most significant sentences that best describe the event terms in the chain. Consid-
ering terms are the basic constitution of sentences, term significance is computed first. 
Since this paper studies event-based summarization, we only consider event terms and 
compute the significances of the event terms in the maximal weakly connected  
component of an event term temporal relation graph. 

Two parameters are used in the calculation of event term significance. One is the 
occurrence of an event term in source documents. The other is the degree of an event 
term in an event term temporal relation graph. The degree of a term vertex in the 
directed graph is the sum of the in-degrees and out-degrees of that term. 

For each event term in the temporal critical chain, it is likely to locate more than 
one sentence containing this term in source documents. We extract only one sentence 
for each event term to represent the event in order to avoid repeating the same or quite 
similar information in the summary. For sentence selection, the sentence significance 
is computed according to the event terms contained in it.  

Based on event term occurrences, the significance of a sentence is calculated as 
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where iTFS  and mTFS  are the sum of the term occurrences of the ith sentence and the 

maximum of all the sentences that contain event terms in the temporal critical chain, 
respectively. 

Alternatively, we can use degrees of event terms to calculate the significance of a 
sentence.  
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where 
iDS  and 

mDS  are the sum of the term degrees of the ith sentence and maxi-

mum of all the sentences which contain event terms in the temporal critical chain, 
respectively. 

It should be emphasized here that the event terms under concern in Equations (1) 
and (2) must be the ones in the maximal weakly connected component of the event 
term temporal relation graph. 

4   Experiment and Discussion 

We evaluate the proposed summarization approach based on the event term temporal 
relation graph and critical chain on the DUC 2001 corpus. The corpus contains 30 
English document sets. Among them, 10 sets are observed to contain descriptions of 
event sequences. They are the main concern of this paper. All final summaries are 
generated in 200 words length. 
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d19d
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d31f

d50i

d56k

d57k

0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%
 

Fig. 5. The vertex number of the weakly connected components 

The number of term vertices in the weakly connected component for each of 10 
sets is illustrated in Fig. 5. Each bar denotes all weakly connected components of an 
event term temporal relation graph and the length of each series represents the vertex 
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number in the weakly connected component. In Fig. 5, we can see that the numbers of 
the term vertices in maximal weakly connected components are actually much larger 
than the numbers of the term vertices in other components on the event term temporal 
relation graphs. For example, the maximal weakly connected component of the docu-
ment set “d30e” almost includes all the vertices on its event term temporal relation 
graph. The other three document sets, i.e. “d05a”, “d13c” and “d50i”, occupy above 
90% vertices. The minimum of the vertex number of the maximal weakly connected 
component in the “d04a” document set also includes almost 30% vertices. The as-
sumption that the main topic of a document set can be represented by the maximal 
weakly connected component is not unreasonable. The maximal weakly connected 
component roughly describes all the events about main topic of the source documents 
in detail. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 6. The final summary for Fig. 4(a) based on vertex degree 

The final summary shown in Fig. 6 is generated from the event term temporal rela-
tion graph in Fig. 1 and the event term temporal critical chain in Fig. 4(a) according to 
the calculation of sentence significance based on the vertex degree. The correspond-
ing source document set is about the topic “whether to exclude illegal aliens from the 
decennial census and the final vote result of the Congress”. We can see that the final 
summary indeed talks about the resident census history, the exclusion announcement, 
the reasons of the agreement and rejection, and the vote result. More important, the 
event term temporal critical chain contributes to the cohesion of the final summary. 
The summary has apparently shows temporal characteristic in sentence sequences, 
from resident census history, exclusion announcement and reasons for agreement and 
rejection to Senate vote result at the end.  

To evaluate the quality of generated summaries, an automatic evaluation tool, 
called ROUGE [17] is used. The tool presents three ROUGE values including uni-
gram-based ROUGE-1, bigram-based ROUGE-2 and ROUGE-W which is based on 
longest common subsequence weighted by the length. 

 

For 190 years, said Sen. Daniel Patrick Moynihan (D-N.Y.), the federal government has counted all 
inhabitants without regard to citizenship in accordance with the Constitution's provisions. 
Groups which have filed suit to ignore the aliens contend large concentrations of them could result in 
some states gaining seats in the House of Representatives at the expense of other states. 
Asking people about their status likely would result in people lying or refusing to participate in the 
count, officials say, resulting in a potential undercount of residents in many areas. 
But he added that he is "optimistic, cautiously optimistic," that House conferees would resist the 
Senate-approved ban and not force Bush to veto the legislation. 
Sen. Pete Wilson (R-Calif.) countered that excluding illegal residents from the decennial census is 
unfair to the states that have suffered from a huge influx of immigration beyond the legal limits. 
The Senate's action was sharply criticized by Undersecretary of Commerce Michael Darby, but he 
voiced hope that it would be reversed by a Senate-House conference. 
There could be enough of them to shift seats away from at least five states to Sun Belt states with 
large numbers of illegal residents. 
The amendment was adopted after the Senate voted 58 to 41 against a move to reject it, and 56 to 43 
against scuttling it as unconstitutional. 
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In Fig. 7, the tf*idf approach is based on term frequency and inverse document fre-
quency (a well-known statistical feature used in automatic summarization). We calculate 
tf*idf weights for all the words excluding stop-words and evaluate sentence significance 
using the SUM of tf*idf weights of all words occurring in the sentence. For the term 
occurrence approach, Equation (1) is adopted to calculate the significance of the sentence 
containing the event terms in the temporal critical chain using term occurrences. The 
comparative experiment results for the selected ten document sets are illustrated below.  
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Fig. 7. ROUGE-1 scores on Term Occurrence and tf*idf 

Except for the document sets “d31f” and “d56k”, the experiment results based  
on event term occurrence in the critical temporal chains are all better than those based 
on tf*idf. In particular, event term occurrence achieves about 47.2% improvement on 
ROUGE-1 comparing to tf*idf for the document set “d24d”. 

Table 1. ROUGE scores on Term Occurrence and tf*idf 

 tf*idf Term Occurrence Improvement 
ROUGE-1 0.29222 0.36118 23.6% 
ROUGE-2 0.04494 0.06254 39.2% 
ROUGE-W 0.10099 0.12877 27.5% 

Table 1 above shows the average ROUGE scores of event term occurrence and 
tf*idf approaches on the ten selected document sets. The ROUGE-2 score of the event 
term occurrence approach is comparatively about 39.2% better than the tf*idf ap-
proach. Our approach also shows more advantageous than the tf*idf approach on both 
ROUGE-1 and ROUGE-W. We highlight the ROUGE-2 scores here because we take 
semantic relevance between the events into account but tf*idf does not.  



96 M. Liu, W. Li, and H. Hu 

Google’s PageRank [18] is one of the most popular ranking algorithms. It is a kind 
of graph-based ranking algorithm deciding on the importance of a node within a graph 
by taking into account the global information recursively computed from the entire 
graph. After constructing the event term temporal relation graph, we can also use the 
PageRank algorithm to calculate the significance of the terms in the graph. Because 
the calculations of sentence significance using PageRank and vertex degree are both 
based on the links among the vertices in the graph, we compare the ROUGE scores of 
the event term temporal critical chain based summarization using the vertex degree in 
sentences selection to those of PageRank-based approach. The experiment results of 
them are illustrated in the following Fig. 8.  
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Fig. 8. ROUGE-1 scores on PageRank and Degree 

Except for the document sets “d31f” and “d57k”, the experiment results of event 
term degree approach are quite close to those based on the PageRank algorithm. For 
“d57k”, the ROUGE-1 score of the event term degree approach is 0.38744 while the 
same of the PageRank algorithm is only 0.31385. It is about 23.4% of improvement. 
Table 2 below compares the average ROUGE scores of the two approaches. The 
ROUGE-1 score of the event term degree approach is about 2.5% above the ROUGE-
1 score of the PageRank algorithm while the ROUGE-2 scores of them are quite simi-
lar. This is mainly because both the degree and the PageRank approaches take the 
semantic relevance between event terms into consideration in the calculation of sig-
nificances of event terms and sentences.  

Table 2. ROUGE scores on PageRank and Degree 

 PageRank Degree Improvement 
ROUGE-1 0.35645 0.36546 2.5% 
ROUGE-2 0.06403 0.06490 1.6% 
ROUGE-W 0.12504 0.13021 4.1% 
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Table 3. ROUGE scores on Term Occurrence and Degree 

Term Occurrence Degree  
Ten Sets Twenty Sets Ten Sets Twenty Sets 

ROUGE-1 0.36118 0.30453 0.36546 0.30099 
ROUGE-2 0.06254 0.04390 0.06490 0.04449 
ROUGE-W 0.12877 0.10861 0.13021 0.10803 

Table 3 finally compares the average ROUGE scores of the ten document sets se-
lected for the experiments above and the other twenty document sets in the DUC 2001 
corpus with term occurrence and event term degree respectively. The ROUGE-1 aver-
age scores of the twenty document sets are much worse than the average scores of the 
ten document sets, i.e. about 15.7% lower using term occurrence and 17.6% lower 
using event term degree. The similar conclusions can be drawn on ROUGE-2 and 
ROUGE-W. This suggests that the proposed event-based approaches indeed can han-
dle those documents describing events or event sequences much better. But they may 
not suit event irrelevant topics. 

While the previously presented results are evaluated on 200 word summaries, now 
we move to check the results in the other three different sizes, i.e. 50, 100 and 400 
words and the experiments results based on Degree and PageRank are in Table 4.  

Table 4. ROUGE scores on PageRank and Degree with different summary lengths 

Degree 50 100 400 PageRank 50 100 400 

ROUGE-1 0.22956 0.28987 0.42475 ROUGE-1 0.20477 0.27250 0.42907 

ROUGE-2 0.02550 0.04471 0.10186 ROUGE-2 0.02063 0.03933 0.10393 

ROUGE-W 0.09655 0.11557 0.13763 ROUGE-W 0.08759 0.10849 0.13839 

The experiment results in Table 4 show that our approach using event term degree 
makes much better results in 50 and 100 words summaries. We can also find that our 
approach prefers shorter summaries comparing with the PageRank approach in 400 
words summaries. Of course, we need to test on more data in the future. 

5   Conclusions and Future Work 

In this paper, we investigate whether temporal relation between events helps improve 
performance of event-based summarization. By constructing the event term temporal 
graph based on the semantic relations derived from the knowledge base VerbOcean 
and computing weakly connected components, we find that the maximal weakly con-
nected component can often denote the main topic of the source document.  

Searching in the maximal weakly connected component with DFS-based algo-
rithm, we can discover an event term temporal critical chain. The event terms in this 
chain are supposed to be critical for generating the final summary. In experiments, the 
significance of these terms is measured by either term occurrence in source docu-
ments or the degree in the constructed graph. The ROUGE results are promising. 
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Term occurrence significantly outperforms tf*idf and term degree is also comparative 
to well-known PageRank.  

In the future, we will introduce the other types of VerbOcean verb semantic rela-
tions into event-based summarization. Besides the temporal critical chain in the event 
term relation graph, we will investigate the other possible event term temporal chains 
in the semantic computation. We also plan to combine the surface statistical features 
and the semantic features during the selection of representative sentences in order to 
generate better summaries.  
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Abstract. The prevalence of Web2.0 makes the Web an invaluable source of  
information. For instance, product reviews composed collaboratively by many 
independent Internet reviewers can help consumers make purchase decisions and 
enable manufactures to improve their business strategies. As the number of re-
views is increasing exponentially, opinion mining is needed to identify important 
reviews and opinions for users. Most opinion mining approaches try to extract 
sentimental or bipolar expressions from a large volume of reviews. However, the 
mining process often ignores the quality of each review and may retrieve useless 
or even noisy reviews. In this paper, we propose a method for evaluating the 
quality of information in product reviews. We treat review quality evaluation as 
a classification problem and employ an effective information quality framework 
to extract representative review features. Experiments based on an expert-
composed data corpus demonstrate that the proposed method outperforms state-
of-the-art approaches significantly.  

Keywords: Text Mining, Classification, Opinion Mining. 

1   Introduction 

“How do people feel?” “What opinions do people have?” These questions are fre-
quently asked by people when making decisions. In the past, public opinion was often 
hard to gauge because most media, such as news services or advertisements, were 
simply one-way communication channels. However, with the advent of Web2.0, 
many online collaboration tools, e.g., weblogs and discussion forums, are being de-
veloped to allow Internet users to exchange opinions and share valuable knowledge. 
In [18], the author observes that Internet users are often willing to divulge personal 
information and are forthcoming in presenting their personal viewpoints honestly. 
This kind of behavior has an indirect word of mouth1 effect on marketing because 
users’ opinions posted on the Web have a huge impact on consumer decisions [1]. 
Many e-commerce websites, such as Amazon2, are aware of the word of mouth effect 
and offer users a platform to post their product reviews. However, as the number of 
reviews is growing exponentially, users are finding it increasingly difficult to find 
                                                           
1 http://en.wikipedia.org/wiki/Word_of_mouth 
2 http://www.amazon.com/ 
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desired information. To alleviate this information overload problem, opinion mining 
techniques have been devised to extract and summarize meaningful opinions from 
reviews.  

A major task of opinion mining is to identify sentimental (or bipolar) text units in re-
view documents. A text unit can be a word, a sentence, a paragraph, or even the whole 
document, depending on the granularity of opinion mining. Generally, supervised  
approaches like classification, which categorizes text units as sentimental or non-
sentimental, can extract the core opinions expressed in reviews efficiently [11, 17]. [2, 7] 
also identify opinion targets (i.e., product features) and compile summaries of reviews to 
help users understand the advantages and disadvantages of a product. Obviously, the 
opinions of an expert or someone with in-depth knowledge will be more authoritative 
than those of ordinary people. [11] analyzes opinion discourses to identify opinion hold-
ers. Opinion units are then weighted according to the holders’ authority. 

While many opinion mining approaches try to identify and analyze opinions from 
reviews, few works consider the quality of reviews. As Web 2.0 encourages knowl-
edge sharing, there are no constraints on review writing. Consequently, the quality of 
reviews varies enormously. We observe from Amazon that many reviews simply 
contain emotional expressions, such as, “I love this camera and it is really nice.” Such 
reviews lack constructive expressions and should not be included in the opinion min-
ing process. Some websites do consider the quality of reviews, and provide rating 
systems to rank reviews according votes submitted by users. Figure 1 shows a review 
rating on Amazon, where 121 out of 128 voters thought the review was helpful.  
 

 

Fig. 1. A review rating on Amazon 

Even with a rating system, ratings still suffer from imbalance vote bias, winner cir-
cle bias, and early bird bias, which make the system impracticable [14]. Thus, there is 
an urgent need for quality evaluation mechanisms to help users or opinion mining 
algorithms identify informative reviews. In this paper, we treat the evaluation of 
product reviews’ quality as a classification problem and employ a multiclass support 
vector machine (multiclass SVM) [23] model to categorize reviews. In addition, we 
adopt a mature information quality framework [8], which has been widely used in 
many domains over the last twenty years, to define meaningful review features for 
classification. Experiments demonstrate that the proposed method outperforms state-
of-the-art systems significantly. In addition, the learned model help identify the fac-
tors that are critical for compiling informative reviews. 
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The remainder of the paper is organized as follows. Section 2 contains a review of 
related works. In Section 3, we introduce the information quality framework and 
apply it to the problem of review quality classification. We evaluate the system per-
formance in Section 4. Then, in Section 5, we summarize our conclusions and ave-
nues for future research. 

2   Related Work 

2.1   Opinion Mining 

Opinion extraction and polarity identification are two major tasks in opinion min-
ing. Depending on the granularity of the opinion mining approach, an opinion can 
be a word, a sentence, a paragraph, or even a complete review document. Most 
approaches rely on a human-composed opinion lexicon. Turney [21] gathered seven 
positive and seven negative words as an opinion dictionary and proposed the use of 
pointwise mutual information to calculate the degree of co-occurrence of a word 
with the words in the lexicon. A word has a positive orientation if it tends to co-
occur with the positive words; otherwise, it has a negative orientation. Dave et al. 
[2] used information retrieval techniques to extract sentiment n-gram features from 
a set of positive and negative product reviews. Then, based on the features, classifi-
cation algorithms can be employed to extract and classify sentiments or opinions in 
new reviews. Ku et al. [13] dealt with the opinion mining problem in a bottom-up 
manner. To identify the polarity of a Chinese article, the authors translated the  
General Inquirer3 opinion lexicon and combined the translations with the Chinese 
Network Sentimental Dictionary4. The aggregated opinion lexicon determines the 
polarity of Chinese characters and, by extension, the polarity of Chinese words, 
sentences, and documents. Hu and Liu [7] observed that opinion sentences usually 
contain sentiment adjectives; thus, their opinion lexicon contained a set of senti-
ment adjectives, and they used WordNet [5, 16] to identify new sentiment adjec-
tives found in reviews. Those adjectives were then inserted into the lexicon to  
expand it recursively. In addition, they extracted sentences containing sentiment 
adjectives to compose opinion summaries of reviews. Kim and Hovy [11] also used 
of WordNet to expand a human-composed opinion lexicon. To determine a word’s 
polarity, the word was represented as a set of synonyms defined by WordNet. Next, 
a Naive Bayes classifier was employed to assign the polarity of the word. Their 
method also identified opinion holders by selecting name entities close to topic 
phrases in opinion sentences. In practice, opinion words are context dependent and 
can belong to any part-of-speech [3]. For example, the word “simple” has a positive 
orientation in the sentence “The user interface of this PDA is simple.” However, it 
conveys a negative sentiment in “The story of this movie is too simple.” Ding et al. 
[3] expanded the opinion lexicon in [7] by adding opinion verbs and nouns. They 
also considered the context information in sentences for opinion mining. Their ex-
periments demonstrated that the accuracy of opinion mining can be improved by 
using a holistic opinion lexicon.  
                                                           
3 http://www.wjh.harvard.edu/~inquirer/ 
4 http://134.208.10.186/WBB/EMOTION_KEYWORD/Atx_emtwordP.htm 
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2.2   Review Quality Evaluation 

Zhang and Varadarajan [24] collected a set of product reviews on Amazon along with 
the corresponding helpfulness votes given by users. Based on the votes, the authors 
defined the utility of a review as the ratio of users (voters) who thought it was helpful 
and employed SVM regression to approximate the utility of the reviews. The resulting 
regression function was then used to estimate the utility of new reviews. The authors 
demonstrated through experiments that the shallow syntactic features of reviews are 
highly correlated with utility estimation. Kim et al. [12] also employed SVM regres-
sion to predict the helpfulness (i.e., utility) of a review; and used five categories of 
review features, namely, structural, lexical, syntactical, semantic, and meta-data fea-
tures, to construct a regression function. They found that the unigrams, length, and 
rating stars of a review have a significant impact on users’ assessments of the re-
view’s utility. Liu et al. [14] conducted a detailed survey of reviews at Amazon and 
found that users’ votes were influenced by three types of bias: imbalance vote bias, 
winner circle bias, and early bird bias. Thus, methods that employ users’ votes as 
training examples, e.g., [12] and [24], are affected by the above types of bias and are 
unreliable. Rather than make predictions based on biased votes, Liu et al. treated 
review quality evaluation as a classification problem. In addition, they used an expert-
composed data set to train an unbiased SVM classifier, which categorized reviews as 
either high-quality or low-quality.  

The above methods adopt a diverse set of features to evaluate the quality of re-
views. However, many of the features are lexical and syntactically oriented, so they 
hardly reflect the intrinsic characteristics of reviews. In this paper, we apply an effec-
tive framework of information quality to derive information-oriented features for 
evaluating the quality of reviews. Using the information-oriented features improves 
the evaluation performance, and resolves important factors in review compositions.  

3   Method 

3.1   Definition of Review Quality 

We regard review quality evaluation as a classification problem and employ an in-
formation quality framework to derive informative review features for classification. 
Five categories of review quality, namely “high-quality”, “medium-quality”, “low-
quality”, “duplicate”, and “spam”, are defined according to the specification of  
review quality in [14] and the definition of spam reviews in [9]. A high-quality review 
must provide complete and timely information about a product. It must also contain a 
large number of opinions to help readers make purchasing decisions. The content of a 
medium-quality review is relevant to a product, but it is not informative enough. Al-
though such reviews are useful, they hardly persuade readers to make decisions. A 
low-quality review contains little information about a product, or the information is 
too objective to judge the value of the product. A review is considered a duplicate if 
its content is very similar to a review posted previously. It may be a fake review or a 
repeat review posted by mistake. Finally, a spam review only provides comments 
about product-irrelevant matters, such as brands and services. Otherwise, it is an  
advertisement or a question-answer type of review.  
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3.2   Classification Models 

The support vector machine (SVM) is a state-of-the-art machine learning algorithm 
for classification problems [19]. In this study, we employ two multiclass SVM-based 
approaches: One-Versus-All SVM and Single-Machine Multiclass SVM. 

One-Versus-All SVM (OVA SVM): This approach decomposes a multiclass 
classification problem into N independent binary classifiers. When training a binary 
classifier for a quality class, the training reviews in the class are regarded as positive 
examples, and remaining reviews are considered negative examples. To classify a 
new review, each classifier computes a score indicating the degree of association  
(or margin) between the review and the corresponding class. Then, the review is 
assigned to the class with the largest score. We implement the one-versus-all 
approach with the SVMlight binary SVM tool [10]. The RBF kernel is selected because 
of its superior classification performance. 

Single-Machine Multiclass SVM (SMM SVM): Rather than combine the results of 
independent binary classifiers, the single-machine approach constructs a classification 
function by considering N classes simultaneously [23]. 
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where {(x1,y1),…,(xl,yl)} is a set of l training examples. Each review is represented 
as a high-dimensional feature vector xi, and yi is its class label; wn and bn are,  
respectively, the weight vector and intercept of class n learned from the training 
examples; ζ's are the slack variables for the training examples; and C is a regulari-
zation term to control overfitting. The acquired w’s and b’s then assign a class label 
to a test review xtest. 
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We employ the SVMmulticlass tool [20] in our experiments; and use linear kernels be-
cause non-linear kernels are time-consuming for multiclass problems. Moreover, the 
experiments reported in [6] demonstrate that linear kernels are comparable to non-
linear kernels in many complex and large problems. 

3.3   Information Quality-Based Learning Features 

Information quality (IQ) methodology investigates the characteristics of information 
items and derives item features considered informative from the perspective of infor-
mation consumers [22]. In the last twenty years, many IQ frameworks have been 
developed for various application domains [4]. For instance, Zhu [25] assessed the 
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quality of web pages in terms of an IQ framework to enhance the retrieval perform-
ance of information systems. Meanwhile, Wang and Strong [22] developed a two-
stage survey to collect features considered important by information consumers, and 
proposed a hierarchical IQ framework that organized the features along different 
dimensions. Eppler and Wittig [4] commented that Wang and Strong’s framework, 
shown in Table 1, attempts to strike a balance between theoretical consistency and 
practicability. In this study, we treat a product review as an information item and 
derive informative review features in terms of the hierarchical framework. Some 
dimensions are not considered because they are not applicable to product reviews. We 
use following nine dimensions and fifty features for SVM training and testing. 

Table 1. Wang and Strong‘s hierarchical IQ framework [22] 

IQ category IQ dimensions 
intrinsic IQ believability, accuracy, objectivity, reputation 

contextual IQ 
value-added, relevancy, timeliness, completeness, appropriate amount of 
information 

representational IQ 
interpretability, ease of understanding, representational consistency, 
concise representation 

accessibility IQ accessibility, access security 

Believability (D1): This dimension is the extent to which an information item (i.e., a 
review) is credible, or regarded as true. Jindal and Liu [9] observed that reviews 
whose product ratings are extremely high or low are likely to be radical reviews. We 
therefore measure the deviation of a review’s product rating from the average to 
assess its believability. 

• The rating deviation of a review (f1). 

Objectivity (D2): This dimension is the extent to which an information item is 
biased. Apparently, subjective opinions in reviews help readers to make decisions. 
We therefore apply Hu and Liu’s algorithms [7] to extract opinion sentences and 
measure this dimension in terms of review opinions.  

• The number of opinion sentences (f2), positive sentences (f3), negative sentences 
(f4), and neutral sentences (f5) in a review. 

• The percentage of opinion sentences (f6), positive sentences (f7), negative  
sentences (f8), and neutral sentences (f9) in a review. 

• The percentage of positive sentences (f10) and negative sentences (f11) in all 
opinion sentences of a review. 

• The cosine similarity between the tf-idf vectors [15] of a review and the product 
description (f12). The larger the similarity, the more objective the review will be. 

Reputation (D3): This dimension is the extent to which the author of a review is 
trusted or highly regarded. Reviews written by authoritative reviewers are certainly 
influential. We measure this dimension based on the reviewer’s publications and the 
ranking given by e-commerce websites.  
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• The number of reviews written by the reviewer (f13). 
• The ranking of the reviewer (f14). 

Relevancy (D4): This dimension is the extent to which the content in a review is 
useful for decision-making. Helpful product reviews should provide a large amount of 
product information. We consider the following statistics to assess the relevance of a 
review.  

• The number of the product name (f15), brand names (f16), website names (f17), 
and other product names (f18) in a review. 

• The percentage of the product name (f19), brand names (f20), website names (f21), 
and other product names (f22) in a review. 

• The number of opinion sentences containing the product name (f23), brand 
names (f24), website names (f25), and other product names (f26) in a review. 

• The percentage of opinion sentences containing the product name (f27), brand 
names (f28), website names (f29), and other product names (f30) in a review. 

Timeliness (D5): This dimension is the extent to which the information in a review is 
timely and updated. Old or duplicate reviews cannot reflect the value of a product in 
time; thus, the quality of information is low. 

• The degree of duplication of a review (f31), defined as the maximum cosine 
similarity between the tf-idf vectors of the review to those of reviews published 
previously. 

• The interval (in terms of the number of days) between the current review and 
the first review of the product (f32). 

Completeness (D6): This dimension is the extent to which the information in a 
review is complete and covers various aspects of a product. High quality reviews 
should cover all kinds of product features and specifications.  

• The number of kinds of product features (f33), brand names (f34), websites (f35), 
and product names (f36) mentioned in a review. 

Appropriate Amount of Information (D7): This dimension is the extent to which 
the volume of information in a review is sufficient for decision-making. The more 
product information included in a review, the higher the information quality of the 
review will be. 

• The number of product features (f37), opinion-bearing words (f38), words (f39), 
sentences (f40), and paragraphs (f41) in a review. 

• The average frequency of product features in a review (f42) 
• The number of sentences that mention product features in a review (f43). 

Ease of Understanding (D8): A comprehensible review should state opinions about a 
product directly and clearly; and it should not contain rarely used or misspelled 
words. 
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• The number of misspelled words in a review (f44). 
• The average document frequency [15] of review words (f45). The average will 

be low if the review contains several rarely used words or misspellings. 
• The position of the first opinion sentence in the review (f46). 

Concise Representation (D9): This dimension represents the conciseness of a 
review, and complements the dimension of the appropriate amount of information. 
Including a lot of information may result in a review that is too long.   

• The average length of sentences (f47) and paragraphs (f48) in a review. 
• The average number of sentences (f49) and opinion sentences (f50) in a paragraph 

of a review. 

4   Performance Evaluations 

4.1   Data Preprocessing and Annotation 

We selected the reviews of ten popular digital cameras and ten mp3 players at Ama-
zon for evaluation. For each product, the first 150 reviews (in order of publication 
date) were collected to construct an evaluation corpus. Two human experts annotated 
the reviews independently based on the quality classes defined in Sec. 3.1. 
Inconsistent annotations were resolved through discussions between the annotators 
and a third person (i.e., the first author of the paper) to establish a ground-truth, as 
shown in Table 2. The kappa statistics between the annotators for digital cameras and 
mp3 players are 0.7253 and 0.7928, respectively, and are good enough to conduct 
reliable evaluations.  

Table 2. The statistics of the data corpus 

ground-truth high medium low duplicate spam total 
digital cameras 113 297 1053 13 24 1500 

mp3 players 134 297 1007 37 25 1500 
total 247 594 2060 50 49 3000 

The evaluations are conducted as follows. First, we examine the performance of 
our IQ dimensions. Then, the most effective dimension combination is compared 
with the following three feature sets: 1) the shallow syntactic features of Zhang’s 
method [24]; 2) the lexical features of Kim’s method [12], along with the length, 
unigram, and rating stars of a review; and 3) the informativeness features of Liu’s 
method [14]. We use these feature sets for comparison because they have proven 
effective in review mining tasks. In addition, we assess the performance of the bag-
of-words model [15] in which each uniqe term is treated as a feature. The method is 
also regarded as a baseline system. To convert the selected reviews into IQ-based 
feature vectors, we first remove stopwords [15] in the reviews and check the  



108 Y.-D. Tseng and C.C. Chen 

remaining terms for misspellings by using the WordNet, Wiktionary5, and Google’s 
spell check function6. Next, we apply Hu and Liu’s algorithm [7] to extract product 
features, opinion words, opinion sentences, and sentence polarities from the reviews. 
Then, the extracted entities are manually examined to filter out false alarms. For 
each compared method, 10-fold cross-validation [15] is adpoted to derive credible 
results. Macro/micro-average precision, recall, and the F1 score [15] are used as 
evaluation metrics. However, as each review can only belong to one quality 
category, the micro-average precision, recall, and F1 scores are equivalent; thus, we 
only consider the micro-average F1 scores.  

4.2   IQ Dimension Evaluations 

Tables 3 and 4 show the performances of the IQ dimensions using SMM SVM and 
OVA SVM, respectively. As shown from Table 2, the ‘spam’ and ‘duplicate’ catego-
ries are very small, so a simple mis-classification in these categories would cause a 
huge variation in the macro-averaging performance. In contrast, the micro-average F1 
score is insensitive to category sizes and is thus appropriate for evaluating the overall 
performance of each dimension. We assess the effect of IQ dimensions iteration by 
iteration. In the first iteration, we individually examine the performance of each IQ 
dimension. Generally, all dimensions produce similar F1 scores, so we only list the 
performance of the best dimension in the first row of each table. In the i’th iteration (2 
≤ i ≤ 9), the set of dimensions selected in the (i-1)’th iteration serves as the basis. 
Next, we examine each remaining dimension combined with the basis and show the 
performance of the best combination in the i’th row. For instance, the third row in 
Table 3 shows the performance of the top-3 effective dimensions, {objectivity, repu-
tation, information}, in SMM SVM. For each row, a one-tail paired t-test is applied to 
determine whether combining each dimension with the basis improves the system 
performance significantly. The symbol ‘*’ indicates that combining a dimension im-
proves the performance significantly, while the symbol ‘#’ indicates the opposite. 

Table 3. The effect of IQ dimensions using SMM SVM with the linear kernel 

digital cameras mp3 players 
 

mac-precision mac-recall mac- F1 mic-F1 mac-precision mac-recall mac-F1 mic-F1 
objectivity (D2) 0.697 0.440 0.535 0.768 0.715 0.358 0.471 0.742 

+ reputation (D3) *0.745 ****0.486 ***0.585 ****0.832 *0.742 ****0.404 ****0.514 ****0.782 
+ information (D7) ****0.868 ****0.575 ****0.691 ****0.900 *0.800 ****0.465 ****0.584 ****0.849 

+understanding (D8) 0.866 **0.582 0.696 0.906 *0.842 0.480 *0.605 ***0.862 
+ timeliness (D5) 0.856 *0.593 0.699 0.906 0.845 0.483 0.608 0.862 

+ believability (D1) 0.862 0.597 *0.704 0.908 0.842 0.480 0.605 0.862 
+ relevancy (D4) 0.874 0.595 0.707 0.907 #0.792 0.478 0.595 0.858 

+ completeness (D6) ##0.837 0.587 ##0.688 0.905 0.791 0.486 0.601 0.862 
+ concise (D9) 0.833 0.577 0.681 0.901 0.788 0.488 0.599 0.862 

*, **, ***, and **** represent right-tail paired t-tests with α=0.1, 0.05, 0.025, and 0.01, respectively. 
#, ##, ###, and #### represent left-tail paired t-tests with α=0.1, 0.05, 0.025, and 0.01, respectively. 

                                                           
5 http://en.wiktionary.org/wiki/Wiktionary:Main_Page 
6 http://www.google.com/support/toolbar/bin/answer.py?answer=32703&hl=en 
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Table 4. The effect of IQ dimensions using OVA SVM with the RBF kernel 

digital cameras mp3 players 
 

mac-precision mac-recall mac- F1 mic-F1 mac-precision mac-recall mac-F1 mic-F1 
information (D7) 0.838 0.586 0.686 0.908 0.821 0.508 0.622 0.870 

+ concise (D9) 0.861 *0.592 0.700 0.910 *0.832 0.506 0.623 *0.875 
+ objectivity (D2) 0.866 0.597 0.706 *0.914 0.836 0.505 0.623 0.876 

+ believability (D1) 0.866 0.597 0.706 0.914 0.836 0.505 0.623 0.876 
+ completeness (D6) 0.865 0.597 0.705 0.914 0.831 0.508 0.624 0.876 
+understanding (D8) 0.864 0.595 0.703 0.912 0.831 0.507 0.623 0.876 

+ timeliness (D5) 0.819 0.583 0.680 0.906 0.842 0.502 0.624 0.872 
+ relevancy (D4) 0.818 0.580 0.678 0.906 0.844 0.499 0.623 0.871 
+ reputation (D3) #0.783 #0.571 #0.657 #0.901 #0.836 #0.495 ##0.617 #0.867 

It is noteworthy that one IQ dimension (i.e., the appropriate amount of informa-
tion) is sufficient for the RBF kernel to achieve superior performances. However, 
combining this dimension with the other IQ dimensions does not improve the system 
performance overall. This is because non-linear kernels have a powerful modeling 
ability so that a few discriminative features and dimensions are sufficient to construct 
accurate classifiers. Note that ‘objectivity’ and ‘the appropriate amount of informa-
tion’ are in the top-3 effective dimensions of the both SVM approaches. This indi-
cates that degree of sentiment and the amount of product information are critical  
criteria for judging the quality of a review. The most effective combinations for the 
linear kernel and the RBF kernel are {D2, D3, D5, D7, D8} and {D2, D7, D9} respec-
tively, which are used in the following comparisons. We observe that the other  
dimensions (i.e., other than the most effective combinations) contain diverse features. 
For instance, the brand names and product names mentioned in the evaluated reviews 
vary a great deal, so the features of the ‘completeness’ and ‘relevance’ dimensions are 
too sparse to contribute the system performance. Consequently, the performances of 
employing all IQ dimensions have little difference to those generated by the most 
effective combinations.  

4.3   Comparisons with Other Methods 

Tables 5 and 6 show the performances of the compared methods. Generally, all the 
compared methods outperform the baseline method in terms of the micro-average F1 
scores. The proposed method achieves the best performance and the improvement 
over each of the compared methods is statistically significant in terms of the one-
tailed paired t-test. Liu’s approach [14] is a state-of-the-art method for classifying the 
quality of reviews. The set of informativeness features is information-oriented; hence 
its performance is good and comparable. The sets of shallow syntactic features and 
lexical features are effective in determining a review’s helpfulness. Helpfulness is the 
ratio of helpful votes given by readers, but it is not exactly equivalent to the review 
quality. Therefore, the performances of those features are inferior and are even worse 
than the performance of the baseline when using the linear kernel.  
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Table 5. The comparison results using SMM SVM with the linear kernel 

digital cameras mp3 players 
 

mac-precision mac-recall mac- F1 mic-F1 mac-precision mac-recall mac-F1 mic-F1 
baseline ****0.424 ****0.323 ****0.365 ****0.670 ****0.361 ****0.257 ****0.297 ****0.580 

shallow syntactic [24] ****0.279 ****0.283 ****0.275 ****0.608 ****0.213 ****0.239 ****0.220 ****0.298 
lexical [12] ****0.595 ****0.362 ****0.448 ****0.744 ****0.472 ****0.306 ****0.369 ****0.683 

informativeness [14] 0.853 ***0.562 *0.676 ****0.886 ***0.794 0.463 *0.581 **0.844 
D2+D3+D5+D7+D8 0.856 0.593 0.699 0.906 0.845 0.483 0.608 0.862 

Table 6. The comparison results using OVA SVM with the RBF kernel 

digital cameras mp3 players 
 

mac-precision mac-recall mac- F1 mic-F1 mac-precision mac-recall mac-F1 mic-F1 
baseline ****0.696 ****0.412 ****0.516 ****0.782 ****0.711 ****0.389 ****0.502 ****0.757 

shallow syntactic [24] ****0.796 ****0.577 ****0.666 ****0.888 0.817 0.491 0.610 ****0.852 
lexical [12] **0.821 ****0.576 ***0.674 ****0.895 ****0.801 0.515 0.626 ***0.856 

informativeness [14] 0.836 0.590 0.688 ****0.904 ****0.800 **0.488 ***0.601 ****0.856 
D2+D7+D9 0.866 0.597 0.706 0.914 0.836 0.505 0.623 0.876 

The inferior performances of the baseline method highlight the difficulty of evalu-
ating the quality of reviews. Since reviews are sentimental and information-oriented, 
evaluation systems must consider both textual and semantic characteristics of reviews 
to measure review quality. Our method examines various factors of reviews in detail. 
The superior evaluation performances indicate that the derived features and dimen-
sions based on a theoretical IQ framework are highly representative of the reviews’ 
characteristics. 

5   Conclusion 

In this paper, we have presented a method for evaluating the quality of product re-
views. We regard a review as an information item and apply a theoretical IQ frame-
work to derive representative review features and dimensions. Experiments show that 
our method can accurately classify reviews in terms of their quality, and that it outper-
forms existing methods significantly. In the future, we will examine the correlation 
between features and filter out redundant features to improve the system’s efficiency. 
We will also apply the proposed method to various styles of opinion documents, such 
as blog entries and forum threads, to assess the quality of the information they provide. 
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Abstract. Before deciding to buy a product, many people tend to consult  
others’ opinions on it. Web provides a perfect platform which one can get  
information to find out the advantages and disadvantages of the product of his 
interest. How to automatically manage the numerous opinionated documents 
and then to give suggestions to the potential customers is becoming a research 
hotspot recently. Constructing a sentiment resource is one of the vital elements 
of opinion finding and polarity analysis tasks. For a specific domain, the senti-
ment resource can be regarded as a dictionary, which contains a list of product 
feature words and several opinion words with sentiment polarity for each fea-
ture word. This paper proposes an automatic algorithm to extraction feature 
words and opinion words for the sentiment resource. We mine the feature words 
and opinion words from the comments on the Web with both NLP technique 
and statistical method. Left context entropy is proposed to extract unknown fea-
ture words; Adjective rules and background corpus are taken into consideration 
in the algorithm. Experimental results show the effectiveness of the proposed 
automatic sentiment resource construction approach. The proposed method that 
combines NLP and statistical techniques is better than using only NLP-based 
technique. Although the experiment is built on mobile telephone comments in 
Chinese, the algorithm is domain independent. 

Keywords: Resource constructing, product feature, opinion word. 

1   Introduction 

Before deciding to buy a product, many people tend to consult others’ opinions on it. 
Web provides a perfect platform which one can get information. Many customers 
record their comments on products on the Websites, forums or blogs. Reading the 
comments, one concerned about a product can find out its main advantages and dis-
advantages. However, only few comments cannot give a convincing suggestion and 
                                                           
* Supported by the Chinese National Key Foundation Research & Development Plan 

(2004CB318108), Natural Science Foundation (60621062, 60503064, 60736044) and  
National 863 High Technology Project (2006AA01Z141). 
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persons do not have sufficient energy to browse more. Therefore, how to automati-
cally manage the numerous comments and suggest the potential customers is becom-
ing a research hotspot recently. The main target is mining the customers’ opinions to 
the products. The opinions are classified into positive, negative and neutral. Naturally, 
customers prefer the products with more positive comments than those with more 
negative ones. 

There are three levels for such opinion mining task: document level, product level 
and feature level. To the document level, a whole document only generates a single 
opinion, which is coarse and inaccurate. Because one document may contain not only 
one product, and have different opinion polarities to each, a general classification to 
the document is not appropriate. Then it comes to product level, which is generating 
an opinion polarity for a given product or a brand. Since nothing can be consummate, 
there are always some advantages and disadvantages for a product. So feature level 
opinion can be more exact to express the customers’ attitude. It also helps potential 
customers understand the product more clearly and definitely. Feature stands for an 

attribute or a component of a product. For example: “待机时间(standby time)” is an 

attribute of a mobile telephone, while “显示屏(screen)” is a component, both of them 
can be named as “feature words”. In the examples following, “The standby time of 
Nokia is long enough” expresses a positive opinion while “The screen is too small” 
expresses a negative one. 

The standby time of Nokia is long enough.                                                    Ex. 1 

诺基亚的待机时间足够长 

The screen is too small.                                                                                        Ex. 2 

显示屏太小了. 

Therefore, to analyze a comment, we need to find the feature words the document 
contains and the opinion words that embellish the feature words. By confirming the 
polarity of the opinion words, the main viewpoint of the comment is discovered. With 
so many comments owning clear polarity of opinions for a given product, customers 
can easily get to know the product deeply. 

We construct a sentiment resource for a given domain to offer efficient and effective 
utilities to analyze the comments. The sentiment resource can be considered as a dic-
tionary that contains a list of feature words and several opinion words with polarity tag 
for each feature. This paper mainly introduces the algorithm to extraction the feature 
words and opinion words. The polarity of opinion words determination is taken as 
future work. Although the product description by the company shows a lot of feature 
words of the product, the words are not abundant. Web users sometimes take informal 
words to describe a feature. Therefore, mining the feature words is necessary. 

There are three benefits to construct such a dictionary beforehand. First, after hold-
ing such a dictionary, a new comment will be easily dealt with. We can extract the 
feature words and most opinion words from the new comment through matching the 
items in the dictionary quickly. Computing the polarity of the opinion words for every 
new comments offline will save much time. Second, processing a large set of com-
ments to find the feature words and opinion words can not only use the NLP (Natural 
Language Processing) techniques but also the statistical characteristics. It gets a better 
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performance than processing comments one by one online. Supposing that we do not 
have the dictionary, when we get a new comment to process, we hardly take any sta-
tistical characteristics to make the performance better. Third, the dictionary is easy to 
maintain. When a new feature word or a new opinion word discovered, it can be  
easily added into the resource. 

We use both NLP technique and statistical method to extract the feature words and 
the opinion words. Through our life experiences, the feature words are usually nouns 
or noun phrases, while the opinion words are usually adjectives. Tagging part-of-
speech for all the words in the comments is helpful to the task. We can predefine 
some patterns to extract the target words with certain natural language characteristics. 
But this will bring a lot of noises. However, by using the different statistical charac-
teristics of the words in the comments and in the whole Web background corpus, most 
noises can be removed. To get a higher recall, we also use unknown word finding 
techniques to extract more feature words. After filtering the noises and adding the 
new feature words, the performance is improved significantly in term of f-measure. 

After describing about the related works in section 2, the data set and the main al-
gorithm are introduced in section 3 and section 4 respectively, including feature 
words extraction, unknown word finding, and the usage of the background corpus, et 
al. Section 5 shows the evaluation of the performance. The conclusion and the future 
work are discussed in the last section. 

2   Related Work 

There are several researches to opinion mining for the product. The work in [2, 3] are 
based on document level. Feature level opinion mining also gains the interesting of 
researchers [4-11]. How to get feature words more exactly is the main problem in this 
task. 

M. Hu and B. Liu [4, 5, 6] used association rule mining to find all frequent itemsets 
which are sets of words or phrases that occur together. CBA which was based on the 
Apriori algorithm is used. The words and the phrases extracted are considered as 
feature words. After two pruning phases (compactness pruning and redundancy prun-
ing) to increase the precision and an infrequent feature identification phase to increase 
the recall, they got a good performance finally. 

A. Popescu and O. Etzioni [7] built a system named OPINE. It is built on top of 
KnowItAll which was a Web-based domain-independent information extraction sys-
tem. The system first extracts noun phrase and then filtered with point-wise mutual 
information value between the phrase and meronymy discriminators associated with 
the product class. They increased both precision and recall compared with M. Hu [6]. 

J. Yi and W. Niblack [8] extracted definite base noun phrases at the beginning of 
sentences followed by a verb phrase as the feature words. A definite base noun phrase 
is a noun phrase by specifically patterns preceded by the definite article “the”. The 
method was called bBNP (Beginning definite Base Noun Phrases) heuristic. To filter 
the noises, they used a document set that did not focus on the product. The terms 
appeared more in the documents focused on the product than in the ones did not were 
kept, while others were removed. They only used precision to evaluate their method 
and got a very high precision at the top 20 feature words. 
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C. Scaffidi, K. Bierhoff and et al. [9] considered noun and two nouns that occur 
successively as the feature word candidates. Comparing with the random section of 
English text, the feature words often occurred far more frequently in the comment 
text. Using the distribution of the words in the random section of English text to com-
pute the probability that it occurred n times in the comment text, the less the probabil-
ity was, the more possible it was a feature word. The Red Opal system can return 
quite high precision when few feature words returned. 

There are also some researchers on feature extraction in Chinese. B. Wang and H. 
Wang [10] created a bootstrapping method to extract feature words and opinion words 
in Chinese product comments. They used only a few manual tagged training data to 
generate a Naive Bayesian classifier. The features to train are only natural language 
characteristics, such as “is there an adverb in the right”. The algorithm is iterative; the 
terms tagged by former round were added to training set to train the latter round clas-
sifier. The experiment indicated that few manual tagged data can also bring high  
performance on both feature words extraction and opinion words extracting. 

Q. Su, X. Xu and et al. [11] also used noun and noun phrase (two or more adjacent 
nouns) as feature words candidates. Unlike English, there is no definite article “the” 
in Chinese comments to help to filter noises. But there are some Chinese own bound-
ary indicators such as “的(of)”. They clustered the feature words and the opinion 
words respectively to eliminate the problem that hard to mine the implicit feature 
words. The feature words embellished by the same opinion word may be clustered 
together to stand for a feature. 

Our work is different at these points: first, we also employ verb and verb phrase to 
be feature word candidates, it can improve the recall; second, we use the statistical 
characteristic of candidates on background corpus to filter noises; third, we use  
unknown word finding techniques to extract more feature words. 

3   Data Set 

The experiment was built on mobile telephone domain in Chinese. We gathered 
comments from 2 web sites: http://www.bibifa.com/ and http://dp.cnmo.com/. There 
are totally 6405 comments (6.18 MB plain text data). The average length of the com-
ments is 994 byte (nearly 500 Chinese characters). There are two types of the data in 
each comment. One is tagged by the customer with “advantage” or “disadvantage”, 
while the sentences are short but have strong sentiment. The other is descriptive text. 

Unlike English, Chinese does not make use of any white space characters between 
words. Therefore, we should segment the sentence into words by a tool ICTCLAS 
[12]. It can take the corpus and tag the words with part-of-speech. Following is an 
example. The tags “n” “d” “a” stand for noun, adverb and adjective respectively. 

Original text:     外形太大，电池性能较差！                                                    Ex. 3 

Segmented text:   外形/n 太/d 大/a ，/wd 电池/n 性能/n 较/d 差/a ！/wt         Ex. 4 
Translation text:  The profile is too big. The battery performance is poor. 
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4   Algorithm 

4.1   Feature Words Extraction 

We use both NLP techniques and statistic methods to extract the feature words. First, 
using NLP techniques to acquire the feature words candidates, and then filter the 
noises with statistic characteristics. 

In most of the researches, only nouns and noun phrases are extracted as the feature 
word candidates. But taking the particularity of Chinese into account, sometimes a 
verb can also be regarded as a feature word. It is not so much far to find an example 
(Ex. 5).  

The operating is simple; the reaction is quick.                                                    Ex. 5 

操作/v 简单/a ，/wd 反应/vi 快/a 

The words “操作(operating)” and “反应(reaction)” are both verbs, although they 
are nouns in English translation. However, postulating them as feature words is prop-
erty. Therefore, for extracting feature words with more coverage, we use four patterns 
shown in Table 1. 

Table 1. Feature words extraction patterns 

Patterns Examples 
Noun 外形/n (figure) 

Verb 反应/vi (reaction) 

Noun + Noun 音乐/n 功能/n (music function) 

Verb + Noun 拍摄/v 效果/n (screen effect) 

We can establish such an assumption that the term has a higher probability to be a 
feature word when it occurs more times in the comments. It is fairly explicit, because 
the main features of the product must be the hotspots of the customer discussions. 
Obviously, not all the nouns, verbs and noun phrases are feature words. Extracting all 
such terms must bring lots of noises. We can simply remove the terms with low oc-
currence frequency to filter the noises, but it is not very effective. So we employ three 
other filter methods to remove the noises: 

1) Import a rule that there should be an adjective on the right of the feature word.  
2) Use the frequency of the terms in the background corpus.  
3) Use the unknown word finding techniques. 

4.1.1   Adjective Rule 
As the purpose of extracting feature words and opinion words is to construct a dic-
tionary, if no opinion words appear with the feature word, the feature word is not very 
valuable in our resource. And the most syntax that the customers use to express their 
opinion is “feature word + adjective”. (Ex.1 Ex.3 Ex.4 and Ex. 5) This syntax is easy 
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to express an opinion and accords to oral language. While the comments on the Web 
are often not very official text, it occurs quite often. Usually, customers add some 
adverb between the feature word and the adjective. Therefore, before extracting the 
feature words, stopwords and adverbs should be removed first. The adjective rule can 
be defined as: if in all the comments there is not any adjective occurs on right of the 
candidate term, the term is not a feature word. As the rule, the feature word candi-
dates without an adjective on the right are removed to aspire after a higher precision. 
The main reason to follow this rule is to remove the verbs that cannot be feature 
words. 

4.1.2   Background Corpus 
Because the comments we use to mining feature words are from the Web, it is ineluc-
table that many common words that occur everywhere on the Web are mistakenly 

extracted as feature words. For example: “网址(Website)”, “人们(people)”. If the 
feature word candidate occurs too often on the whole Web text, we can doubt it is a 
true feature word for the domain we are concerned about justly. We regard the whole 
Web text as a background corpus. To get the occurrence frequency of the terms, So-
gou Lab Internet Vocabulary [13] is used. The Internet Vocabulary is from the statis-
tic analysis of the Chinese Web corpus indexed by Sogou search engine 
(http://www.sogou.com/) in October 2006. It is related to over 100 million Web pages 
containing more than 150,000 words with high frequency. The vocabulary gives the 
POS tag and occurrence frequency for each word. The common words that may be 
noises are usually nouns or verbs, while the phrases are seldom noises. We use the 
background corpus to filter the single nouns or verbs. 

We define a feature named TFP (term frequency proportion) as follow:  

( ) ( )NntTFP ln/=  (1)

Where n is the occurrence frequency of the term t in the comments that we use to 
mine the feature words, N is the occurrence frequency in the background corpus given 
by the Internet Vocabulary. 

With the higher TFP, the candidate has more probability to be a true feature word. 
For example, the word “生活 (life)” occurs in the comments 168 times and 
251,581,894 times in the background corpus, while “杂音(murmur)” occurs 151 times 
in the comments and 856,288 times in the background corpus. “杂音(murmur)” has a 
higher TFP value (11.05) than “生活(life)” (8.69). Although “杂音(murmur)” appears 
less than “生活(life)” in the comments, it has more probability to be a true feature 
word. Therefore we select a threshold to confine the terms that have low TFP value. If 
TFP is less than the threshold, the term will be removed from the candidate set. 

4.1.3   Unknown Word Finding Technique 
As we use nouns, verbs and noun phrase to be the feature word candidates, the poten-
tial feature words that are not tagged as these POS will be missed. Especially, the 
mistake of Chinese word segmentation will cause the missing more familiarly. The 
feature word that is quite relative to the product or quite technological may not  
be segmented correctly by the common segmentation tool. It can influence the  
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performance of feature word extraction. For example, the word “蓝牙(Bluetooth)” is 
segmented as “蓝(blue)/a 牙(tooth)/n”, not “蓝牙(Bluetooth)/n”. Although it is a 
feature word, it cannot be extracted from the comments. To solve this problem, we 
employ an unknown word finding technique. 

Z. Luo and R. Song [14] use context-entropy to find the unknown words. Accord-
ing to their investigation, “significant terms in specific collection of texts can be used 
frequently and in different contexts. On the other hand sub-string of significant term 
almost locates in its corresponding upper string (that is, in fixed context) even through 
it occur frequently.” We select the feature word “蓝牙(Bluetooth)” to explain this. 
Fig.1 shows the contexts of “蓝牙(Bluetooth)” and “牙(tooth)”. We can see on the 
left of “蓝牙(Bluetooth)”, the contexts are various, while on the left of “牙(tooth)” the 
contexts are almost only “蓝(blue)” which is dominating. It means that in the com-
ments of mobile telephone the word “牙(tooth)” is just a substring of the word “蓝牙
(Bluetooth)”. “蓝牙(Bluetooth)” can stand for a significant term. 

 

Fig. 1. The contexts of the word “蓝牙” and “牙” 

To scale the chaos degree of the various contexts, left-context-entropy and right-
context-entropy are defined. Assume ω as a term which appears n times in the corpus, 
α={a1,a2,…,as} and β={b1,b2,…,bt} as a set of left and right side contexts of ω in the 
corpus. Left-context-entropy and right-context-entropy of ω can be defined as: 
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Where C(ai, ω) is count of co-occurrence of ai andω in the corpus and C(ω,bi) is 
count of co-occurrence of ω and bi. 

We consider a feature word candidate joint with the word occurred on its left in the 
comments as a joint word. The difference of the left-context-entropy between original 
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feature word candidate and the joint word can used to judge if the candidate is only a 
substring of the joint word which can be a true feature word. If the LCE of the origi-
nal candidate is low, and the LCE of the joint word is higher, we can regard that the 
joint word is a feature word more possibly than the original candidate. We can select 
an LCE threshold; if the LCE of the joint word is over threshold greater than the LCE 
of the original candidate, the original candidate is replaced by the joint word in the 
candidate set. The reason why we do not use the right-context-entropy is we have 
already employed the adjective rule on the right of the candidate. The candidate  
cannot joint the right term. 

4.2   Opinion Words Extraction 

In this task, we regarded only adjectives as opinion words. This step is simple. When 
extracting the feature words, the opinion words are also generated. The opinion words 
are extracted when we use adjective rule to filter the feature words noises. The candi-
date with an adjective on its right is considered as a feature word, while the adjective 
is an opinion word to this feature word. As describing in section 1, every opinion 
word must be along with a feature word to express a polarity. Therefore, an adjective 
without a feature word on the left is not a significant opinion word. 

5   Evaluation 

We manually pick up the feature words from the comments to organize the test data 
set to evaluate the performance of the feature words extraction algorithm. There are 
totally 1328 feature words in the test set TEST. The result feature word set that are 
created by the algorithm is signed as RESULT. Precision, recall and f-measure  
defined as follow are used. 

RESULT

RESULTTEST
precision

I
= ,

TEST

RESULTTEST
recall

I
= ,

recallprecision

recallprecision
measuref

+
∗∗= 2

_  
(4) 

The performance of only using the patterns and adjective rule is shown in Fig. 2. 
Totally 2596 feature words have been extracted. Ranking the feature words by their 
occurrence frequency descending, the horizontal axis n stands for the set with top n 
results. From the illustration, we can find that at the top of the result list, there is a 
higher precision. It indicates that most of words with the high occurrence frequency 
are true feature words, which is in accordance with the assumption we take before in 
section 4.1. The recall curve in Fig. 2 is nearly linear, which indicates that the occur-
rence frequency of true feature words is nearly uniform distribution in the comments. 
Cutting the words whose occurrence frequency is below any threshold to maintain a 
high precision may depress the recall markedly. This can be proved by the f-measure 
curve; when all the results are kept, the f-measure can get the highest value. 

Fig. 3 shows the performance that uses the background corpus to filter the noises. 
The result feature word set is ranking the feature words by their TFP value descend-
ing. The horizontal axis n also stands for the set with top n results. Comparing with 
the performance without filtering (ref. Fig. 2), the precision curve and the recall curve 
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are both different. The precision curve is gently at the top, which indicates that most 
of the words with high TFP value are true feature words. They are most the phrases. 
The recall curve is gently at the bottom of the result list, which indicates most of the 
words with low TFP value are not true feature words, and cutting them will not influ-
ence the recall badly. There is a maximum point in the f-measure curve; keeping the 
top n results in the maximum point in the set can get the highest f-measure 0.6817. 
The words with low TFP value are removed. 

 

Fig. 2. The performance that only uses the patterns without any filtering 

 

Fig. 3. The performance that uses the background corpus to filter the noises 

To show the validity of using verbs and verb phrases as feature word candidates, we 
compare the performance between not using verbs and verb phrases, not using verbs and 
using all. The precision, recall and f-measure in Fig. 4 are the highest performance after 
filtering noises. The gray vertical bar stands for the performance of only using nouns and 
noun phrases (nouns + nouns) as candidates. It is the lowest among the three. When we 
added the verb phrases (verbs + nouns) pattern, the performance increases evidently. The 
white vertical bar stands for this performance. The black vertical bar for using all the 
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Fig. 4. Comparison of the performances between not using verbs and verb phrases, not using 
verbs and using all 

 

Fig. 5. The precision, recall and f-measure curves with the LCE threshold increasing 

patterns is a little better than the white at f-measure and recall, which indicates that using 
verbs as feature words can extract more, but the noises are growing as well. 

Next, we evaluate the validity of the unknown word finding technique. We control 
the threshold to observe the precision and the recall. If the LCE threshold is low, 
many terms will be replaced, and then the precision will become lower. Fig. 5 
illustrates the curves with the LCE threshold increasing. The horizontal axis stands for 
the threshold. When the threshold is low, many joint words with a low LCE may 
replace the original candidate, which makes the precision low. However, when the 
threshold is high, very few joint words that are true feature words could replace the 
original candidates which are not. The recall is decreasing. When we select a proper 
LCE threshold 0.8, a higher f-measure 0.7407 is achieved. 

Table 2 gives some examples for the unknown word finding technique using. The 
original candidates are not complete attribute or component of the product in the spe-
cific domain (Some of them do not have corresponding English translation in the 
domain context, which are marked as N/A in the table).  
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Table 2. Examples for the unknown word finding technique using 

Original 
candidate 

LCE of original 
candidate 

Joint word LCE of 
joint word 

信功能

(N/A) 
0.5069 短信功能(Short message function) 4.4261 

性(N/A) 3.2736 兼容性(Compatibility) 4.1672 

牙(tooth) 0.1392 蓝牙(Bluetooth) 6.5181 

6   Conclusion and Future Work 

We aim at automatically constructing the sentiment resource by mining customers’ 
product comments. The sentiment resource can be considered as a dictionary for a 
given domain. The dictionary contains a list of feature words which stand for attrib-
utes or components of a product. For each feature word, there are several opinion 
words with polarity tag. The opinion words contain sentiment. The main contribution 
of this paper is extracting the feature words and the opinion words. Both NLP tech-
nique and statistical method are applied. 

We use part-of-speech information and natural language patterns to extract the 
candidates of the feature words, and remove the noises through three filtering steps. 
The first step is based on the characteristic of natural language and the comments on 
the Web. The adjective restriction rule is shown to enhance the performance. The 
second and the third filtering steps are based on the statistical characteristic of the 
Web text. The common words that occur too often on the Web text are regarded with 
low probability to be a feature word. And the unknown word finding technique also 
brings a satisfying result. It concludes that using both NLP technique and statistical 
method is helpful in the task of extracting feature words. The use of statistical charac-
teristic can be taken in the process of sentiment resource constructing. While dealing 
with a single comment, no statistical characteristic can be used. That is why we  
emphasize the importance and validity of resource construction. 

Furthermore, although the experiment is built on the comments of mobile tele-
phone domain in Chinese, the algorithm does not refer to any information of the  
domain. So it is a domain independent.  

The future work can be expanded as the following: 

1) For the aspect of feature word extraction, the more agile background corpus 
might be used to improve the timeliness of the vocabulary.  

2) Polarity determination of opinion word will be studied in the future. For exam-
ple, using the existing nature language tools such as HowNet [1] and considering the 
context of the opinion words, we can tag the polarity of the opinion words. 

3) For the aspect of application of the sentiment resource, how to use the resource 
to analyze the comments is also an interesting task. 
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Abstract. An image sense is a graphic representation of a concept denoted by a 
(set of) term(s). This paper proposes algorithms to find image senses for a con-
cept, collect the sense descriptions, and employ them to disambiguate the image 
senses in text-based image retrieval.  In the experiments on 10 ambiguous 
terms, 97.12% of image senses returned by a search engine are covered. The 
average precision of sample images is 68.26%.  We propose four kinds of clas-
sifiers using text, image, URL, and expanded text features, respectively, and a 
merge strategy to combine the results of these classifiers.  The merge classifier 
achieves 0.3974 in F-measure (β=0.5), which is much better than the baseline 
and has 51.61% of human performance. 

Keywords: Image sense disambiguation, Text-based image retrieval, Word 
sense disambiguation. 

1   Introduction 

In web image search, users submit text queries to express their image needs and 
search engines return ranked images. Two major issues have to be dealt with in an 
ambiguous query. If one sense of a query term dominates the other senses, most of the 
retrieved images will contain the dominated senses, and images of the other senses 
will be relatively few and even hard to be found. Meanwhile, images of different 
senses may be mixed together in the result list of search engines.  Thus, users may 
have to browse the list to find the requested images. Mixing up the two issues makes 
text-based image retrieval more challenging. Figure 1 shows an example of web im-
age search result of query term jaguar. Animal jaguar and car jaguar dominate the 
result list, and the top 10 images belong to these two senses. In contrast, game system 
jaguar and operating system jaguar rank behind the common image senses, e.g., the 
first images for these two senses appear at the ranks 74 and 172, respectively, and 
become hard to be found. 

The basic issues to disambiguate the images in text-based image retrieval are how 
many image senses there may be, and what the image senses they are. Here, an image 
sense is defined to be a graphic representation of a concept denoted by a (set of) 
term(s). For similar word sense disambiguation (WSD) problem, we can look up a  
linguistic resource to determine the possible senses for a given word, and guess the 
most appropriate sense from the context. Due to the lack of word-image ontology, we 
cannot deal with these issues by simple lookup. Even if there is such transmedia  
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Fig. 1. Result List of Ambiguous Query Term jaguar 

 

Fig. 2. Coverage Problem of Image Senses 

ontology, the coverage problem is more serious than that in text-based ontology.  In 
the image result list of a text query, there may be many unknown senses. For exam-
ple, the word tiger has two senses in WordNet – say, animal and person. In contrast, 
the result list for query term tiger may contain images related to tiger tank, which is a 
German heavy tank used in World War II, tiger shark, which is one of the largestpre-
datory sharks, and so on. Figure 2 shows six senses not included in WordNet, i.e., 
tiger tank, tiger eye stone, easy tiger, tiger OS, tiger shark, and LSU tiger, for query 
term tiger. 

The web provides rich images for different senses to increase coverage. The problem 
is how to collect enough noiseless sample images for each sense without too much hu-
man intervention. In WSD, we all know the context of a word can restrict its sense to 
some degree. This idea can be employed to collect sample images. If the context related 
to an image sense can be found and added to a query term, then the ambiguity degree of 
text-based image retrieval will be decreased. For example, the sense of images will be 
narrowed down to person, when the words like wood and golf are added to query term 
tiger. Now the problem is transformed into how to collect the related words for each 
sense and how many words are needed to collect the sample images. 
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The set of sample images along with their text form a sense description. Several is-
sues have to be considered, when a collection of sense descriptions are employed for 
image sense disambiguation. Firstly, the contextual information for each returned 
image is very few.  Secondly, the words to be disambiguated in WSD problem often 
belong to one of the given senses. In contrast, the images returned by a search engine 
may not belong to any senses in the precompiled collection because irrelevant images 
may be retrieved. That makes image sense disambiguation harder.   

This paper is organized as follows. Section 2 introduces the related works. Section 3 
proposes a method to collect sample images and their text descriptions from the web. 
Section 4 applies the results to disambiguate the image senses.  Section 5 concludes the 
remarks. 

2   Related Works 

Cai et al. [1] used image, text features, and link features to cluster web image search 
results for browsing.  Loeff, Alm and Forsyth [2] touched on image sense disam-
biguation. They first manually annotated web pages for ambiguous query terms, with 
three kinds of label core sense (C), related sense (R), and unrelated sense (U). Then, 
they employed spectral clustering method to disambiguate images returned by search 
engines in three levels of sense granularity. They did not know the number of senses 
in the result list, so that deciding the number of clusters would be a problem. Besides, 
they did not know what senses there were in the result list, thus finding information to 
represent each cluster is a problem. Furthermore, dividing senses into core sense, 
related sense, and unrelated sense is very coarse. 

Zinger, et al. [3] considered WordNet lexical resources as basis of ontology and 
created large-scale image ontology. The image collections were acquired through 
web-based image mining. Fluhr, et al. [4] constructed general purpose ontology, 
where each node is decorated with multilingual and multimodal data. Chang and Chen 
[5] extended WordNet to word-image ontology. The previous work submitted text 
queries to web image search engines to acquire images. Lexical ambiguity makes the 
alignment of lexical terms in WordNet and the retrieved images challenging. 

3   Image Sense Representation 

An image sense is described by a set of text terms and sample images. This section 
discusses how to collect text terms first and then sample images. An example tiger is 
considered as a seed word to demonstrate the algorithms. 

3.1   Finding Text Terms to Label Senses 

3.1.1   Finding Context Terms 
A seed word of a specific sense appears in the similar contexts. If we regard a context 
as a set of terms, then the contexts that strongly relate to a sense of a seed word  
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co-occur with it very often. The terms that co-occur with a given seed word with high 
frequency are considered as context terms for this word. Algorithm 1 extracts context 
terms for a given seed word. 

 
Algorithm 1. FindingContextTerms(sw,CT) 
Input: A seed word sw 
Output: A set CT of context terms for sw 
Method: 
1. Submit sw to a web page search engine, and retrieve the snippets. 
2. Preprocess the snippets by changing all characters into the lowercase,  

removing symbols, stemming, and filtering out the stop words. 
3. Count the frequency of the remaining terms and choose the terms passing a  

dynamic threshold as context terms.  The threshold is set to the frequency of 
sw multiplying 0.01. 

 
At step 1, we use a web page search engine instead of an image search engine. At 

step 2, we employ a special stop word list to exclude words which often appear in 
web pages.   

3.1.2   Finding Related Terms of Context Terms 
Because a seed word is ambiguous, its context terms co-occur with different senses of 
the seed word. They are partitioned into groups to disambiguate different uses. Two 
context terms are defined to have a relationship if they relate to the same sense of a 
seed word. For each context term, we can collect the highly co-occurring terms from 
the web in the similar way as that done on seed word in Section 3.1.1., use the infor-
mation to group context terms and filter out context terms not related to any sense. A 
context term may relate to more than one sense of the seed word. That may confuse 
the interpretation of an image sense later. In the following, we will assign it to the 
most common sense only. For example, the context term sport of the seed word tiger 
relates to a famous golf player (i.e., Tiger Woods) and a football team (i.e., LSU Ti-
ger). The most common assignment will be the former instead of the latter. Algorithm 
2 shows how to find the related terms of context terms. 

At step 7, we check the collocation strengths of ct and all context terms in RTi  
instead of cti only. The context terms checked earlier, i.e., those terms of higher 
collocation strength with cti, are relatively easy to be added to RTi because they 
need less number of checks. That ensures the terms added to RTi are related to only 
one sense. In the previous example, cti is sport. If we already add golf to RTi, then 
we cannot add football into RTi later because the collocation strength between golf 
and football is not strong enough to include football in the same group as golf. 
Therefore, tiger and sport together tend to denote the sense of golfer player.  
Table 1 lists some context terms of the seed word tiger, and their related terms. For 
each row, the first (an underlined term) and the rest denote a context term and its 
related terms. 
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 Algorithm 2. FindingRelatedTerms(sw,CT,RT) 
Input: A seed word sw and a set CT of context terms ct1, ct2, …, ctn for sw 
Output: A set RT of relationships RT1, RT2, …, RTn, where each set RTi contains 
a context term cti and its related terms selected from CT 
Method: 

1. Initialize RTi to {cti} for i=1 to n. 
2. Construct query qi with two query terms sw and cti for i=1 to n.  
3. Submit qi (for i=1 to n) to a web page search engine, and retrieve the snippets. 
4. Preprocess the snippets in the similar way as Step 2 of Algorithm 1. 
5. For each qi, count the frequency fij of context term ctj (for i=1 to n) in the 

snippets retrieved for qi. 
6. Construct a collocation matrix G=[gij]n×n as follows. 
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 Let gij=0, when i=j.  The normalized value gij indicates the collocation 
strength between cti and ctj. 

7. For each context term cti, filter out context term ctj whose gij<2/n, sort the re-
maining context terms by descending order of their collocation strengths, and 
check the context terms ct in the sorted sequence as follows.  If the collocation 
strengths of ct and all context terms in current RTi>2/n, then add ct to RTi. That 
is, ct is considered as one of the related terms of cti. 

Table 1. Some Context Terms of the Seed Word tiger, and Their Related Terms 

wood golf picture photo baby 
os mac apple update software system 
mac os apple feature 

wildlife tour india national bengal 
baby wood 
tank history   

3.1.3   Grouping and Sense Labeling 
Algorithm 3 deals with the grouping of context terms based on their related terms. At 
step 2, we check if a context term is a related term of its related terms. If the strict 
double checking satisfies, we merge the related groups into a larger one. At step 3, we 
remove the groups composed of only one context term and its related terms. The con-
text terms (along with related terms) in the same group will denote a sense. At step 4, 
we select representative terms from each group and use them to label the  
corresponding group. Table 2 shows some of 13 groups generated using the relation-
ships found by Algorithm 2. Each entry of a group contains a context term (under-
lined) and its related terms. The sense label of each group is also shown in bold after 
group id. 

3.2   Finding Sample Pages and Sample Images for Image Senses 

Given a word, we can find its senses labeled by text terms with the algorithms pro-
posed in Section 3.1. The text sense labels are submitted to web page search engine 
and image search engine to collect sample pages and sample images. Table 3 demon-
strates top 5 sample images for senses of tiger. 
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Algorithm 3. GroupingAndSenseLabeling(sw,CT,RT,TS,SL) 
Input: A seed word sw, a set CT of context terms ct1, ct2, …, ctn for sw, and a 
set RT of relationships RT1, RT2, …, RTn 
Output: A set TS of senses TS1, TS2, …, TSm, where TSi is a subset of RT and 
denotes a sense of sw, and a set SL of sense labels SL1, SL2, …, SLm, where SLi 
is a subset of CT and denotes a sense label of sw. 
Method: 

1. Initialize TS to be an empty set. 
2. For each context term cti (i=1 to n), check if there are related terms in RTi  

belonging to some sets in TS. 
a. Some related terms, say cti1, cti2, …, ctip, satisfy this condition 

Double check if cti is a related term of cti1, cti2, …, or ctip.  If the  
relationships exist in sets TSi1, TSi2, …, TSiq, then merge TSi1, TSi2, …, TSiq 
into a new group.  If there do not exit any such relationships, then regard 
RTi itself as a new group and put it into TS. 

b. Not any related terms satisfy this condition 
Regard RTi itself as a new group and put it into TS. 

3. Remove those singleton sets from TS. 
4. For each remaining TSi, those terms appear in more than half of the  

relationships RTi1, RTi2, …, RTik are selected as a sense label SLi of this group. 
 

Table 2. Groups and Sense Labels for the Seed Word tiger 

Group 1 (label: tiger os mac apple software 
system computer) 
os mac apple update software system
mac os apple feature  
system mac os apple software computer  
apple mac os computer system software  
feature mac os  
technology computer  
computer apple software system technology  
software mac os apple system computer  
update os apple release software system 

Group 3 (label: tiger wood golf) 
wood golf picture photo baby  
photo picture wood art cat  
tour wood pga game offer  
golf wood pga tour sport play  
sport wood golf open  
pga wood tour game golf  
picture photo wood  
game wood pga tour video golf play  
play wood golf game video  
video wood game play golf  
offer tour india  
open wood golf sport  
baby wood 

Group 5 (label: tiger india wildlife bengal) 
india tour wildlife national bengal project  
national wildlife india bengal  
project india save  
wildlife tour india national bengal 

Group 7 (label: tiger java release) 
release apple java  
java release 

Group 8 (label: tiger great shark white) 
great shark white 
shark great white specie 

Group 9 (label: tiger history tank) 
history tank  
tank history 
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Table 3. Top 5 Sample Images for Senses of Tiger 

 

3.3   Experiments and Discussion 

In the experiments, we evaluate the results from the two measures: coverage and 
precision. The first metric concerns if all the image senses in the image result list are 
covered by the senses we found. The second metric concerns the quality of the sample 
images we collected. Total 10 ambiguous words including tiger, bass, bike, mouse, 
jaguar, junk, star, plane, bat, and pick are adopted. 

We submit each word to Google image search engine, and retrieve the top 300  
images. Total 3,000 images are annotated by human.  There are four possible annota-
tions shown as follows. 
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(1) An image is relevant to the target word, and also relate to an image sense we 
found. 

(2) An image is relevant to the target word, but its sense is not included in the 
image sense list we found. 

(3) An image is irrelevant to the target word. 
(4) An image is fuzzy, and is not decided. 

Table 4 shows the evaluation of sense coverage. The number enclosed in parentheses 
is total senses found by our method. On the average, 97.12% of the image senses are 
covered. Most of the missing image senses are not very common. When an image 
sense is not popular, the frequency of terms related to this sense may not be high.  

Table 4. Evaluation of Sense Coverage 

Query Term Tiger (9) Bass (5) Bike (11) Mouse (6) Jaguar (8) 
Coverage 98.00% 100.00% 99.00% 100.00% 99.33% 
Query Term Junk (10) Star (15) Plane (11) Bat (12) Pick (13) 
Coverage 87.29% 91.95% 100.00% 100.00% 95.62% 
Average: 97.12% 

For each word, we submit all the senses found by our method to Google image 
search engine, and retrieve the top 100 images for each sense. Assessors check if the 
retrieved images belong to the corresponding sense. If assessors think the query is too 
fuzzy to make decision, the group of images retrieved is considered as noise. Table 5 
shows the precision of sample images. The number (n/m) enclosed in parentheses 
denotes n of m senses found are undecidable by assessors. In the experiments, 10% of 
senses are undecidable and the average precision is 68.26%. 

Table 5. Precision of Sample Images 

Query Term Tiger (0/9) Bass (0/5) Bike (0/11) Mouse (0/6) Jaguar (0/8) 
Precision 74.78% 83..40% 53.36% 81.33% 89.75% 
Query Term Junk (1/10) Star (6/15) Plane (0/11) Bat (1/12) Pick (2/13) 
Precision 66.50% 45.00% 78.09% 58.41% 52.00% 
Average: 68.26% 

4   Image Sense Classifiers 

As discussed in Section 3.2, we collect sample pages and sample images for a target 
term. We will use them to classify the images returned by image search engine. 
Search engine provides three kinds of information for each returned image, including 
a thumbnail, a source web site, and a short snippet. Text features, URL features, and 
image features are extracted from sample pages, sample images, and the returned 
images for classification. Five types of classifiers are presented.   
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4.1   Feature Extraction and Classification Algorithms 

Assume there are n image senses, s1, s2, …, sn, for a target term v. Text features and 
website features are extracted from sample pages (snippets) for each sense. The sam-
ple pages are preprocessed in the similar way as the step (2) of Algorithm 1. Let Ti be 
a set of mi terms 

iimii ttt  ...,  , , 21  in the sample pages of sense si. They are called text 

features.   
The first classifier called text classifier employs text features only. We count the 

frequency f of term tij in the sample pages, and the frequency g of each term in the 
short snippet of a returned image G. The following procedure assigns G to the sense 
of the highest score if the score is also larger than a threshold. If all the scores are less 
than the threshold, we regard G as an irrelevant image.   

irrelevant else )()( then   )()(  if
 and 1 and

1
=×=>× ∑∑

∈∈

∧

≤≤∈∈

∧

≤≤
GtTtniGt Tt

ni
ii

stgtfmaxargstgtfmax ε  

An alternative procedure considers inverse sense frequency (ISF) defined as follows.  
N is the number of senses for a given target word, and sf(t) is the number of senses 
containing t in the sample pages. 
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The revised procedure is shown as follows. 
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The second classifier called image classifier employs image features.  Image features 
are extracted from each sample image.  We first segment a sample image into 32×32 
blocks, and compute an average RGB value for each block.  An image is represented 
as a vector of 3,072 (32×32×3) average values.  We represent a thumbnail as a vector 
of size 3,072 similarly.  Assume there are ni sample images 

iinii GGG  ...,  , , 21  for 

image sense si. The following procedure determines the image sense which G belongs 
to.  We compute the Euclidian distance of sample images and G.  The image sense 
containing a sample image with the smallest distance with G will be considered.  If 
the distances of all the sample images and G are larger than a threshold, then G will 
be assigned to irrelevant category. 
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The third classifier called URL classifier employs website features. We postulate that 
images coming from the same web site share the same sense. This idea is similar to 
one sense per discourse in WSD [6]. The discourse here is the website in which im-
ages occur. We extract the top level URLs of all the sample images and the target 
image G, count how many sample images of each sense have the same URL as G, and  
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select the sense of the highest count. This procedure is defined as follows, where Ui is 
a set of top-level URLs of the sample pages of sense si, and uG denotes top-level URL 
of G. 

irrelevant else }))  ,  | ({(       then 
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Besides the fundamental URL classifier, we also consider the rank of each sample 
image returned by search engine. The revised procedure is shown as follows. The 
function rank(u) returns the rank of sample image u. The larger the reciprocal Rank of 
u is, the higher score it contributes. 
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The fourth classifier called expanded text classifier uses top-level URL uG to expand 
the short snippet of a returned image G for a target term v. We submit “v uG” to text 
search engine, collect the returned snippets, regard them as expanded text, and adopt 
the same procedure as the first classifier to determine the suitable sense. 

The fifth classifier adopts voting strategy to merge the results of the above four 
classifiers. A sense s will get a vote 1 for an image G when a classifier labels G with 
s. If a classifier determines G to be irrelevant, then the irrelevant label gets vote 0.5. 
Finally, the label (a sense or an irrelevant mark) of the highest vote will be proposed. 

4.2   Experiments and Discussion 

In the experiments, we adopt the following 7 metrics to evaluate the performance of 
image sense classifiers.   

 (1) 
imagesrelevant  of #

annotationcorrect  with imagesrelevant  of # 
Recall =  

 (2) 
sense a with annotated images of # 

annotationcorrect  with imagesrelevant  of # 
Precision =  

 (3) 
PrecisionRecall

PrecisionRecall2
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××=  
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Recall, precision, and F-measure are common metrics used in information re-
trieval. ClassNum denotes the number of classes that a classifier proposes. A useful 
classifier will deal with as many senses as possible. Purity is similar to precision, but 
different classes have different weights. For example, the dominate senses have the 
higher weight in precision. AvgNum is the average size for each class that a classifier 
proposes. Here, a useful classifier should provide enough images for each class. 
Fmeasure0.5 is adopted because precision is more important than recall in this task.   

Table 6 shows the performance of different classifiers. Here, C# and Avg# abbre-
viate average ClassNum and average AvgNum, respectively. Two baselines are  
experimented for comparisons. Baseline 1 neglects the unpopular senses, and classi-
fies images to the most common sense. That is, C#=1 in baseline 1. The recall of the 
baseline 1, i.e., 0.5665, shows that there always exists a dominating image sense for 
each experimental query term. Baseline 2 assigns one of the possible senses to an 
image at random. Baseline 1 is better than baseline 2 in near all the measures. How-
ever, only the major sense is considered in baseline 1. That is impractical.  Compara-
tively, baseline 2 deals with large number of possible senses (C#=10).   

Table 6. Performance of Different Classifiers 

Classifier Prec Recall F1 F0.5 C# Purity Avg# 
Baseline 1 0.4033 0.5665 0.4680 0.4438 1 0.4033 298 
Baseline 2 0.1407 0.1928 0.1618 0.1483 10 0.1407 33.09 
Text w/o ISF 0.4012 0.2482 0.2727 0.2938 6.5 0.4048 24.48 
Text w/ ISF 0.4273 0.2604 0.3119 0.3396 10 0.3481 15.34 
Image  0.3021 0.2391 0.2648 0.2756 9.7 0.2738 19.47 
URL w/o ranks 0.4758 0.1353 0.2053 0.2495 8.6 0.4051 6.41 
URL w/ Ranks 0.4544 0.1277 0.1941 0.2362 8.9 0.4141 6.66 
Expanded Text  0.3696 0.4062 0.3826 0.3773 10 0.2940 25.49 
Merge  0.4283 0.3666 0.3860 0.3974 10 0.3729 20.41 
Human 0.7892 0.7435 0.7622 0.7700 9.9 0.5942 20.72  

The text classifier with ISF is better than that without ISF in most of the measures. 
C#=10 means that the text classifier with ISF can deal with all the senses of each 
query term. In contrast, the text classifier without ISF can only disambiguate 65% of 
senses (refer to C# column). Compared with baseline 1, the text classifier with ISF 
can deal with 10 times more senses with competitive performance. Image classifier is 
worse than text classifier, but is still better than baseline 2. 

The recall and Avg# of URL classifier is the worst of all models since most of im-
ages come from the unseen web sites. In contrast, its precision and Purity is the best 
of all models. That confirms the postulation of one sense per discourse: images in the 
same web sites share the same sense. The performance of the URL classifier with and 
without ranks is quite similar. That shows the ranks of snippets may not be a powerful 
factor.   

Comparing the pure text classifier and the expanded text classifier, we can find the 
latter is better than the former. In particular, the recall is improved 55.99% at the 
expense of 13.50% precision decrease. The expanded text helps reduce the short snip-
pet problem. When all the classifiers are merged together by voting strategy, the  
performance is the best. The last row of Table 6 also lists human performance for 
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comparison. Given a set of image senses and a set of images, a user is asked to assign 
each image to a sense cluster.  In this experiment, F1, F0.5 and Purity of human are 
0.7622, 0.7700, and 0.5942, respectively.  The merge classifier achieves 54.27%, 
49.31%, 50.64%, and 51.61% of human performance in precision, recall, Fmeasure1, 
and Fmeasure0.5, respectively. 

We analyze the performance of various models under different query terms to find 
the influence factors. Baseline 1 depends on the dominating degree of most common 
senses. Baseline 2 is influenced by the number of image senses and the number of 
irrelevant images. The quality of training samples is affected by the number of irrele-
vant images. The performance of classifiers is sensitive to the quality of training sam-
ples, the number of image senses, number of irrelevant images and the classification 
strategies.   

5   Concluding Remarks 

This paper investigates the image sense disambiguation in web image retrieval. A 
method to find unknown image senses is proposed. Total 97.12% of image senses 
returned by a search engine are covered. We also collect sample pages and sample 
images of each sense without human annotation. The average precision of sample 
images is 68.26%. We propose four kinds of classifiers using text, image, URL, and 
expanded text features, respectively, and a merge strategy to combine the results of 
these classifiers. For classifying unseen images, the merge classifier achieves 0.3974 
in Fmeasure0.5, which is much better than the baseline (0.1483). It has 51.61% of 
human performance. There are still spaces for further improvement.  The irrelevant 
images influence performance very much. How to filter out irrelevant images is im-
portant for image sense disambiguation. How to integrate the collection of sense de-
scriptions to an existing ontology like WordNet will be investigated. 
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Abstract. This paper presents a subword normalized cut (N-cut) ap-
proach to automatic story segmentation of Chinese broadcast news (BN).
We represent a speech recognition transcript using a weighted undirected
graph, where the nodes correspond to sentences and the weights of edges
describe inter-sentence similarities. Story segmentation is formalized as a
graph-partitioning problem under the N-cut criterion, which simultane-
ously minimizes the similarity across different partitions and maximizes
the similarity within each partition. We measure inter-sentence simi-
larities and perform N-cut segmentation on the character/syllable (i.e.
subword units) overlapping n-gram sequences. Our method works at the
subword levels because subword matching is robust to speech recognition
errors and out-of-vocabulary words. Experiments on the TDT2 Mandarin
BN corpus show that syllable-bigram-based N-cut achieves the best F1-
measure of 0.6911 with relative improvement of 11.52% over previous
word-based N-cut that has an F1-measure of 0.6197. N-cut at the sub-
word levels is more effective than the word level for story segmentation
of noisy Chinese BN transcripts.

1 Introduction

Story segmentation is an interesting task aiming at partitioning a text, audio or
video stream into a sequence of topically coherent segments known as stories.
The increasing availability of multimedia data is fostering a new wave of seman-
tic access to the media content. Story segmentation is an important prerequisite
since various tasks, e.g., topic tracking, summarization, information extraction,
indexing and retrieval, usually assume the presence of individual topical ‘doc-
uments’. Specifically, for a broadcast news (BN) retrieval system, users expect
short clips of relevant news stories rather than an entire news stream in response
to their specific queries. However, manual segmentation requires annotators to
go through the whole stream, which costs tremendous labor. As the exponential
proliferation of multimedia content on the Internet, automatic story segmenta-
tion techniques are highly in demand and this need will continue to rise.

G.G. Lee et al. (Eds.): AIRS 2009, LNCS 5839, pp. 136–148, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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Previous efforts on automatic story segmentation focus on three categories
of cues: (1) video cues such as anchor face and frame similarity [1], (2) acous-
tic/prosodic cues such as significant pauses and pitch resets from audio [1,2],
and (3) lexical cues from text transcripts. Compared to other two types of cues,
lexical cues are more popular since it works on texts and speech recognition
transcripts of multimedia sources. Main lexical approaches include word cohe-
siveness, e.g. TextTiling [3], the use of cue phrases [4] and statistical modeling.
TextTiling is based on a straightforward observation that different topics usually
employ different sets of words. As a result, pairwise similarity measure between
consecutive sentences can be used across the text, and a local similarity minimum
implies a possible topic shift.

These pairwise-similarity-based approaches achieve satisfying performance
when the documents have sharp variations in lexical distribution, such as syn-
thetic collections by concatenation of random texts [5]. However, in real-world
collections, e.g. broadcast news and spoken lectures, transitions between top-
ics are usually smooth and distributional variations are subtle. Recently, graph-
based algorithms have drawn much attention for modeling real-world discourses1.
In many natural language processing applications, entities can be naturally rep-
resented as nodes in a graph and relations between them can be represented as
edges. Research has shown that graph-based representations of linguistic units,
as diverse as words, sentences and documents, give rise to novel and efficient
solutions in a variety of tasks. Malioutov et al. [6] proposed a minimum cut
(Min-cut) approach for spoken lecture segmentation. They abstracted a text
into a weighted undirected graph, where the nodes correspond to sentences
and edges represent the pairwise sentence similarities. The segmentation task
thus shifts to a graph partitioning problem that optimizes the normalized cuts
(N-cut) criterion [7], where the similarity within each partition and the dis-
similarity across different partitions are both considered. This approach takes
into account long-range changes in lexical distribution and outperforms the
state-of-the-art similarity-based segmentation, such as the one developed by
Choi et al. [8].

One of the major challenges of story segmentation on multimedia documents
(e.g. BN) is that story boundaries have to be detected on inaccurate texts tran-
scribed from audio via a large vocabulary continuous speech recognizer (LVCSR).
The inevitable speech recognition errors pose significant difficulties in lexical-
based story segmentation since noisy texts break lexical cohesion. Speech recog-
nition errors result from adverse acoustic conditions, diverse speaking styles,
and absence of in-domain vocabulary. The existence of out-of-vocabulary (OOV)
words (i.e., words outside the vocabulary of the speech recognizer) is more com-
mon for Chinese than other languages such as English. Chinese OOV words
are largely named entities (e.g. Chinese person names and transliterated foreign
names) that are keys to topic discrimination. Recently, the partial matching
merit of subword lexical units [9], has been successfully applied to TextTiling-
based automatic story segmentation of Chinese BN [10,11]. At the subword level,

1 http://www.textgraphs.org/ws07
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the incorrectly recognized words may include several subword units correctly rec-
ognized and thus recover lexical cohesion in noisy transcripts.

In this paper, we propose a subword N-cut approach to automatic story seg-
mentation of Chinese broadcast news. Graph-based segmentation is conducted
on character and syllable sequences of Chinese LVCSR transcripts. We find that
employing N-cut framework at the subword levels is more effective than the
word level due to the partial matching merit of subwords in Chinese BN. The
proposed approach demonstrates the potential of graph cut approach in story
segmentation. Moreover, the effectiveness of the graph cut approach deserves
further investigation since broadcast news has a different genre with lectures.
For instance, story segmentation in BN punctuates a news program into distinct
topic units while spoken lecture segmentation probes sub-topic changes within
a lecture that has a unique central topic.

2 Corpus

We perform a data-oriented study with the standard TDT2 Mandarin BN corpus
that contains about 53 hours of VOA Mandarin Chinese BN audio2. The 177
audio recordings are accompanied with manually annotated meta-data (includ-
ing story boundaries) and word-level speech recognition transcripts. The TDT2
audio was transcribed by the Dragon LVCSR with word, character and base
syllable error rates of 37%, 20% and 15%, respectively. We adopt a home-grown
Pinyin lexicon to get the syllable sequences of words. We separate the corpus
into two non-overlapping parts: a development set of 90 recordings for parameter
tuning and a set of 87 for story segmentation testing. According to TDT2, a de-
tected story boundary is considered correct if it lies within a 15-second tolerant
window on each side of a manually-annotated reference boundary.

3 Normalized Cut for Automatic Story Segmentation

Lexical-based story segmentation holds the view that the inter-sentence simi-
larity tends to be high within the same story and a inter-story boundary tends
to exhibit a low similarity. Fig. 1 illustrates the text Dotplotting [6] of a broad-
cast news transcript from the TDT2 corpus introduced in Section 2. This figure
plots the cosine similarity scores between every pair of sentences in the text.
A ‘sentence’ is defined as a fixed number of consecutive non-overlapping terms
(e.g. words) in the transcript. This is because: 1) real sentence boundaries are
not readily available in the speech recognition transcripts and sentence segmen-
tation is another challenging task that is out of the focus of this paper; 2) the
number of shared terms between two long sentences and between a long and a
short sentence would probably yield incomparable similarity scores [10]. The op-
timal length of the sentence is tuned on the training set. The intensity of a pixel
(i, j) reflects the degree to which the ith sentence in the text is similar to the j th

2 http://projects.ldc.upenn.edu/TDT2/



A Subword Normalized Cut Approach to Automatic Story Segmentation 139

20 40 60 80 100 120 140 160 180

20

40

60

80

100

120

140

160

180

Sentence Index

S
en

te
nc

e
In

de
x

Fig. 1. Sentence similarity dotplot for a BN transcript in the TDT2 corpus

sentence. As shown in Fig. 1, lower intensity means higher similarity. The verti-
cal red lines denotes the manually annotated story boundaries. From this figure,
we can clearly observe that the difference in similarity between intra-story re-
gions and inter-story boundaries. Lexical approaches, such as TextTiling [3] and
lexical chaining [12] are all based on this observation.

In the next, we present a lexical approach that regards broadcast news seg-
mentation as a graph-partitioning task aiming at minimizing the normalized-cut
criterion. Normalized-cut has been successfully used in image segmentation [7].
Recently, Malioutov et al. [6] have introduced it to spoken lecture segmentation
and have achieved superior performance over conventional lexical approaches. In
this paper, we show that it can be used at the subword level to push forward
the state-of-the-art of automatic story segmentation of Chinese BN.

3.1 Graph Representation of Text

We depict a text into a weighted undirected graph G = (V , E), where the set
of nodes V corresponds to sentences and E is the set of weighted edges between
each pair of nodes, as shown in Fig. 2 (a). The weight of a edge, w(i, j), define
a similarity measure between sentences si and sj, where higher scores indicate
higher similarities. Fig. 2 (a) considers long-term similarities between nodes by
constructing a fully connected graph. However, considering all pairwise relations
may be problematic and a cutoff should be performed, i.e., edges exceeding a
certain threshold distance is discarded [6]. Fig. 2 (b) shows a graph representation
which discards edges between sentences whose distance exceed two. As shown
later in Fig. 5, we empirically observe that an appropriate cutoff is especially
important for story segmentation in BN. In a BN program, stories related to the
same topic (i.e., a breaking news) may often re-occur for several times. Fig. 3
shows a sentence similarity dotplot of a BN transcript from the TDT2 corpus.



140 J. Zhang et al.

…3
s

2
s ns

1
s

…
…

Text iwww �
21 jii www �

21 �� mpp www �
21 ��kjj www �

21 ��

…3
s

2
s ns

1
s

4
s

1�ns
2�ns

( )a

( )b

Fig. 2. Fully connected graph representation of text (a) and discarding edges between
sentences whose distance exceeds two (b)
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Fig. 3. Sentence similarity dotplot for a news program in TDT2, where dark points in
the rectangles indicate high similarities between news stories with the same topic

The stories focusing on the same topic are reported at the beginning, middle and
the end of the program, leading to high sentence similarities between these stories
(i.e., dark points in the rectangles in Fig. 3). Using fully connected graph, these
re-occurring topics may implicitly decrease the inter-class distance between the
re-occurred topics and inbetweening topics. Therefore, a fully connected graph
may be useful to a topic tracking task, while an appropriate cutoff is essential
and more applicable to a news story segmentation task.

3.2 Similarity Measure

The weight of edges w(i, j) in the graph denotes a similarity measure between
sentences si and sj . Cosine similarity is usually used in story segmentation,
which is defined by the cosine of the angle between two sentences3:

3 Exponentiated cosine similarity has been used in a real application to avoid losing
numerical precision when summing a series of very small scores[6].
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w(si, sj) = cos(vi,vj) =
vi · vj

‖vi‖ × ‖vj‖ =
∑T

t=1 vt,ivt,j√∑T
t=1 v2

t,i

√∑T
t=1 v2

t,j

(1)

where vi and vj are the term frequency vectors for sentences si and sj , respec-
tively. vt,i is the tth element of vi, i.e., the term frequency of word t registered
in the vocabulary (with size of T ).

We further use similarity score smoothing to avoid possible story boundary
false alarms caused by temporal low similarity points within the same story.
Although sentence similarities incline to remain high within the same news story
and low at inter-story borders, the individual similarity scores can be highly
variable due to rigid matching on term repetitions in similarity computation.
For example, a sudden very low score in the neighborhood of a sentence (may
caused by very infrequent lexical terms, use of synonyms instead of repetitions,
etc.) within a story may induce a story transition false alarm. Therefore, we use
smoothed term frequency vectors achieved by exponentially weighted moving
average. We add counts of words that occur in m adjacent sentences to the
current sentence term frequency vector, i.e.,

ṽi =
i+m∑
j=i

e−α(j−i)vj (2)

where α is used to control the degree of smoothing.

3.3 Normalized Cut Criterion and Dynamic Programming Solution

The graph partitioning task can be simply defined as dividing the graph
G = (V , E) into two disjoint partitions, P1 and P2, where P1 ∪ P2 = V and
P1 ∩ P2 = ∅, by removing edges connecting the two partitions. The degree of
dissimilarity between the two partitions is defined as the cut, which is the sum
of the weights of the crossing (removed) edges between the two partitions:

cut(P1,P2) =
∑

u∈P1,v∈P2

w(u, v) (3)

The optimal partitioning of a graph is the one that minimizes the cut value,
which is called Min-cut. Regarding our story segmentation work, Min-cut is
to split the sentences of a text into two maximally dissimilar classes, i.e., by
choosing P̂1 and P̂2 to minimize:

(P̂1, P̂2) = arg min
(P1,P2)

∑
u∈P1,v∈P2

w(u, v) (4)

The Min-cut criterion only can make sure that similarity between the two par-
titions is minimized. It thus favors cutting small sets of isolated nodes in the
graph [7]. To avoid partitioning out small sets of nodes, Shi et al. [7] have pro-
posed normalized cut (N-cut). N-cut ensures the two partitions are themselves
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homogeneous by accounting for intra-partition similarity. It computes the nor-
malized cut cost as a fraction of the total edge connections to all the nodes in
the graph:

Ncut(P1,P2) =
cut(P1,P2)
assoc(P1,V)

+
cut(P1,P2)
assoc(P2,V)

(5)

where assoc(P1,V) =
∑

u∈P1,v∈V w(u, v) is the normalization term. It has been
shown that, by minimizing Eq. (5), we can simultaneously minimize the similarity
across different partitions and maximize the similarity within each partition [7].

N-cut based story segmentation is to partition ‘the bag of sentences’ into K
disjoint sets A1, A2, . . . , AK , so that the similarity among the vertices in a set
Ai is maximized and across different sets Ai, Aj the similarity is minimized. The
K-way N-cut criterion [7] is adopted:

NcutK(V) =
cut(A1,V − A1)

assoc(A1,V)
+

cut(A2,V − A2)
assoc(A2,V)

+ . . .+
cut(AK ,V − AK)

assoc(AK ,V)
, (6)

where {A1 . . .AK} forms a partition of the graph, and V −AK is the rest set of
the entire graph except partition K.

The problem of minimizing normalized cuts on a graph is a NP-complete
task [7]. However, finding story boundaries is a linear problem, i.e., all of the
nodes (sentences) between the leftmost and the rightmost nodes of a partic-
ular partition should belong to the that partition (story). With this linearity
constraint, a dynamic programming (DP) solution [6] can be used to exactly
minimize the N-cut cost in polynomial time:

C[i, n] = min
i≤j≤n

[
C[i − 1, j − 1] +

cut[Aj,n,V − Aj,n]
vol[Aj,n]

]
, i ≤ j ≤ n, i > 1, (7)

B[i, n] = argmin
i≤j≤n

[
C[i − 1, j − 1] +

cut[Aj,n,V − Aj,n]
vol[Aj,n]

]
, i ≤ j ≤ n, i > 1, (8)

s.t. C[1, n] = cut[A1,n,V−A1,n]
vol[A1,n] , 1 ≤ n ≤ N, (9)

B[1, n] = 1, 1 ≤ n ≤ N, (10)

where C[i, n] is the N-cut segmentation of the first n sentences into i segments.
The ith segment, Aj,n, begins at node sj and ends at node sk. B[i, n] is the
back-pointer table that is used to recover the optimal sequence of the segment
boundaries. Eq. (9) and (10) indicate the initial condition, i.e. the N-cut value of
the trivial segmentation of a text into one segment and the first segment starts
with the first node. The time complexity of the DP solution is O(KN2), where
K is the number of partitions and N is the number of nodes in the graph.

4 The Subword N-Cut Approach

4.1 Merits of Use of Subwords in Chinese

Lexical-based story segmentation approaches usually involve word matching, e.g.,
word frequency count in similarity measure [3], [6] and linking word repetitions in
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lexical chaining [12]. However, the inevitable speech recognition errors may induce
severe word matching failures, resulting in incorrect lexical similarity measures.
However, the recognition error rates at subword levels are much lower than the
word level, as can be seen from Section 2. At subword levels, we can conduct partial
matching and this will partially recover the relations among words. This partial
matching merit is especially important for Chinese LVCSR transcripts.

Chinese is highly different from western languages such as English both in
written and spoken forms. A Chinese word is formed by one to several compo-
nent characters, and there is no space between words serving as word delimiters
in a Chinese text. In fact, ‘word’ is not defined explicitly in Chinese and word
segmentation is definitely not unique. As a result, the same string of characters
may be segmented into different word sequences in different places in a LVCSR
transcript. In some cases, even more than one word sequences are both syntac-
tically valid and semantically meaningful. For example, the word (North
Korea) is segmented to (North) and (Korea) and they both occur in a
news story in the TDT2 Mandarin corpus. In this case, it is impossible to relate
them by rigid word matching. The high flexibility of Chinese word segmenta-
tion is easy to cause word matching failures. However, the above problem can
be solved by character matching because different segmentations still share the
same component characters.

A Chinese character is pronounced as a tonal syllable. In Mandarin, about
1200 phonologically allowed tonal syllables correspond to over 6500 commonly
used simplified Chinese characters. When tones are disregarded, the number is
reduced to only about 400, known as base syllables. This indicates that there
are a large number of homophones sharing the same base syllable. Tones are
often mis-recognized by the speech recognizer, which contributes a lot to the
recognition errors. In Chinese LVCSR transcripts, it is common that a word is
substituted by another character sequence with the same or similar pronunci-
ations, in which homophone characters are the probable substitutions. Table 1
shows some word matching failures due to speech recognition errors. Rigid word
matching cannot link the original word and their substitutions together. How-
ever, matching at subword levels can recover their connections.

Table 1. Recognition error samples from TDT2. Subword units for partial matching
are underlined. English translations are in brackets.

Original word ASR error Base syllable sequence

a er ji li ya

(Algeria) (Bauer drive want) bao er ji li yao

ao er bu lai te

(Albright) (two step Wright) er bu lai te

zhen ji

(relieve) (quake magnitude) zhen ji

gu shi

(stock exchange) (story) gu shi
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Table 2. OOV word samples from TDT2. Subword units for partial matching are
underlined. English translations are in brackets.

Character sequence Base syllable sequence

OOV word: (a Chinese name) wang you cai

ASR (when have money) dang you cai

output (king rape) wang you cai

(national friendship talent) bang you cai

OOV word: (Lewinsky) lai wen si ji

ASR (come article this base) lai wen si ji

output (come ask driver) lai wen si ji

(show-up driver) lai de si ji

Flexible word-building in Chinese makes the limited Chinese characters to
produce unlimited words. Hence, there does not exist a commonly accepted Chi-
nese lexicon. Consequently, the OOV problem is more pronounced in Chinese
LVCSR transcripts, especially in the BN program that focuses on timely events.
Many OOV words in BN are named entities (NE). An OOV word appeared in
different places of a spoken document may share part of the characters or be
substituted by several totally different character strings with the same (or par-
tially same) syllable sequence. For example, foreign proper names are common
OOV words in Chinese spoken documents as they are transliterated to Chinese
character sequences based on the pronunciations (i.e. phonetic transliteration).
As a result, speech recognizer may return different character sequences with the
same or similar pronunciations, probably their homophones. Matching at syllable
level can recover these highly-topic-related OOV words due to partial matching.
Some examples are shown in Table 2.

4.2 Subword N-Cut

Motivated by the merits of subwords in lexical matching in Chinese BN tran-
scripts, we propose a N-cut story segmentation approach on different Chinese
subword representations, i.e., character and syllable n-gram units. Given a sen-
tence composed of a sequence of words {w1w2w3 . . . wQ} and the sequence of
their component characters or syllables {c1c2c3 . . . cL}, the overlapping subword
n-gram is defined in Table 3. Higher order subword overlapping n-grams (n ≥ 4)
can be formed accordingly. Overlap between subwords is used to reduce the pos-
sibility of missing any useful information embedded in the subword sequence.

For the same LVCSR transcript of a broadcast news program, we observe
that the syllable-bigram-based dotplot is clearer than the word-based dotplot,
as illustrated in Fig. 4. It means syllable-bigram-based inter-sentence similar-
ity decreases across different partitions and increase within partitions, leading
to clearer story boundaries. Based on this observation, we propose to perform
subword N-cut on the subword n-gram representation of sentences (Table 1)
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Table 3. Forming character/syllable overlapping n-grams from a word sequence

n-gram Forming rule Example (character & syllable)

word w1 w2 w3 · · ·wQ

e-luo-si di-yi fu-zong-li ming mo zuo fu

unigram c1 c2 c3 · · · cL

e luo si di yi fu zong li ming mo zuo fu

bigram c1c2 c2c3 · · · cL−1cL

e-luo luo-si si-di di-yi yi-fu fu-zong zong-li· · ·

trigram c1c2c3 c2c3c4 · · · · · ·
cL−2cL−1cL e-luo-si luo-si-di si-di-yi di-yi-fu yi-fu-zong · · ·
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Fig. 4. Sentence similarity dotplots for an LVCSR transcript in the TDT2 corpus. Left:
word-based dotplot (same in Fig. 1), right: syllable-bigram-based dotplot.

according to the N-cut procedure described in Section 3. In the similarity com-
putation defined in Eq. (1), vt,i denotes the term frequency of the corresponding
overlapping n-gram unit t in sentence si.

5 Experiments and Analysis

We carried out story segmentation experiments to evaluate the proposed sub-
word N-cut approach with several state-of-the-art lexical-based approaches, i.e.,
(1) word-based TextTiling [3], (2) subword-based TextTiling [10], (3) word-LSA-
based TextTiling [8], (4) subword-LSA-based TextTiling [11] and (5) word-based
N-cut [6]. Recall, precision and their harmonic mean, i.e. F1-measure, are used as
evaluation criteria. Empirical parameter tuning was first performed on the devel-
opment set of TDT2, which selects parameters achieving the best F1-measure of
story segmentation. Empirical parameters include the sentence length (i.e. word
block length), the cutoff value, α and m for similarity smoothing in Eq. (2).
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Fig. 5. The cutoff value vs F1-measure for syllable-bigram-based N-cut

Fig. 5 shows the F1-measure curve of syllable-bigram-based N-cut with differ-
ent graph cutoff values. This plot reveals the difference between broadcast news
and spoken lectures. Malioutov et al. [6] pointed out that taking into account
long-distance lexical dependencies yields substantial gains in segmentation per-
formance. In their spoken lecture segmentation work, they have achieved the
best performance with edge cutoff threshold at 100 and 200 sentences. In our
broadcast news segmentation, the optimal cutoff values for all testing word and
subword N-cuts are around 15–35 (15–20 for syllable-bigram, as show in Fig. 5).
Small cutoff values accord with our explanation in Section 3.1: stories with the
same topic often re-occur in a news program and considering long-distance sim-
ilarity (i.e., a large cutoff value) can be harmful to the news segmentation task.
From Fig. 5, we also observe an interesting bi-peak phenomenon. This is in ac-
cordance with the short and long stories. A broadcast news program (e.g. VOA,
the source of TDT2) is usually composed of brief news reporting headlines and
detailed news that focus on intensive reports on news events. The first peak with
small cutoff (around 15–20) fits the short brief news and the second peak with
big cutoff (around 120–140) fits the long detailed news. The highest F1-measure
is achieved by a small cutoff is due to the large number of brief news in TDT2
(over 3/5 of the corpus).

The experimental results on the test set are summarized in Fig. 6 and Fig. 7.
Results indicate that the syllable-bigram-based N-cut achieves the best F1-
measure of 0.6911 with relative improvement of 11.5% over Malioutov’s word-
based N-cut(F1=0.6197) [6] and 4.74% over the character-bigram-LSA-based
TextTiling (F1=0.6598) [11]. In general, syllable/character unigram and bigram
N-cuts show superior performance, while trigram and 4-gram N-cuts present
inferior performance. This is mainly due to the fact that (1) the probability
of long sequences with correctly recognized characters/syllables is smaller than
short character/syllable units; (2) the most frequently used words in Chinese
are bi-character. Trigram and 4-gram LSA based TextTiling achieves better F1-
measure as compared with other trigram and 4-gram approaches because of
LSA’s noise-removal feature [11].
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Fig. 6. Experimental results on the TDT2 test set

Fig. 7. Best performance comparison on TDT2 corpus: Hearst’97 [3], Choi’01 [8],
Mallioutov’06 [6], Yang’08 [11] and the proposed approach

6 Summary and Future Work

This paper has modeled Chinese BN segmentation as a graph partitioning task
under N-cut criterion that aims to simultaneously optimize the sentence simi-
larity within each story and dissimilarity across different stories. Motivated by
the robustness of subword units in partial matching of Chinese words, we have
proposed to perform N-cut on character/syllable overlapping n-grams of noisy
broadcast news transcripts with speech recognition errors. We conclude from the
experiments that the proposed method can effectively improve the automatic
story segmentation performance on Chinese BN. Syllable-bigram-based N-cut
achieves the best F1-measure of 0.6911 with relative improvement of 11.5% over
Malioutov’s word-based N-cut that has an F1-measure of 0.6197.

Current K-way N-cut approach cannot automatically determine the granular-
ity of a resultant segmentation. The number of stories (K ) has to be set a priori.
We plan to introduce the graduated graph cuts (GGC) approach [13] to BN seg-
mentation, which can automatically determine the optimal number of partitions



148 J. Zhang et al.

and keep the best granularity of the whole segmentation. Since latent semantic
analysis (LSA) has the merit of concept matching, we also plan to introduce
LSA to subword-based N-cut to achieve more robustness in story segmentation
of noisy speech recognition transcripts.
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Abstract. In this paper, we propose a document topic model (DTM) which is 
based on the non-negative matrix factorization (NMF) approach, to explore 
Japanese spontaneous spoken document retrieval. Each document is interpreted 
as a generative topic model, belonging to many topics. The relevance of a 
document to a query is expressed by the probability of a query word being gen-
erated by the model. Different from the conventional vector space model where 
the matching between query and document is at the word level, the topic model 
complete its matching in the concept or semantic level. So, the problem of term 
mismatch in the information retrieval can be improved, that is, the relevant 
documents have possibilities to be retrieved even if the query words do not  
appear in them. The method also benefit the retrieval of spoken document con-
taining “term misrecognitions”, which is peculiar to the speech transcripts. By 
using this approach, experiments are conducted on a test collection of corpora 
of spontaneous Japanese (CSJ), where some of the evaluating queries and an-
swer references are suited to retrieval in semantic level. The retrieval perform-
ance is improved by increasing the number of topics. When the topic number 
exceeds a threshold, the NMF’s retrieval performance surpasses the tf-idf-based 
vector space model (VSM). Furthermore, compared to the VSM-based method, 
the NMF-based topic model also shows its strongpoint in dealing with term 
mismatch and term misrecognition. 

Keywords: spoken document retrieval, non-negative matrix factorization, 
document topic model. 

1   Introduction 

The search and retrieval of a document is generally conducted by matching keywords 
in the query to those in the target documents. When the keywords are found in a 
document, the document is regarded to be relevant to the input query. A fundamental 
problem of information retrieval (IR) is term mismatch. A query is usually a short and 
incomplete description of the user’s information need. Users and authors of docu-
ments often use different terms to refer to the same concepts and this produces an 
incorrect relevance ranking of documents with regard to the information need  
expressed in the query.  

For spoken document retrieval (SDR), it faces a new problem besides the term 
mismatch. The SDR is generally carried out by using textual approaches to speech 
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transcripts. The transcripts are generally obtained by utilizing automatic speech rec-
ognition systems. However, because of the limitation of current speech recognition 
technology, the transcript produced by the speech recognition process always contains 
errors. In SDR, terms misrecognized will not match the query and the document rep-
resentations. Naturally, this hinders the effectiveness of the SDR system in a way 
similar to the term mismatch. Here, we call this problem as the term misrecognition. 

Advanced users need tools that can find underlying concepts and not just search for 
keywords appearing in the query. It is widely acknowledged that the ability to work 
with text on a semantic basis is essential to modern information retrieval systems. 
Topic models are very popular for presenting the content of documents. Recently, 
researches on these aspects are becoming booming. The probabilistic latent topic 
modeling approaches, such as probabilistic latent semantic analysis (PLSA) [1] have 
been demonstrated effective in the tasks of spoken document retrieval. Chen [2] pro-
posed a word topic model (WTM) to explore the co-occurrence relationship between 
words, as well as the long-span latent topical information, for language modeling in 
spoken document retrieval and transcription, and verified that the WTM is a feasible 
alternative to the existing models, i.e. PLSA.  

Non-negative matrix factorization (NMF) [3] is also an approach in latent semantic 
space. It is a type of dimension reduction technique, and has distinct features of pre-
serving the original data as well as the non-negative of the original data. Different 
from the other similar decomposition approaches such as singular value decomposi-
tion (SVD) [4], the NMF uses non-negativity constraints; the decomposition is purely 
additive; no cancellations between components are allowed, so they lead to a parts-
based representation. Also, the NMF computation is based on a simple iterative proc-
ess, it is therefore advantageous for applications involving data sparseness, like large 
vocabulary speech recognition. It is regarded to be suitable for finding the latent se-
mantic structure from the document corpus and to identify document clusters in the 
derived latent semantic space. We adopt the NMF-based document topic model 
(DTM) approach for spontaneous spoken document retrieval (SDR) in this study. 
Since the approaches of latent semantic indexing are based on the semantic relations, 
a relevant document can be retrieved even if a query word does not appear in that 
document. So this feature can be used to compensate for the speech recognition er-
rors. In this study, the focuses are mainly on dealing with the term misrecognitions, 
investigating the effectiveness of this DTM for SDR. The comparisons are conducted 
between this model and the conventional vector space model (VSM), since we pres-
ently limit on investigating the difference between the semantic matching and the 
keyword matching.  

The rest of this paper is organized as follows: In Section 2, based on our previous 
work, we briefly introduce how to build the term-document matrix stochastically 
using N-best sequence. In Section 3, we describe the document topic model for in-
formation retrieval, and explain the method to construct the topic model by using the 
factorized matrices of the NMF, and show how to compute relevance of target docu-
ment to the retrieving query using this topic model. In Section 4, the experimental 
setups and results are reported, highlighting the comparison between the proposed 
method and the conventional tf-idf-based VSM. Finally, in Section 5, we present our 
conclusions, discuss the characteristics of NMF in retrieval, especially when dealing 
with the term misrecognitions. 
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2   Term-Document Matrix Built on N-Best 

The system presented here operates in two phases combining speech-based processing 
and text-based processing.  

In the speech-based processing phase, the spoken documents are transcribed by an 
automatic speech recognizer (ASR). The transcription of the ASR is in the form of an 
N-best list, in which the top N hypotheses of the ASR results are stored in the recog-
nition result lattice. The reason to select the N-best is that it needs less computation 
and less memory than the original lattice in search a recognition hypothesis. The  
usage of N hypotheses is to utilize those correct term candidates hidden in other  
hypotheses, and to compensate the effectiveness of term misrecognitions.  
In the text-based processing phase, the term-document matrix used for NMF is built 
on an updated tf-idf-based vector space model (VSM). In tf-idf-based VSM, term 
frequency tf, which is defined as the number of a term occurs in a document and the 
inverse document frequency idf, are the two fundamental parameters. For the N-best, 
we introduce a stochastic method to compute these two parameters. This method is 
described as follows:  
Let D be a document modeled by a segment of the N-Best. P(w|o,D) is defined as the 
posterior probability or confidence of a term w at position o in D in order to refer to 
the occurrence of w in the N-Best.  
The tf is evaluated by summing the posterior probabilities of all occurrences of the 
term in the N-Best. Furthermore, we update it with Robertson’s 2-Poisson model as 
follows.  

Where the tf’ is the conventional term frequency, and is defined as follows: 
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ND is the total number of documents contained in the corpus. C is the entire document 
set of the corpus. 

The term-document matrix A for NMF is finally built by using tf idf. By using the 
processing of NMF, a topic model is constructed, and is used for computing the rele-
vance of target documents to the input query. 

3   NMF-Based Document Topic Model for Spoken Document 
Retrieval 

3.1   Document Topic Model and Information Retrieval 

In information retrieval (IR), the relevance measure between a query Q and a docu-
ment D can be expressed as P(D|Q). By applying the Bayes theorem, it can be trans-
formed into:  

)(
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(6)

With the invariability of P(Q) over all documents, and assuming that document prob-
ability P(D) has a uniform distribution, ranking the documents by the P(D|Q) can be 
realized using P(Q|D), the probability of query Q being generated by the document D. 
If the query Q is composed of a sequence of terms (or words) 1 2 NqQ w w ...w= , the 
P(Q|D) can be further decomposed as a product of the probabilities of the query 
words generated by the document : 
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Each individual document D can be interpreted as a generative document topic model 
(DTM), denoted as DM , and is embodied with K latent topics. Each latent topic is 

expressed by the word distribution of the language. So two probabilities are associ-
ated with this topic model: the probability of a latent topic given a document and the 

probability of word in a latent topic. So the probability of a query word iw generated 

by D is expressed by 
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Therefore, considering on the equation (7) and (8), the likelihood of a query Q 
generated by D is thus represented by 

 

In this study, we compare the retrieval performance of the NMF with the conventional 
vector space vector (VSM) where the similarity between the query Q  and docu-

ment D is computed by following equation: 

3.2   Link NMF to Topic Model 

Let A be the matrix produced in section 2 to stand for relationships among the terms 
and documents, with dimension nm× . Let S be the sum of all elements in A. Then 

SA /A =  forms a normalized table to approximate the joint probability p(w,d) of 
term w, and document d.  

NMF is a matrix factorization algorithm [3] that finds the positive factorization of 
a given positive matrix. Assume that the given document corpus consists of K topics. 
The general form of NMF is defined as: 

GHA ≈  (11)

The matrix factorization of A will result in an approximation by a product of two non-
negative matrices, G and H with dimension km×  and dimension nk×  respectively.   
So from the equation (11), the joint probability p(w,d) can be expressed by 
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The )|( DMkP  of equation (8) can be obtained by using Bayes theorem 
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Based on the above equations, the equation (9) for relevance can be computed by the 
matrices G and H, the factorized matrices of the NMF. 

4   Experiments 

4.1   Experimental setups 

A test collection of CSJ is used for evaluation. The CSJ (Corpus of Spontaneous 
Japanese) is the result of a Japanese national project on ‘Spontaneous Speech Corpus 
and Processing Technology ‘ [5]. It contains 658 hours of speech consisting of ap-
proximately 7.5 million words. The speech materials were provided by more than 
1,400 speakers of various ages. About 95% of the CSJ corpus is devoted to spontane-
ous monologues, such as academic presentations and public speaking, including man-
ual transcriptions. This test collection is developed by the Japanese Spoken Document 
Processing Working Group [6], with the aim of evaluating the retrieval of spoken 
document retrieval systems. This collection consists of a set of 39 textual queries, the 
corresponding relevant segment lists, and transcriptions by an automatic speech rec-
ognition (ASR) system, allowing retrieval of 2702 spoken documents of the CSJ. The 
large vocabulary continuous ASR system use an engine in which the acoustical model 
is trained by a corpus in the domain of travel [8], but the language model is trained by 
the manually-built transcript of the CSJ corpus. The word accuracy of the recognition 
system is evaluated as 60.5%. Because the criteria in determining relevant is not 
merely dependent on query’s keywords, the semantic content needs to be taken into 

consideration. For examples, for keyword sequence of “ペット 効用 目的” which 

corresponds to query text “[HN101801] ペットを飼うことの効用または目的につ

いて述べている箇所を探したい( search the utterances about the purposes or ef-

fects of raising pets”, keyword “ペット(pet)” appears in all of its answer files, but 

“効用(effect), “目的(purpose)” are misrecognized or only appear in just 2 files with 
low tf. That means that when using the VSM, these answers can be hit mainly de-

pendent on the first keyword “ペット(pet)”. 
For the data structure of test transcript, three types of transcripts of the same spoken 

documents are used for evaluations. 

(1) N-best (here 10-best is used, denoted as nbst). 
(2) 1-best (denoted as 1bst). 
(3) Manual transcript (denoted as tran). 

The mean average precision (MAP) is used as the performance measure in this study. 
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4.2   Experimental Results 

4.2.1   Retrieval Performance with Topic Number 
Figure 1 shows the MAPs of retrieving nbst using the proposed NMF-based model, 
and conventional tf-idf-based VSM in different topics number. As the topic number 
increases, the nbst’s MAP increases nearly monotonously. After the topic number is 
over a threshold (here it is 700), the MAP of the NMF-based model surpasses the 
VSM. Therefore it can be concluded that the NMF mainly functions in the high  
dimensional semantic space. 

 

 

Fig. 1. MAPs in different topic numbers 

4.2.2   Effectiveness on different Data Type 
Table 1 shows the retrieval performance for different data types using the NMF and 
VSM methods. In this experiment, the number of topics was selected to be 1000.  

For all of 3 data types, the NMF method proved to be superior to the VSM. For  
example, the improvement of NMF to the VSM is 5.5% for the N-best transcripts. 
Although the improvement is not so large, the significance of the NMF is that its 
retrieval is on the semantic level, so it has a potential ability to deal with the problem 
of misrecognition. Meanwhile, the performance of systems that use the N-best are 
better than the those that use the 1-bst, they show the same characteristics as in other 
research on lattice-based spoken document retrieval that the N-best can search or 
retrieve correct speech segment by utilizing multiple recognition hypotheses even if 
the 1-best one is incorrect [7]. 

Table1. Retrieval performance of different data type (for NMF, dimension=1000) 

 1bst nbst tran 
NMF 0.240 0.255 0.285 
VSM 0.233 0.241 0.253 
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5   Conclusions 

In this paper, we proposed a NMF-based document topic model to explore the Japa-
nese spoken document retrieval. By experiments on the CSJ spoken corpus, the  
retrieval performance of the NMF-based topic model is found to be steadily improved 
with the increases in the number of topics. When the topic number becomes suffi-
ciently large, the NMF-based model outperforms the conventional tf-idf-based VSM. 
However, this fact also reveals that the merit of NMF-based topic model for retrieval 
is conditional on the number of topics. 

We show that as in the case of the VSM, the N-best is also effective to compensate 
for the misrecognition for the proposed NMF-based model. Moreover, its improve-
ment (6.2%) from 1-best to N-best is also larger than the VSM(3.4%). This achieve-
ment is due to the characteristics of topic model – matching at the topic level. By 
analyzing individual queries, the retrieval improvement mainly happens in those con-
taining misrecognition or no keyword exists in documents. For instance, for query 
[HN101801] mentioned in above, its MAP is changed from 0.051 (VSM) to 0.128 
(NMF).  

In future work, the comparison of the NMF-based topic model to other topic mod-
els such as PLSA, LDA will be analyzed in detail. 
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Abstract. We investigated methods for music information retrieval sys-
tems where the search term is a portion of a misheard lyric. Lyric data
presents its own unique challenges that are different to related problems
such as name search. We compared three techniques, each configured
for local rather than global matching: edit distance, Editex, and SAPS-
L — a technique derived from Syllable Alignment Pattern Searching.
Each technique was selected based on effectiveness at approximate pat-
tern matching in related fields. Local edit distance and Editex performed
comparably as evaluated with mean average precision and mean recip-
rocal rank. SAPS-L’s effectiveness varied between measures.

1 Introduction

The internet provides great potential for customers to locate and purchase songs
that they remember from years earlier. It is a frequent occurrence that the title
of a song is not known, but a portion of lyrics is remembered. To locate the
songs a web search may be carried out using portions of the lyrics as the query.
We aim here to investigate methods for improving retrieval effectiveness where
the portions of the lyrics used are misremembered or misheard. Misheard lyrics
can stick surprisingly persistently in people’s minds as will be very apparent
to those who have witnessed somebody unashamedly singing “Lucy in disguise
with lions” along to the well-known Beatles song.

An appealing approach to solving this problem would be to conduct a Google
search using either an exact quoted query made up of a portion of the lyric, or a
handful of unique words remembered from the lyric. This approach has a good
chance of success if the lyric has been remembered correctly. In the case where
the lyric has been misheard, success is less likely. As a successful quoted query
requires an exact portion of the lyric, this approach is inappropriate for solving
the misheard lyric problem. A query made up of a handful of words is susceptible
to the same problem, words from the misheard lyric that do not appear in the
actual lyric will produce results not related to the desired lyric.

The approaches used here were selected based on their effectiveness at approx-
imate pattern matching in related fields where they are often used when exact
matching fails to produce useful results. We compared three techniques config-
ured for local rather than global matching: edit distance, Editex, and Syllable

G.G. Lee et al. (Eds.): AIRS 2009, LNCS 5839, pp. 157–167, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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Alignment Pattern Searching - Local (SAPS-L). The aim was to determine which
technique would provide the most relevant results, where relevance is judged by
a small panel of assessors and relevance candidates are selected using the pooling
method favoured by the Text Retrieval Conference, TREC[4]. Due to the nature
of the data, the query string (the pattern) is significantly shorter than the entire
lyric (the text). An approximate alignment between the text and pattern is likely
to occur at some location within the text, but not necessarily commencing at
the beginning. For this reason it is appropriate to search for a local alignment
rather than a global alignment.

All techniques were successful in retrieving relevant answers to queries. Local
edit distance and Editex performed comparably in both measures of retrieval
effectiveness. The t-test did not confirm that there was a statistically significant
difference between the effectiveness of these techniques. SAPS-L performed bet-
ter on the binary measure, mean reciprocal rank, than on mean average precision
(MAP).

2 Previous Work

To our knowledge there is no previous work published on the specific problem of
lyric matching for misheard lyrics, so we discuss related textual pattern matching
problems, and other work involving lyric retrieval.

Zobel and Dart[18] assessed the retrieval effectiveness of a series of edit dis-
tance techniques, phonetic techniques, and combinations of the two on personal
name matching. Editex was found to be very effective for phonetic matching in
this area. Edit distance was also among the leading techniques in this study.

Kondrak and Dorr[8] investigated the problem of ensuring that new drugs
are not marketed with names that sound like existing drugs for the purpose
of avoiding mistakes in a hospital setting. A variety of matching techniques,
including some mentioned above, were used to search for global alignments of
single word patterns in single word texts. They found Editex to be one of two
superior techniques.

Knees et al. [7] sought an answer to the problem of retrieving lyrics of arbitrary
songs from online sources. In the process of doing this they detailed issues related
to ensuring the reliability and accuracy of lyrics retrieval. On comparing versions
of lyrics from multiple sources it was found that they differed in: the spellings of
words; semantic content due to misunderstandings; multiple versions and covers
containing altered content; annotations detailing background vocals, spoken text
and sounds; annotations detailing song meta-data; and abbreviations. Each of
these differences could result in a reduction of retrieval effectiveness when present
and require careful consideration when building a collection data set for lyric
information retrieval. While it might seem that the same techniques that are
used for multiple lyric alignment could be applied to misheard lyric matching,
the problems differ in that a lyric query is likely to be short compared to the
song length, leading to a larger number of mismatching characters between the
strings.
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Kleedorfer et al. [6] applied various clustering techniques to identify clusters
of songs with the same topic, whereas Mayer et al. [11] extracted features from
lyrics to apply to musical genre classification. Logan et al. [9] also explored
the use of lyrics for genre clustering, by applying Probabilistic Latent Semantic
Analysis (PLSA). They found that using lyric data for genre prediction was
better than random but not as good as using audio features. Building on their
work, Neumayer and Rauber [14] achieved higher classification accuracy using
lyric features than audio ones, and the combination of lyric and audio features
gave the best results. In addition there is some work on aligning lyrics with
audio [13] as well as extracting lyrics from singing in order to improve query by
singing systems [5,12,16,17].

Similar problems to misheard lyric matching need to be solved for speech
recognition, in that word disambiguation is required. The main difference be-
tween the two domains is that for the misheard lyric matching problem ad-
dressed here, a text-based representation is assumed to exist for both the query
and answer text. In the speech recognition case speech signals are captured and
compared in some form with representations of words. Word disambiguation is
partly achieved with statistical models that predict how likely a particular word
is given previous ones [10].

3 Data Collections

In terms of pattern matching research, the problem of matching misheard lyrics
to actual song lyrics is new, and thus required the creation of a new collec-
tion. Suitable data is available on the web, which became a source of both the
collection and an abundant source of seemingly genuine queries.

3.1 Query Set

The strings that make up the query set were obtained from a user-generated
misheard lyrics website1. Contributors submit a pair of strings where the first
is a portion of the correct lyric of a song and the second is what they misheard
the first string as, in sometimes comical fashion. The site is maintained and junk
submissions are periodically removed. The site yielded 4124 portions of misheard
lyrics of which every 82nd was used, for a total of 50. The average query length
was 8.27 words in the full set and 7.42 in the set of 50. Each query represents a
potential search query where exact matching would not produce relevant results.

3.2 Collection

The collection was made up of unabridged lyrics obtained from a web lyrics
database2. The base collection is a subset of the lyrics available from that source.
Where not already present, the lyrics corresponding to each of the songs referred
to by the queries were added to the collection.
1 http://www.kissthisguy.com
2 http://lyrics.astraweb.com/
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The lyrics required some filtering before use in the experiment. To avoid ex-
cessive and error-prone hand-editing, lyrics containing an excess of noise (in the
form of annotations, metadata, etc.) were removed from the set. The lyrics that
remained were converted to lower case. Hyphenated compound words were bro-
ken into two words separated by a single space. All punctuation characters were
stripped and whitespace was substituted for a single space. Digits were substi-
tuted for their written form. For example ‘3’ was replaced with ‘three’, likewise
‘911’ was replaced with ‘nine one one’. As a result of these changes, each lyric
occupied a single line of space-delimited lower-case words. This process was for
the most part successful although it was later noted that there remained items
in the lyrics which did not correspond to their pronunciation. Abbreviations and
acronyms proved problematic as a reliable method of removing them was not
found in time. Many abbreviations and acronyms differ in spelling from their
pronunciation. The phonetic techniques may have been disadvantaged by their
presence in the collection. It is also possible that pronunciation may be different
in sung versions compared to rendered versions where numbers exist. Consider
the number 4500, which could be pronounced “forty-five hundred” (as in the
Status Quo song), “four five oh oh”, “four five zero zero”, or “four thousand five
hundred”.

The process described above resulted in a data set containing the lyrics for 2359
songs, being approximately 2.3MB and made up of almost half a million words.

3.3 Relevance Judgements

The relevance set was created using the methods introduced by the TREC
conference[4] although on a much smaller scale. The set is made up of items
selected by a panel of four assessors from a pool of candidates and ranged in
number between 1 per query up to 6 per query. The relevance candidates for each
of the 50 queries were created by pooling together the most relevant 15 results
from each of the three techniques. Each query-candidate pair was judged by four
assessors. All possible results that were not included in the pool of candidates
were considered not relevant. The candidates and the corresponding query were
read aloud by the first author to the assessors, who were instructed to select
all of the candidates they believed were relevant. A candidate could be consid-
ered relevant if the assessor believed that it could be misheard as the query. For
example, the candidate ‘dude looks like a lady’ could be considered relevant if
the assessor believed that it could be misheard as ‘doodoos like a lady’. Only
those items that were selected by two or more of the assessors were used in the
relevance set for measuring the average precision of the results. This resulted in
an average of 2.5 relevant answers per query.

4 Matching Techniques

Three techniques for determining approximate pattern matches on text were
compared, each being configured for local matching: edit distance, Editex, and
SAPS-L.
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edit(0, 0) = 0

edit(i,0) = edit(i− 1,0) + d(si−1, si)

edit(0, j) = edit(0, j − 1) + d(tj−1, tj)

edit(i, j) = min[edit(i − 1, j) + d(si−1, si),

edit(i, j − 1) + d(tj−1, tj),

edit(i − 1, j − 1) + r(si, tj)]

Fig. 1. The original Editex recurrence relation

edit(0, 0) = 0

edit(i,0) = 0

edit(0, j) = edit(0, j − 1) + d(tj−1, tj)

edit(i, j) = min[edit(i − 1, j) + d(si−1, si),

edit(i, j − 1) + d(tj−1, tj),

edit(i − 1, j − 1) + r(si, tj)]

Fig. 2. The local alignment variation of Editex

Techniques not present for the construction of the candidates were not con-
sidered for comparison due to the effect discussed by Büttcher, et al. [2], that
an evaluation scheme based on the pooling method will discriminate against any
technique that did not contribute to the pool.

The edit distance measure[15] is the simplest of the three techniques and uses
dynamic programming to process its input. It quantifies the similarity between
two strings with the number of insertions, deletions, and substitutions required
to transform the first string into the second. As it is the most general of the
three it provides good results on a wide variety of data and does not rely on the
characteristics of any one language. For our experiments we used equal penalties
for substitutions, insertions and deletions, with matches not contributing to the
score.

Editex[18] combines edit distance with character groups similar to those found
in phonetic matching techniques like Phonix and Soundex (both discussed in Zo-
bel and Dart [18]). The recurrence relation that lies at the heart of the algorithm
combines some of the characteristics of the phonetic searching techniques with
the dynamic programming edit distance technique. Editex takes into considera-
tion that repeated letters often have a single sound. For example, ‘ll’ results in
a single ‘l’ sound when pronounced. The Editex algorithm was demonstrated by
Zobel and Dart[18] on data sets made up of personal names. For data of this
type it was preferable to seek to match the pattern over the entire text because
both were of similar size. For the data used here, where the text is many times
longer than the patterns, it is more appropriate to seek a local match, that is, a
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region occurring anywhere within the text that matches the pattern. The orig-
inal Editex is shown in Figure 1 and the local alignment modification is shown
in Figure 2. The local alignment variation alters one of the initial conditions of
the table. Alignments are not penalised for beginning any number of characters
into the text. The weights used for our experiments are identical to those used
by Zobel and Dart[18], that is: r(a, b) has a score of 0 if a and b are identical,
1 if they are in the same letter group, and 2 otherwise; and d(a, b) is almost
the same as r(a, b) except when a �= b and a is equal to the letter h or w, then
d(a, b) = 1. The Editex letter groups are shown in Figure 3.

0 1 2 3 4 5 6 7 8 9
aeiouy bp ckq dt lr mn gj fpv sxz csz

Fig. 3. Editex letter groups

SAPS-L was derived from Syllable Alignment Pattern Matching[3] (SAPS)
which combines edit distance with a unique three phase process for both text
and pattern which breaks them down to a series of phonetic syllables. The first
phase uses Phonix transformation rules to produce the phonetic form of the
data. The second segments the data into syllables. The third performs a dy-
namic programming algorithm to determine the level of similarity between pat-
tern and text, favouring letter matches and corresponding syllables. In including
this technique we had hoped to retrieve results that while not letter-by-letter
matches, had similar sound and rhythm to the query.

Phonetic transformations, like Phonix, work by performing a series of sub-
string substitutions on a source text with the aim of producing phonetically
spelled output text. This process is of great utility to phonetic matching tech-
niques as the English language features many heterographic homonyms, word
pairings with the same pronunciation but different spelling. With an edit dis-
tance algorithm the words “rough” and “ruff” are unlikely to be considered
similar despite identical pronunciation. Phonetic transformations correct this
issue by attempting to give homophones a common spelling.

SAPS-L was derived and used rather than SAPS due to the singular focus
on personal names present in the original SAPS technique. SAPS-L differs from
SAPS in the phonetic transformation rules used in phase 1, in the syllable seg-
mentation rules used in phase 2, and an alteration to the initial conditions of the
recurrence relation used in phase 3 much like the one made to Editex. Rubin and
Gong trialled SAPS on personal names[3] and was able to use the Phonix trans-
formation rules in the first phase of processing. The Phonix rules are tailored to
suit the characteristics of personal names and were inappropriate for the data
used here as many of the transformations do not occur in English words. An ex-
ample is the substitution of ‘vskie’ for all instances of ‘wsk’. This is appropriate
for personal names of some nationalities, but not for the English language, and
particularly not the subset of English that can be found in lyrics from popular
music. The altered rules can be found in Table 1. The changes made to the
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Table 1. The SAPS-L rule set, showing the substitution value, the characters that
will be substituted, depending on whether they occur at the start, middle or end of
a word. V can be any vowel, C can be any consonant, [chars] represents the possible
values for a single character, and [!chars] represents the only disallowed values for a
single character.

SUB START MIDDLE END

g dg dg dg
ko co co co
ka ca ca ca
ku cu cu cu
si cy cy cy
s[ei] sc[ei]
shal cial cial cial
si ci ci ci
se sce sce sce
se ce ce ce
klV clV clV clV
k ck ck ck
krV chrV
krV crV
r wr
kt ct ct ct
f ph ph ph
sk sch
tl btl btl
ay eigh eigh eigh
ite ighte ighte ighte
ite ight ight ight
ort ought ought ought
larf laugh laugh laugh
ort aught aught aught
low lough lough lough
n kn
yn gn
iy igh igh igh
ne ghne
nes gnes
n gn
nV gnV

SUB START MIDDLE END

s ps
sV zV zV
ts tz
hrew hrough hrough hrough
[!dh]uf [!dh]ough [!dh]ough [!dh]ough
eek ique
ker quer
esk esque
rk rq rq
kwV quV quV quV
g gh
e Vgh
si cy
nks nx nx
r rh
ith yth yth
nV [mp]nV
Vsl Vstl Vstl Vstl
oh eaux
eksi exci exci exci
Vks Vx Vx Vx
eks x x x
nd ned
le lle
kils cles
Vil Vle
Vils Vles
Vm Vmb
mps mpts mpts
ms mps
mt mpt mpt
mees mys
mis mys mys mys
mee my

syllable segmentation rules added awareness of multiple words, ensuring that
the first character of each word was the start of a new syllable. The following
demonstrates a SAPS-L transformation. ‘dancin with the chicken slats’ becomes
‘DanSin With The ChiKen Slats’. A capital letter indicates the start of a sylla-
ble. The weights used for the SAPS-L matching algorithm were: 6 for matching
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capitals, −2 for mismatching capitals, 1 for matching lower case and white space,
−1 for mismatching lower case and white space, −4 for a mismatch of both case
and letter. Penalties for insertions and deletions were −3 for capitals and −1 for
other characters.

5 Analysis of Results

The query set was processed to retrieve the 100 most relevant results for each
query using each of the three techniques in turn. All candidates selected by two
or more assessors were used in the relevance set to determine the effectiveness of
the results. The average precision of the results was computed and the mean of
these values is shown in Table 2.

Table 2. MAP calculated with the most relevant 15 results and also all 100 results

Mean Average Precision
Technique 15 results 100 results

Editex 0.541 0.552
Edit Distance 0.549 0.559
SAPS-L 0.507 0.519

While the MAP of edit distance is marginally better than that of Editex, it
was not found to be statistically significant and cannot be interpreted as evi-
dence that edit distance provides better results than Editex. The t-test was used
to determine if the average precision values were likely to have been drawn from
different populations, indicating that the difference in the mean was significant.
The p-value returned by the t-test was far too high to be conclusive. This in-
dicates that further work is required to determine the benefits of one technique
over the other.

SAPS-L’s slightly disappointing MAP was contributed to by a number of
factors. The first was the presence of compound words in the text. Compound
words are single words made up of two separate words. While these are sometimes
hyphenated, the more common word pairs are usually written as a single word.
When two words are put together as a compound word, it is difficult to generate
a phonetic version of the word. This is because letters which can usually be
expected to form a particular sound, no longer do so. An example of this is
‘uphill’, ‘ph’ in almost all cases would normally form a ‘f’ sound. But here it
does not. These compound words do not react well to phonetic transformations.
A second issue is that often SAPS-L would return results that appeared to have
a similar rhythm to the query but did not sound similar. For longer queries it
seems reasonable to expect that there would not be many results available that
would have both similar rhythm and sound to the query.

Reciprocal rank was computed without the use of the relevance judgements
supplied by the assessors. It is a different method of evaluation that is suited
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to information retrieval tasks where there is assumed to be a single correct
answer. For this task we used the data from the misheard lyrics website where
the queries were sourced. Each of the misheard lyrics that we have used as queries
was submitted along with the correct lyric and that correct lyric was taken to
be the single correct answer for this evaluation measure. The rank of a result is
equal to the location of the correct answer in the list of results. If the correct
answer was returned first, that is the technique considered it the most relevant,
the rank is 1 and the reciprocal rank is 1/1. Whereas if the correct answer had
been returned 4th, the rank would be 4 and the reciprocal rank would be 1/4.
The mean reciprocal rank found in Table 3 is the mean taken over each of the
50 queries in the query set.

Table 3. Mean Reciprocal Rank calculated with the most relevant 15 results and also
all 100 results

Mean Reciprocal Rank
Technique 15 results 100 results

Editex 0.713 0.715
Edit Distance 0.707 0.710
SAPS-L 0.749 0.750

The greater effectiveness of SAPS-L on this measure does not imply greater
effectiveness, as the number of reciprocal ranks computed is below the recom-
mended minimum for this measurement and the t-test showed no statistical sig-
nificance in the results. However, further experimentation could indicate greater
potential for this technique. The results from edit distance and Editex closely
resemble those from the MAP evaluation.

We also examined whether the matching techniques were disproportionately
successful for longer queries, indicating that the surrounding possibly correct
words were responsible for successful retrieval. Table 4 shows the correlation
coefficients for query lengths of each matching technique with each evaluation
measure. While there is a weak correlation with query length, it can be seen
from the graphs that short queries are often successful. There is also no evidence
that one technique is better than the others for short queries.

The phonetic transformation carried out in the first stage of SAPS-L process-
ing had the effect of wiping out some of the nuance of the sound of the words.

Table 4. Correlation coefficients for query length versus evaluation measure

Average Precision Reciprocal Rank

Editex 0.282 0.418
Edit Distance 0.328 0.439
SAPS-L 0.284 0.436
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These nuances can, and often are, exploited by vocalists to produce phonetic
sounds far removed from the expected phonetic sound of the written word. Em-
phasis can be placed much more heavily and on unusual phonemes in the word.
That emphasis can rarely be predicted by viewing the lyrics in written form. This
suggests that this type of algorithm could be challenging to fine tune for better
results. A related issue is that the phonetic substitutions used in SAPS-L appear
to have been developed for British English (for example, ‘ought’ being substi-
tuted with ‘ort’), whereas the majority of pop songs are sung with American
pronunciation regardless of the origin of the singer.

6 Conclusion

We have investigated the effectiveness of some techniques for retrieving misheard
lyrics in a music information retrieval system. The measures used to evaluate
the effectiveness of the techniques did not reveal any one clear leader. However
SAPS-L showed promise and it is hoped that greater effectiveness can be achieved
by ironing out the issues hampering its effectiveness. Further experimentation
will determine the gains that can be made in SAPS-L’s retrieval effectiveness.

The experiment indicated several areas of importance for further exploration
of this problem. Of primary importance is improving the quality of the collection
set that contains the complete lyrics possibly by retrieving better data from
multiple sources using the method outlined by Knees et al. [7] to produce the
most correct form of the lyric. The aim would be to reduce noise and minimise
phonetic-unfriendly elements such as abbreviations, acronyms, unhyphenated
compound words, and spelling errors. Of secondary importance is an increase
in the number of queries evaluated. The query data source used for this study
yielded 4124 queries, an amount more than sufficient for statistically significant
results. However, we have clearly shown that songs can be retrieved with queries
consisting of misheard lyrics, and that some variation of approximate pattern
matching can be used for this purpose.
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Abstract. It is difficult for users to formulate appropriate queries for search. In 
this paper, we propose an approach to query term selection by measuring the ef-
fectiveness of a query term in IR systems based on its linguistic and statistical 
properties in document collections. Two query formulation algorithms are pre-
sented for improving IR performance. Experiments on NTCIR-4 and NTCIR-5 
ad-hoc IR tasks demonstrate that the algorithms can significantly improve the re-
trieval performance by 9.2% averagely, compared to the performance of the orig-
inal queries given in the benchmarks.  

Keywords: Query Formulation, Query Term Selection. 

1   Introduction 

Users are often supposed to give effective queries so that the return of an information 
retrieval (IR) system is anticipated to cater to their information needs. One major 
challenge they face is what terms should be generated when formulating the queries. 
The general assumption of previous work [14] is that nouns or noun phrases are more 
informative than other parts of speech (POS), and longer queries could provide more 
information about the underlying information need.  However, are the query terms 
that the users believe to be well-performing really effective in IR? 

Consider the following description of the information need of a user, which is an 
example description query in NTCIR-4: Find articles containing the reasons for NBA 
Star Michael Jordan's retirement and what effect it had on the Chicago Bulls. Re-
moving stop words is a common way to form a query such as “contain, reason, NBA 
Star, Michael Jordan, retirement, effect, had, Chicago Bulls”, which scores a mean 
average precision (MAP) of 0.1914. It appears obviously that terms contain and had 
carry relatively less information about the topic. Thus, we take merely nouns into 
account and generate another query, “reason, NBA Star, Michael Jordan, retirement, 
effect, Chicago Bulls”, which achieves a better MAP of 0.2095. When carefully ana-
lyzing these terms, one could find that the meaning of Michael Jordan is more precise 
than that of NBA Star, and hence we improve MAP by 14% by removing NBA Star. 
Yet interestingly, the performance of removing Michael Jordan is not as worse as we 
think it would be. This might be resulted from that Michael Jordan is a famous NBA 
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Star in Chicago Bulls. However, what if other terms such as reason and effect are 
excluded? There is no explicit clue to help users determine what terms are effective in 
an IR system, especially when they lack experience of searching documents in a spe-
cific domain. Without comprehensively understanding the document collection to be 
retrieved, it is difficult for users to generate appropriate queries. 

As the effectiveness of a term in IR depends on not only how much information it 
carries in a query (subjectivity from users) but also what documents there are in a 
collection (objectivity from corpora), it is, therefore, important to measure the effec-
tiveness of query terms in an automatic way. Such measurement is useful in selection 
of effective and ineffective query terms, which can benefit many IR applications such 
as query formulation and query expansion. 

Conventional methods of retrieval models, query reformulation and expansion [13] 
attempt to learn a weight for each query term, which in some sense corresponds to the 
importance of the query term. Unfortunately, such methods could not explain what 
properties make a query term effective for search. Our work resembles some previous 
works with the aim of selecting effective terms. [1,3] focus on discovering key  
concepts from noun phrases in verbose queries with different weightings. Our work 
focuses on how to formulate appropriate queries by selecting effective terms or drop-
ping ineffective ones. No weight assignments are needed and thus conventional re-
trieval models could be easily incorporated. [4] uses a supervised learning method for 
selecting good expansion terms from a number of candidate terms generated by pseu-
do-relevance feedback technique. However, we differ in that, (1) [4] selects specific 
features so as to emphasize more on the relation between original query and expan-
sion terms without consideration of linguistic features, and (2) our approach does not 
introduce extra terms for query formulation. Similarly, [10] attempts to predict which 
words in query should be deleted based on query logs. Moreover, a number of works 
[2,5,6,7,9,15,16,18,19,20] pay attention to predict the quality or difficulty of queries, 
and [11,12] try to find optimal sub-queries by using maximum spanning tree with 
mutual information as the weight of each edge. However, their focus is to evaluate 
performance of a whole query whereas we consider units at the level of terms. 

Given a set of possible query terms that a user may use to search documents rele-
vant to a topic, the goal of this paper is to formulate appropriate queries by selecting 
effective terms from the set. Since exhaustively examining all candidate subsets is not 
feasible in a large scale, we reduce the problem to a simplified one that iteratively 
selects effective query terms from the set. We are interested in realizing (1) what 
characteristic of a query term makes it effective or ineffective in search, and (2) 
whether or not the effective query terms (if we are able to predict) can improve IR 
performance. We propose an approach to automatically measure the effectiveness of 
query terms in IR, wherein a regression model learned from training data is applied to 
conduct the prediction of term effectiveness of testing data. Based on the measure-
ment, two algorithms are presented, which formulate queries by selecting effective 
terms and dropping ineffective terms from the given set, respectively. 

The merit of our approach is that we consider various aspects that may influence 
retrieval performance, including linguistic properties of a query term and statistical 
relationships between terms in a document collection such as co-occurrence and  
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context dependency. Their impacts on IR have been carefully examined. Moreover, 
we have conducted extensive experiments on NTCIR-4 and NTCIR-5 ad-hoc IR tasks 
to evaluate the performance of the proposed approach. Based on term effectiveness 
prediction and two query formulation algorithms, our method significantly improve 
MAP by 9.2% on average, compared to the performance of the original queries given 
in the benchmarks.  

In the rest of this paper, we describe the proposed approach to term selection and 
query formulation in Section 2. The experimental results of retrieval performance are 
presented in Sections 3. Finally, in Section 4, we give our discussion and conclusions. 

2   Term Selection Approach for Query Formulation 

2.1   Problem Specification 

When a user desires to retrieve information from document repositories to know more 
about a topic, many possible terms may come into her mind to form various queries. 
We call such set of the possible terms query term space T={t1, …, tn}. A query typi-
cally consists of a subset of T. Each query term ti T is expected to convey some 
information about the user’s information need. It is, therefore, reasonable to assume 
that each query term will have different degree of effectiveness in documents retrieval. 
Suppose Q denotes all subsets of T, that is, Q=Power Set(T) and |Q|=2n. The problem 
is to choose the best subset ∆q* among all candidates Q such that the performance 
gain between the retrieval performance of T and ∆q (∆q ∈ Q ) is maximized: ∆כݍ ൌ ሺܶሻ݂݌௤∈ொሼሺ∆ݔܽ݉݃ݎܽ  െ ሺܶሻሽ݂݌/ሻሻݍ∆ሺ݂݌ . (1) 

where pf(x) denotes a function measuring retrieval performance with x as the query. 
The higher the score pf(x) is, the better the retrieval performance can be achieved. 

An intuitive way to solve the problem is to exhaustively examine all candidate sub-
set members in Q and design a method to decide which the best ∆q* is. However, 
since an exhaustive search is not appropriate for applications in a large scale, we re-
duce the problem to a simplified one that chooses the most effective query term ti 
(ti∈T) such that the performance gain between T and T-{ti} is maximized: ݐ௜כ ൌ ሺܶሻ݂݌௧೔∈்ሼሺݔܽ݉݃ݎܽ  െ ሺ݂ܶ݌ െ ሼݐ௜ሽሻሻ/݂݌ሺܶሻሽ . (2) 

Once the best ti
* is selected, ∆q* could be approximated by iteratively selecting effec-

tive terms from T. Similarly, the simplified problem could be to choose the most inef-
fective terms from T such that the performance gain is minimized. Then ∆q* will be 
approximated by iteratively removing ineffective or noisy terms from T. 

Our goals are: (1) to find a function r: T →R, which ranks {t1, …, tn} based on their 
effectiveness in performance gain (MAP is used for the performance measurement in 
this paper), where the effective terms are selected as candidate query terms, and (2) to 
formulate a query from the candidates selected by function r.  

∈
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2.2   Effective Term Selection 

To rank term ti in a given query term space T based on function r, we use a regression 
model to compute r directly, which predicts a real value from some observed features 
of ti. The regression function r: T →R is generated by learning from each ti with the 
examples in form of <f(ti),ሺ݂݌ሺܶሻ െ ሺ݂ܶ݌ െ ሼݐ௜ሽሻሻ/݂݌ሺܶሻ> for all queries in the training 
corpus, where f(ti) is the feature vector of ti, which will be described in Section 2.4. 

The regression model we adopt is Support Vector Regression (SVR), which is a 
regression analysis technique based on SVM [17]. The aim of SVR is to find the most 
appropriate hyperplane w which is able to predict the distribution of data points accu-
rately. Thus, r can be interpreted as a function that seeks the least dissimilarity be-
tween ground truth yi = ሺ݂݌ሺܶሻ െ ሺ݂ܶ݌ െ ሼݐ௜ሽሻሻ/݂݌ሺܶሻ and predicted value r(ti), and r 
is required to be in the form of w f(ti)+b. Finding function r is therefore equivalent to 
solving the convex optimization problem: 

 ௪, ௕ ,క೔,భ݊݅ܯ
,క೔,మ   12 ԡ࢝ԡଶ ൅ ܥ ෍ ሺߦ௜,ଵ ൅௜  ௜,ଶሻ. (3)ߦ

subject to: 

׊ ௜ݐ ∈ ܶ                     yi  (w f(ti)+b) ൒ ߝ ൅ ௜,ଵߦ (4) 

׊ ,௜,ଵߦ  :݅ ௜,ଶߦ ൒ 0            (w f(ti)+b)  yi ൒ ߝ ൅ ௜,ଶߦ . (5) 

where C determines the tradeoff between the flatness of r and the amount up to which 
deviations larger than ε are tolerated, ε is the maximum acceptable difference between 
the predicted and actual values we wish to maintain, and ߦ௜,ଵ and ߦ௜,ଶ are slack va-
riables that cope with otherwise infeasible constraints of the optimization problem. 
We use the SVR implementation of LIBSVM [8] to solve the optimization problem. 

Ranking terms in query term space T={t1, …, tn} according to their effectiveness is 
then equivalent to applying regression function to each ti; hence, we are able to sort 
terms ti T into an ordering sequence of effectiveness or ineffectiveness by r(ti). 

2.3   Generation and Reduction 

Algorithms Generation and Reduction formulate queries by greedily selecting effec-
tive terms or dropping ineffective terms from space T based on function r. 

When formulating a query from query term space T, the Generation algorithm 
computes a measure of effectiveness r(ti) for each term ti T, includes the most 
effective term ti

* and repeats the process until k terms are chosen (where k is a empiri-
cal value given by users). Note that T is changed during the selection process, and 
thus statistical features should be re-estimated according to new T. The selection of 
the best candidate term ensures that the current selected term ti

* is the most informa-
tive one among those that are not selected yet. 

∈

∈
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Compared to generation, the Reduction algorithm always selects the most ineffec-
tive term from current T in each iteration. Since users may introduce noisy terms in 
query term space T, Reduction aims to remove such ineffective terms and will repeat 
the process until |T|-k terms are chosen. 

 

Fig. 1. The Generation Algorithm and the Reduction Algorithm 

2.4   Features Used for Term Selection 

Linguistic and statistical features provide important clues for selection of good query 
terms from viewpoints of users and collections, and we use them to train function r. 

Linguistic Features: Terms with certain linguistic properties are often viewed se-
mantics-bearing and informative for search. Linguistic features of query terms are 
mainly inclusive of parts of speech (POS) and named entities (NE). In our experi-
ment, the POS features comprise noun, verb, adjective, and adverb, the NE features 
include person names, locations, organizations, and time, and other linguistic features 
contain acronym, size (i.e., number of words in a term) and phrase, all of which have 
shown their importance in many IR applications. The values of these linguistic fea-
tures are binary except the size feature. POS and NE are labeled manually for high 
quality of training data, and can be tagged automatically for purpose of efficiency 
alternatively. 

Statistical Features: Statistical features of term ti refer to the statistical information 
about the term in a document collection. This information could be about the term 
itself such as term frequency (TF) and inverse document frequency (IDF), or the rela-
tionship between the term and other terms in space T. We present two methods for 
estimating such term relationship. The first method depends on co-occurrences of 
terms ti and tj (tj T, ti≠tj) and co-occurrences of terms ti and T-{ti} in the document 
collection. The former is called term-term co-occur feature while the latter is called 
term-topic co-occur feature. The second method extracts so-called context vectors as 
features from the search results of ti, tj, and T-{ti}, respectively. The term-term context 
feature computes the similarity between the context vectors of ti and tj while the term-
topic context feature computes the similarity between context vectors of ti and T-{ti}.  

Term-term & term-topic co-occur features: The features are used to measure whether 
query term ti itself could be replaced with another term tj (or remaining terms T-{ti}) in 

Algorithm Generation Algorithm  Reduction
Input: T={t1,t2,…,tn} (query term space)

k (# of terms to be selected)
∆q←{ }

for i = 1 to k do∗ ← ∈ { {(݅ݐ)
∆q← ∆q ∪ { ∗}
T← T −{ ∗}

end
Output ∆q

Input: T={t1,t2,…,tn} (query term space)
k (# of terms to be selected)
∆q←{ t1,t2,…,tn }

for i = 1 to n-k do∗ ← ∈ { {(݅ݐ)ݎ
∆q← ∆q − { ∗}
T← T −{ ∗}

end
Output ∆q

∈
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T and how much the intension is. The term without substitutes is supposed to be impor-
tant in T. Point-wise mutual information (PMI), Chi-square statistics (X2), and log-
likelihood ratio (LLR) are used to measure co-occurrences between ti and Z, which is 
either tj or T-{ti} in this paper. Suppose that N is the number of documents in the collec-
tion, a is the number of documents containing both ti and Z, denoted as a = #d(ti,Z). 
Similarly, we denote b = #d(ti ,~Z) c = #d(~ti,Z) and d = #d(~ti,~Z) i.e., Z=N-a-b-c.  

PMI is a measure of how much term ti tells us about Z. PMIሺt୧, Zሻ ൌ logሾpሺt୧, Zሻ/pሺt୧ሻpሺZሻሿ ൎ logሾa ൈ N/ሺa ൅ bሻሺa ൅ cሻሿ (6) 

X2 compares the observed frequencies with frequencies expected for independence. χଶሺt୧, Zሻ ൌ ሾN ൈ ሺa ൈ d െ b ൈ cሻଶሿ/ሾሺa ൅ bሻሺa ൅ cሻሺb ൅ dሻሺc ൅ dሻሿ (7) 

LLR is a statistical test for making a decision between two hypotheses of dependency 
or independency based on the value of this ratio. െ2 log LLRሺt୧, Zሻ ൌ a log a ൈ Nሺa ൅ bሻሺa ൅ cሻ ൅ b log b ൈ Nሺa ൅ bሻሺb ൅ dሻ ൅ c log c ൈ Nሺc ൅ dሻሺa ൅ cሻ ൅ d log d ൈ Nሺc ൅ dሻሺb ൅ dሻ ሺ8ሻ 

We make use of average, minimum, and maximum metrics to diagnose term-term co-
occur features over all possible pairs of (ti,tj), for any ݐ௝ ്  : ௜ݐ

௔݂௩௚௑ ሺݐ௜ሻ ൌ ଵ|்| ∑ ܺሺ׊௧ೕ∈்,௧೔ஷ௧ೕ ,௜ݐ  ௝ሻ, (9)ݐ

௠݂௔௫௑ ሺݐ௜ሻ ൌ max׊௧ೕ∈்,௧೔ஷ௧ೕX൫ݐ௜, ௝൯ݐ ܽ݊݀ ௠݂௜௡௑ ሺݐ௜ሻ ൌ min׊௧ೕ∈்,௧೔ஷ௧ೕXሺݐ௜,  ௝ሻ (10)ݐ

where X is PMI, LLR or X2. Moreover, given T={t1, …, tn} as a training query term 
space, we sort all terms ti according to their ௔݂௩௚௑ ሺݐ௜ሻ, ௠݂௔௫௑ ሺݐ௜ሻ, or ௠݂௜௡௑ ሺݐ௜ሻ, and their 
rankings varied from 1 to n are treated the additional features. 

The term-topic co-occur features are nearly identical to the term-term co-occur 
features with an exception that term-topic co-occur features are used in measuring the 
relationship between ti and query topic T-{ݐ௜}. The co-occur features can be quickly 
computed from the indices of IR systems with caches. 

Term-term & term-topic context features: The co-occurrence features are reliable for 
estimating the relationship between high-frequency query terms. Unfortunately, term 
ti is probably not co-occurring with T-{ti} in the document collection at all. The con-
text features are hence helpful for low-frequency query terms that share common 
contexts in search results. More specifically, we generate the context vectors from the 
search results of ti and tj (or T-{ti}), respectively. The context vector is composed of a 
list of pairs <document ID, relevance score>, which can be obtained from the search 
results returned by IR systems. The relationship between ti and tj (or T-{ti}) is cap-
tured by the cosine similarity between their context vectors. Note that to extract the 
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context features, we are required to retrieve documents. The retrieval performance 
may affect the quality of the context features and the process is time-consuming. 

3   Experiments 

3.1   Experiment Settings  

We conduct extensive experiments on NTCIR-4 and NTCIR-5 English-English ad-
hoc IR tasks. Table 1 shows the statistics of the data collections. We evaluate our 
methods with description queries, whose average length is 14.9 query terms. Both 
queries and documents are stemmed with the Porter stemmer and stop words are re-
moved. The remaining query terms for each query topic form a query term space T. 
Three retrieval models, the vector space model (TFIDF), the language model (Indri) 
and the probabilistic model (Okapi), are constructed using Lemur Toolkit [21], for 
examining the robustness of our methods across different frameworks. MAP is used 
as evaluation metric for top 1000 documents retrieved. To ensure the quality of the 
training dataset, we remove the poorly-performing queries whose average precision is 
below 0.02. As different retrieval models have different MAP on the same queries, 
there are different numbers of training and test instances in different models. We up-
sample the positive instances by repeating them up to the same number as the nega-
tive ones. Table 2 summarizes the settings for training instances. 

Table 1. Adopted dataset after data
clean. Number of each setting is shown
in each row for NTCIR-4 and NTCIR-5

Table 2. Number of training instances. (x : y) shows
the number of positive (x) and negative (y) MAP gain
instances, respectively 

 NTCIR-4 NTCIR-5  Indri TFIDF Okapi 

 

#(query topics) 

<desc> 

58 

<desc> 

47 

Original 674(156:518) 702(222:480) 687(224:463) 

Upsample 1036(518:518) 960(480:480) 926(463:463) 

#(distinct terms) 865 623 Train 828(414:414) 768(384:384) 740(370:370) 
#(terms/query) 14.9 13.2 Test 208(104:104) 192(96:96) 186 (93:93) 

3.2   Performance of Regression Function 

We use 5-fold cross validation for training and testing our regression function r. To 
avoid inside test due to up-sampling, we ensure that all the instances in the training 
set are different from those of the test set. The ܴଶ statistics (ܴଶ∈[0, 1]) is used to 
evaluate the prediction accuracy of our regression function r:             ܴଶ ൌ ∑ ሺݕ௜௜ െ yො௜ሻଶ∑ ሺݕ௜௜ െ yതሻଶ , (11) 

where R2 explains the variation between true label ݕ௜=ሺ݂݌ሺܶሻ െ ሺ݂ܶ݌ െ ሼݐ௜ሽሻሻ/݂݌ሺܶሻ 
and fit value yො௜=wf(ti)+b for each testing query term ti∈T, as explained in Section 2.2. yത is the mean of the ground truth. 
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Table 3 shows the R2 values of different combinations of features over different  
retrieval models, where two other features are taken into account for comparison. 
Content load (Cl) [14] gives unequal importance to words with different POS. Our 
modified content load (m-Cl) sets weight of a noun as 1 and the weights of adjectives, 
verbs, and participles as 0.147 for IR. Our m-SCS extends the simplified clarity score 
(SCS) [9] as a feature by calculating the relative entropy between query terms and 
collection language models (unigram distributions). 

It can be seen that our function r is quite independent of retrieval models. The per-
formance of the statistical features is better than that of the linguistic features because 
the statistical features reflect the statistical relationship between query terms in the 
document collections. Combining both outperforms each one, which reveals both 
features are complementary. The improvement by m-Cl and m-SCS is not clear due to 
their similarity to the other features. Combining all features achieves the best R2 value 
0.945 in average, which guarantees us a large portion of explainable variation in y and 
hence our regression model r is reliable. 

Table 3. R2 of regression model r with multiple combinations of training features. L: linguistic 
features; C1: co-occurrence features; C2: context features 

 

3.3   Correlation between Feature and MAP 

Yet another interesting aspect of this study is to find out a set of key features that play 
important roles in document retrieval, that is, the set of features that explain most of 
the variance of function r.  This task can usually be done in ways fully-addressed in 
regression diagnostics and subset selection, each with varying degrees of complexity.  
One common method is to apply correlation analysis over the response and each pre-
dictor, and look for highly-correlated predictor-response pairs.  

Three standard correlation coefficients are involved, including Pearson's product-
moment correlation coefficient, Kendall's tau, and Spearman's rho.  The results are 
given in Fig. 2, where x-coordinate denotes features and y-coordinate denotes the 
value of correlation coefficient. From Fig. 2, two context features, “cosine” and “co-
sineinc”, are found to be positively- and highly-correlated (ρ>0.5) with MAP, under 
Pearson's coefficient.  The correlation between the term-term context feature (cosine) 
and MAP even climbs up to 0.8. For any query term, high context feature value indi-
cates high deviation in the result set caused by removal of the term from the query 
topic. The findings suggest that the drastic changes incurred in document ranking by 
removal of a term can be a good predictor. The tradeoff is the high cost in feature 

Performance of 
Regression 

Model r

One Group of Features Two Groups of Features Three Four (3+1) All

L C1 C2 L&C1 L&C2 C1&C2 L&C1 &C2 m-Cl m-SCS

R2

Indri 0.120 0.145 0.106 0.752 0.469 0.285 0.975 0.976 0.975 0.976

TFIDF 0.265 0.525 0.767 0.809 0.857 0.896 0.932 0.932 0.932 0.932

Okapi 0.217 0.499 0.715 0.780 0.791 0.910 0.925 0.926 0.925 0.926
Avg. 0.201 0.390 0.529 0.781 0.706 0.697 0.944 0.945 0.944 0.945
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computation because a retrieval processing is required. The co-occurrence features 
such as PMI, LLR, and χ2 also behave obviously correlated to MAP. The minimum 
value of LLR correlates more strongly to MAP than the maximum one does, which 
means that the independence between query terms is a useful feature. 

In the linguistic side, we find that two features “size” and “phrase” show positive, 
medium-degree correlation (0.3<ρ<0.5) with MAP.  Intuitively, a longer term might 
naturally be more useful as a query term than a shorter one is; this may not always be 
the case, but generally it is believed a shorter term is less informative due to the am-
biguity it encompasses.  The same rationale also applies to “phrase”, because terms 
of noun phrases usually refer to a real-world event, such as “911 attack” and “4th of 
July”, which might turn out to be the key of the topic. 

We also notice that some features, such as “noun” and “verb”, pose positive influ-
ence to MAP than others do, which shows high concordance to a common thought in 
NLP that nouns and verbs are more informative than other type of words.  To our 
surprises, NE features such as “person”, “geo”, “org” and “time” do not show as high 
concordance as the others.  This might be resulted from that the training data is not 
sufficient enough.  Features “idf” and “m-SCS” whose correlation is highly notable 
have positive impacts. It supports that the statistical features have higher correlation 
values than the linguistics ones. 

 

Fig. 2. Three correlation values between features and MAP on Okapi retrieval model 

3.4   Evaluation on Information Retrieval 

In this section, we devise experiments for testing the proposed query formulation 
algorithms. The benchmark collections are NTCIR-4 and NTCIR-5. The experiments 
can be divided into two parts: the first part is a 5-fold cross-validation on NTCIR-4 
dataset, and in the second part we train the models on NTCIR-4 and test them on 
NTCIR-5. As both parts differ only in assignment of the training/test data, we will 
stick with the details for the first half (cross-validation) in the following text. 

The result is given in Table 4. Evaluation results on NTCIR-4 and NTCIR-5 are 
presented in the upper- and lower-half of the table, respectively. We offer two base-
line methods in the experiments: “BL1” puts together all the query terms into one 
query string, while “BL2” only consider nouns as query terms since nouns are 
claimed to be more informative in several previous works. Besides, the upper bound 
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UB is presented in the benchmark: for each topic, we permute all sub queries and 
discover the sub-query with the highest MAP. As term selection can also be treated as 
a classification problem, we use the same features of our regression function r to train 
two SVM classifiers, Gen-C and Red-C. Gen-C selects terms classified as “effective” 
while Red-C removes terms classified as “ineffective”. Gen-R and Red-R denote our 
Generation and Reduction algorithms, respectively. The retrieval results are presented 
in terms of MAP. Gain ratios in MAP with respect to the two baseline methods are 
given in average results. We use two-tailed t-distribution in the significance test for 
each method (against the BL1) by viewing AP values obtained in all query session as 
data points, with p<0.01 marked ** and p<0.05 marked *. 

Table 4. MAP of baseline and multiple proposed methods on NTCIR-4 <desc> regression 
model. (+x, +y) shows the improvement percentage of MAP corresponding to BL1 and BL2. 
TFIDF and Okapi models have PRF involved, Indri model does not. Best MAP of each retriev-
al model is marked bold for both collections. 

Settings Method Indri TFIDF Okapi Avg. 

NTCIR-4 
<desc> 
Queries 

UB 0.2233 0.3052 0.3234 0.2839 
BL1 0.1742 0.2660 0.2718 0.2373 
BL2 0.1773 0.2622 0.2603 0.2332 
Gen-C 0.1949** 0.2823** 0.2946** 0.2572(+8.38%,+10.2%) 
Gen-R 0.1954** 0.2861** 0.2875* 0.2563(+8.00%,+9.90%) 
Red-C 0.1911** 0.2755** 0.2854** 0.2506(+5.60%,+7.46%) 
Red-R 0.1974** 0.2773** 0.2797 0.2514(+5.94%,+7.80%) 

NTCIR-5 
<desc> 
Queries 

UB 0.1883 0.2245 0.2420 0.2182 
BL1 0.1523 0.1988 0.1997 0.1836 
BL2 0.1543 0.2035 0.1969 0.1849 
Gen-C 0.1699** 0.2117* 0.2213* 0.2009(+9.42%,+8.65%) 
Gen-R 0.1712** 0.2221* 0.2232* 0.2055(+11.9%,+11.1%) 
Red-C 0.1645** 0.2194* 0.2084 0.1974(+7.51%,+6.76%) 
Red-R 0.1749** 0.2034** 0.2160* 0.1981(+7.89%,+7.13%) 

 

From Table 4, the MAP difference between two baseline methods is small. This 
might be because some nouns are still noisy for IR. The four generation and reduction 
methods significantly outperform the baseline methods. We improve the baseline 
methods by 5.60% to 11.9% in the cross-validation runs and on NTCIR-5 data. This 
result shows the robustness and reliability of the proposed algorithms. Furthermore, 
all the methods show significant improvements when applied to certain retrieval mod-
els, such as Indri and TFIDF; performance gain with Okapi model is less significant 
on NTCIR-5 data, especially when reduction algorithm is called for. The regression 
methods generally achieve better MAP than the classification methods. This is be-
cause the regression methods always select the most informative terms or drop  
the most ineffective terms among those that are not selected yet. The encouraging 
evaluation results show that, despite the additional costs on iterative processing, the 
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performance of the proposed algorithms is effective across different benchmark col-
lections, and based on a query term space T, the algorithms are capable of suggesting 
better ways to form a query. 

We further investigate the impact of various ranking schemes based on our pro-
posed algorithms. The ranking scheme in the Generation algorithm (or the Reduction 
algorithm) refers to an internal ranking mechanism that decides which term shall be 
included in (or discarded away). Three types of ranking schemes are tested based on 
our regression function r. “max-order” always returns the term that is most likely to 
contribute relevance to a query topic, “min-order” returns the term that is most likely 
to bring in noise, and “random-order” returns a randomly-chosen term. 

Figure 3 shows the MAP curve for each scheme by connecting the dots at (1, 
MAP(1)), … , (n, MAP(n)), where MAP(i) is the MAP obtained at iteration i. It tells that 
the performance curves in the generation process share an interesting tendency: the 
curves keep going up in first few iterations, while after the maximum (locally to each 
method) is reached, they begin to go down rapidly. The findings might informally 
establish the validity of our assumption that a longer query topic might encompass 
more noise terms. The same “up-and-down” pattern does not look so obvious in the 
reduction process; however, if we take the derivative of the curve at each iteration i 
(i.e., the performance gain/loss ratio), we might find it resembles the pattern we have 
discovered. We may also find that, in the generation process, different ranking 
schemes come with varying degrees of MAP gains. The ranking scheme “max-order” 
constantly provides the largest performance boost, as opposed to the other two 
schemes. In the reduction process, “max-order” also offers the most drastically per-
formance drop than the other two schemes do. Generally, in the generation process, 
the best MAP value for each setting might take place somewhere between iteration 
n/2 to 2n/3, given n is the size of the query topic. 

 

Fig. 3. MAP curves based on regression model for description queries of NTCIR-4 on TFIDF 
model, each with three selection order. X coordinate is # of query terms; Y coordinate is MAP. 

4   Discussions and Conclusions 

In this paper, we propose an approach to measure and predict the impact of query 
terms, based on the discovery of linguistic, co-occurrence, and contextual features, 
which are analyzed by their correlation with MAP. Experimental results show that our 
query formulation approach significantly improves retrieval performance. 

The proposed method is robust and the experimental results are consistent on dif-
ferent retrieval models and document collections. In addition, an important aspect of 
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this paper is that we are able to capture certain characteristics of query terms that are 
highly effective for IR. Aside from intuitive ideas that informative terms are often 
lengthy and tagged nouns as their POS category, we have found that the statistical 
features are more likely to decide the effectiveness of query terms than linguistics 
ones do. We also observe that context features are mostly correlated to MAP and thus 
are most powerful for term difficulty prediction. However, such post-retrieval features 
require much higher cost than the pre-retrieval features, in terms of time and space. 

The proposed approach actually selects local optimal query term during each itera-
tion of generation or reduction. The reason for this greedy algorithm is that it is inap-
propriate to exhaustively enumerate all sub-queries for online applications such as 
search engines. Further, it is challenging to automatically determine the value of pa-
rameter k in our algorithms, which is selected to optimize the MAP of each query 
topic. Also, when applying our approach to web applications, we need web corpus to 
calculate the statistical features for training models. 

References 

1. Allan, J., Callan, J., Croft, W.B., Ballesteros, L., Broglio, J., Xu, J., Shu, H.: INQUERY at 
TREC-5. In: Fifth Text REtrieval Conference (TREC-5), pp. 119–132 (1997) 

2. Amati, G., Carpineto, C., Romano, G.: Query difficulty, robustness, and selective applica-
tion of query expansion. In: McDonald, S., Tait, J.I. (eds.) ECIR 2004. LNCS, vol. 2997, 
pp. 127–137. Springer, Heidelberg (2004) 

3. Bendersky, M., Croft, W.B.: Discovering key concepts in verbose queries. In: 31st annual 
international ACM SIGIR, pp. 491–498 (2008) 

4. Cao, G., Nie, J.Y., Gao, J.F., Robertson, S.: Selecting good expansion terms for pseudo-
relevance feedback. In: 31st annual international ACM SIGIR, pp. 243–250 (2008) 

5. Carmel, D., Yom-Tov, E., Soboroff, I.: SIGIR Workshop Report: Predicting Query Diffi-
culty - Methods and Applications. In: Workshop Session: SIGIR, pp. 25–28 (2005) 

6. Carmel, D., Yom-Tov, E., Darlow, A., Pelleg, D.: What makes a query difficult? In: 29th 
annual international ACM SIGIR, pp. 390–397 (2006) 

7. Carmel, D., Farchi, E., Petruschka, Y., Soffer, A.: Automatic query refinement using lexi-
cal affinities with maximal information gain. In: 25th annual international ACM SIGIR, 
pp. 283–290 (2002) 

8. Chang, C.C., Lin, C.J.: LIBSVM (2001),  
http://www.csie.ntu.edu.tw/~cjlin/libsvm 

9. He, B., Ounis, I.: Inferring query performance using pre-retrieval predictors. In: 11th In-
ternational Conference of String Processing and Information Retrieval, pp. 43–54 (2004) 

10. Jones, R., Fain, D.C.: Query word deletion prediction. In: 26th annual international ACM 
SIGIR, pp. 435–436 (2003) 

11. Kumaran, G., Allan, J.: Effective and efficient user interaction for long queries. In: 31st 
annual international ACM SIGIR, pp. 11–18 (2008) 

12. Kumaran, G., Allan, J.: Adapting information retrieval systems to user queries. In: Infor-
mation Processing and Management, pp. 1838–1862 (2008) 

13. Kwok, K.L.: A new method of weighting query terms for ad-hoc retrieval. In: 19th annual 
international ACM SIGIR, pp. 187–195 (1996) 

14. Lioma, C., Ounis, I.: Examining the content load of part of speech blocks for information 
retrieval. In: COLING/ACL 2006 Main Conference Poster Sessions (2006) 



180 C.-J. Lee et al. 

15. Mandl, T., Womser-Hacker, C.: Linguistic and statistical analysis of the CLEF topics. In: 
Third Workshop of the Cross-Language Evaluation Forum CLEF (2002) 

16. Mothe, J., Tanguy, L.: ACM SIGIR 2005 Workshop on Predicting Query Difficulty - Me-
thods and Applications (2005) 

17. Vapnik, V.N.: Statistical Learning Theory. John Wiley & Sons, Chichester (1998) 
18. Yom-Tov, E., Fine, S., Carmel, D., Darlow, A., Amitay, E.: Juru at TREC 2004: Experi-

ments with prediction of query difficulty. In: 13th Text Retrieval Conference (2004) 
19. Zhou, Y., Croft, W.B.: Query performance prediction in Web search environments. In: 

30th Annual International ACM SIGIR Conference, pp. 543–550 (2007) 
20. Zhou, Y., Croft, W.B.: Ranking Robustness: A novel framework to predict query perfor-

mance. In: 15th ACM international conference on Information and knowledge manage-
ment, pp. 567–574 (2006) 

21. The Lemur Toolkit:  
http://www.lemurproject.org/ 



G.G. Lee et al. (Eds.): AIRS 2009, LNCS 5839, pp. 181–192, 2009. 
© Springer-Verlag Berlin Heidelberg 2009 

Discovering Volatile Events in Your Neighborhood: 
Local-Area Topic Extraction from Blog Entries 

Masayuki Okamoto and Masaaki Kikuchi 

Corporate R&D Center, Toshiba Corporation 
1 Komukai Toshiba-cho, Saiwai-ku, Kawasaki 212-8582, Japan 

masayuki4.okamoto@toshiba.co.jp 

Abstract. This paper presents a method for the detection of occasional or vola-
tile local events using topic extraction technologies. This is a new application of 
topic extraction technologies that has not been addressed in general location-
based services. A two-level hierarchical clustering method was applied to topics 
and their transitions using time-series blog entries collected with search queries 
including place names. According to experiments using 764 events from 37 lo-
cations in Tokyo and its vicinity, our method achieved 77.0% event findability. 
It was found that the number of blog entries in urban areas was sufficient for the 
extraction of topics, and the proposed method could extract typical volatile 
events, such as performances of music groups, and places of interest, such as 
popular restaurants. 

Keywords: Hot topic extraction, hierarchical clustering, locality. 

1   Introduction 

Along with the spread of mobile terminals, such as cellular phones and mobile per-
sonal computers, there has been growth in location-based services (LBSs) [16], such 
as car navigation systems, personal navigation systems, and location-based recom-
mendation. Such LBSs mainly deal with static POI (point of interest) data and usually 
do not pay attention to occasional or volatile events, such as performances of singers 
on street corners, and new topical spots. Usually, it is difficult to find out about such 
events, and even if one does, it could be after the event. 

The features of volatile events include the following: one or more words about an 
event or topic are mentioned in blog entries frequently in a short period, and these 
words correlate with a specific place name. For example: 

• I enjoyed XX at the new YY restaurant near the ZZ station. 
• XX event at YY was very exciting! 

With regard to the first feature, many techniques related to hot topic extraction such 
as a timeline analysis-based method [1] or the burst detection method [10], which 
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detects the increase in the number of documents following the occurrence of an event 
[7], is often applied to news documents or blog entries. However, the number of web-
pages that mention a particular local event is often too small for the successful extrac-
tion of topics. 

With regard to the second feature, one of the issues concerns determining the type 
of location name that would be useful. In urban areas in Japan, many places are near 
one or more train stations, and station names are possible keys for accessing local 
events. Moreover, the locality of each event, the fact that topic terms appear only in a 
few specific locations, can be used as well as the topicality of each event. 

As one solution, this study proposes a topic extraction method that finds new or 
volatile events from time-series text data obtained from blog searches carried out 
using a query including station names. 

Although there have been studies on clustering and topic detection for webpages or 
blog entries, transitory location-based events have not been dealt with. The purpose of 
this paper is to investigate this issue. In this study, a topic extraction method based on 
a two-level topic clustering technique for time-series documents [9], which was ap-
plied to Japanese EPG (electronic program guide) data in the previous report, is used. 
Moreover, the techniques of named entity recognition and locality calculation are 
introduced in this paper. 

The remainder of this paper is organized as follows. Section 2 shows the flow of 
the local-area topic extraction method. Section 3 reports on experiments for evaluat-
ing our local-area topic extraction method. Section 4 shows related works. 

2   Local-Area Topic Extraction 

We define the problem of local event detection as a variation of the hot topic extrac-
tion task. In this section, the extraction method is introduced. 

2.1   Overview 

Figure 1 shows the process flow of the proposed topic extraction method. 

First, blog entries are collected in advance. Entries are collected hourly in the RSS 
(rich site summary) format with a common blog search engine using query words 
including geographic names such as ‘Tokyo’ or ‘Akihabara.’ Then, the prefiltering 
module removes entries including NG terms usually used for advertising or offensive 
to public order and morals. 

Second, document vectors are generated from the collected entries using morpho-
logical analysis, named entity recognition, and IDF-based weighting function, and 
topics are extracted using the hierarchical clustering technique. An agglomerative 
approach [8] in which the Euclidean distance is used as the distance metric is em-
ployed. Then, the topic words for each topic cluster are extracted using the C-value 
technique [6]. 
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Fig. 1. Process flow of topic and event extraction in the two-level hierarchical clustering method 

Third, second-level clustering is performed and subtopic clusters are extracted. A 
subtopic means a secondary important event or a shorter-term event in the topic. In 
this process, the time difference is additionally considered as a distance metric for 
detecting events within the same period. The subtopic words for each subtopic cluster 
are then extracted with the C-value technique, and the postfiltering process is per-
formed to remove entries irrelevant to the topic, which are sometimes extracted when 
the topic word used is too general. 

Finally, the topicality score is calculated for each topic. The topicality score is de-
fined as the ratio of the short-term (2 days in this paper) average frequency of a topic 
to the long-term (3 days in this paper) average frequency of the same topic. If the Z 
test shows that the topicality score is significantly large for a topic, the topic is consi-
dered to be a hot topic. The locality score is also calculated for each topic. The locali-
ty score is defined as the number of locations at which a topic appears on the same 
day. A large locality score means that the topic appears in many locations and the 
topic is not a local event. Thus, events that share the same topic word are removed in 
this process. 

Using the above method, the hot topics for each area are extracted. Figure 2 shows 
examples of extracted topics. This style is compact and applicable for a small display 
on a mobile terminal. 

2nd level clustering with time-based
weighting and subtopic word extraction

1st  level agglomerative hierarchical
clustering and topic word extraction

Blog entry collection in RSS format
with queries including place names

Prefiltering (NG terms) 

Document vector generation
with morphological analysis

Postfiltering (too general terms) 
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document from blog 
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Topic clusters

Query ‘Akihabara’

Topicality score and locality calculation
and topic sorting Topic clusters with subtopics

Blog entries on the web
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2.2   Topic Extraction 

In the first-level clustering, cosine measure is used to calculate the similarity ݏ௔௕be-
tween two documents ܽ and ܾ as follows: 

௔௕ݏ ൌ ࢇࢊ ·  ௕ԡࢊ௔ԡԡࢊԡ࢈ࢊ

where ࢊ௔  and ࢊ௕  are document vectors. Each term ݓ  in a document vector ࢊ is 
acquired by morphological analysis and named entity recognition (NER), and the 
corresponding weight is calculated with the IDF (inversed document frequency) as 
follows: idfሺݓሻ ൌ logଵ଴ ܰdfሺݓሻ ൅ 1 

where ܰ  is the number of documents and dfሺݓሻ  is the number of documents in 
which ݓ appears at least once. NER seeks to locate and classify atomic elements in 
text into predefined categories such as the names of persons, organizations, locations, 
expressions of time, quantities, monetary values, and percentages. NER systems have 
been created that use linguistic grammar-based techniques as well as statistical mod-
els [2]. We currently use linguistic rule-based techniques with over one hundred ge-
neric named entity classes covering person names, place names, organization names, 
numbers, and so on, originally developed for a question answering system [14]. 

 

Fig. 2. Examples of extracted topics. Each topic includes a topic word and subtopic words. 

Topics are extracted with the agglomerative clustering process by folding two clus-
ters with the largest similarity score until the largest similarity score becomes lower 
than a threshold ்ߠ . When two clusters are folded, document vectors composing 
clusters are added as follows: ࢊ௔௕ ൌ ௔ࢊ ൅  . ௕ࢊ

Name of a club with live music
near ‘Akasaka’ station

Topic word Subtopic words

Name of a music group

Safety event
with a famous celebrity 

Performance
by a music group

Anti-drug live performance 
by a reunited music group

Name of a celebrity

Reunited concert

Name of a music group
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2.3   Topic Word Extraction 

A topic word is extracted from each topic cluster with a modified version of  
the C-value method [6]. The C-value of a candidate collocation cݓ is calculated as 
follows: C‐valueሺܿݓሻ ൌ ሺlengthሺܿݓሻ െ 1ሻ ൬nሺܿݓሻ െ tሺܿݓሻcሺܿݓሻ൰ 

1where lengthሺܿݓሻ is the number of characters, nሺܿݓሻ is the number of times ܿݓ 
appears, tሺܿݓሻ is the total frequency of ܿݓ  in longer candidate collocations, and cሺܿݓሻ is the number of those candidate collocations. In this paper, the number of 
characters is used for lengthሺܿݓሻ because we put higher priority on a long word than 
a collocation with short words, though lengthሺܿݓሻ is the number of words in the 
original version of C-value. Finally, a collocation with the highest C-value is selected 
as the topic word. 

2.4   Subtopic Extraction 

For the topic extraction described in Section 2.2, subtopics are extracted with the 
second-level clustering. In this process, a time-based similarity function is addition-
ally introduced. A decaying function ܹሺܽ, ܾሻ for the similarity between clusters ܽ 
and ܾ is as follows: ܹሺܽ, ܾሻ ൌ expሺെαሺݐ௔ ൅   ௕ሻଶሻݐ

where ݐ௔ and ݐ௕ are the average times when the clusters ܽ and ܾ occurred respec-
tively, and α is a constant value. Finally, similarity ̂ݏ௔௕  between the clusters ܽ and ܾ is  ̂ݏ௔௕ ൌ ܹሺܽ, ܾሻ · ௔௕ݏ  . 

In addition, the IDF score for each word is recalculated on the condition that docu-
ments in the cluster are considered as the document set. Through this process, the 
weight for topic word decreases and the other words’ weight increases. Thus, subtopic 
words are expected to be extracted. As described in Section 2.2, subtopics are ex-
tracted with the agglomerative clustering process by folding two clusters with the 
largest similarity score until the largest similarity score ̂ݏ  becomes lower than a 
threshold ߠா, and then subtopic words are extracted by the same process described in 
Section 2.3. 

2.5   Topicality and Locality Calculation 

Hot topics appear more frequently in the nearest days. For example, a hot topic ap-
pears more frequently in the nearest three days than in the nearest seven days. There-
fore, we need to determine whether or not the number of short-term occurrences is 
significantly larger than the number of long-term occurrences. 
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We assume that the long-term occurrence follows the rectangular distribution and 
determine the topicality by testing the null hypothesis ‘the short-term occurrence also 
follows the rectangular distribution in the same way as the long-term occurrence’ with 
Z test. 

If the probability of occurrence of a document follows rectangular distribution, we 
can assume that the distribution of the number of documents that occurred in the latest ݊ days ݒ follows a binomial distribution with the occurrence probability ݌ ൌ ݊/ܰ 
and the trial number of times ݑ  . It is known that a probability function ܲݎሺݒሻ ൌ௨ C௩ݒ݌ሺ1 െ ሻ௨ି௩݌  can be approximated by a normal distribution ሺ݌ݑ, ሺ1݌ݑ െ  ሻሻ. Thus, the value of Z with the number of observed documents in the݌
latest ݊ days ݒ଴ is calculated with Z ൌ ௩బି௨௣ට൫୳୮ሺଵି୮ሻ൯ . 

We used Z score for the rank of each topic, i.e., the higher Z score a topic has, the 
higher the topic is ranked. In this paper, we used one day for the short term and three 
days for the long term. 

For finding a local event, locality is also important. When a hot topic appears only 
in a place, it will be a local event, while a hot topic which appears in many places is 
not a local event but a pervasive event. In fact, events that share the same topic word 
are removed in this process. 

Finally, topics sorted by topicality score are shown as Figure 2. 

3   Experiments 

We investigated to what degree extracted topics are appropriate as local events. 

3.1   Topic Extraction Test Collection from Local Blogs 

Before the experiment, we investigated what location is applicable. The number of 
relevant topics that could be extracted from local blogs was investigated. First, blogs 
were collected in advance for 856 train stations in Tokyo and Kanagawa in the first 
half of December 2008. Then, some of the stations were selected and topics were 
extracted to investigate the types of events that could be extracted. 

Figure 3 shows the distribution of the number of blog entries. From this data it was 
found that there were 95 stations with 100 or more blog entries per day on average, a 
number considered sufficient to extract topics. Other stations had fewer entries, but it 
was still possible to extract small events that were referred to by a number of blog 
entries at around the same time. Therefore, the data in Figure 3 indicates that the 
number of entries is sufficient for detecting transitory events in large urban areas. 

We introduce two kinds of location sets from top-rated locations: the vague loca-
tion set and the non-vague location set. 

The vague location is a location whose name is used not only for the local area but 
also for the wider area. For example, the word ‘Tokyo’ may be used to indicate the 
station name (Tokyo Station), the city itself, or the greater Tokyo area, which includes 
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Fig. 3. Distribution of blog entries for 856 stations in Tokyo and Kanagawa in the first half of 
December 2008. One or more topics are extracted from 853 stations. 

parts of the surrounding prefectures. Another example is the word ‘Kawasaki.’ This 
word may be used not only for the station name or the city itself but also for the last 
name of a person. 

The non-vague location is a location whose name is used almost only for a local 
area. For example, the word ‘Akihabara’ may be used only to indicate Akihabara 
Station and its vicinity. 

We chose 14 locations for the vague location set and 23 locations for the non-
vague location set from locations with 10,000 or more blog entries in the first half of 
December 2008 (Table 1). 

Table 1. Selected locations 

Vague locations Akasaka, Fuchu, Ginza, Kamakura, Kawasaki, 
Machida, Meguro, Nihonbashi, Ryogoku, Shibuya, 
Shinagawa, Tokyo, Ueno, Yokohama 

Non-vague 
locations  
 

Akihabara, Asakusa, Chigasaki, Daiba, Daikanyama, 
Ebisu, Harajuku, Ikebukuro, Jiyugaoka, Kagurazaka, 
Kichijoji, Korakuen, Minatomirai, Odawara, 
Omotesando, Roppongi, Shimokitazawa, Shinbashi, 
Shinjuku, Shiodome, Tsukiji, Yokosuka, Yurakucho 

3.2   Extraction Accuracy 

We investigated the extent to which extracted topics are recognized as local events. 
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Two subjects rated to what degree each topic seems to be a local event according 
to three levels: relevant (2); found relevant after checking the original documents (1); 
irrelevant (0). The relevance a user recognizes is calculated with only the rating 2, 
whereas the relevance of the system is calculated with the ratings 2 and 1. For each 
location-date pair, at most five events are rated. 

Each subject determined relevance ratings based on whether or not he found both 

• what kind of event or who are involved, and 
• where (specific location) the event occurs or occurred. 

Table 2 summarizes the results of our experiments for 764 topics from 37 locations 
for one week (from March 3, 2009 to March 9, 2009). In Table 2, the ‘number of 
events’ column means the number of extracted events, the ‘relevance’ column means 
the percentage of relevant topics (at least one subject rated 2 or 1), the ‘relevance for 
user’ column means the percentage of relevant topics (at least one subject rated 2). 

Table 2. Relevance of events 

Location Number of 
evaluated events 

Relevance Relevance for user 

Vague location 289 174 
(60.2%) 

101 
(34.9%) 

Non-vague location 475 335 
(70.5%) 

199 
(41.9%) 

Total 764 509 
(66.6%) 

300 
(39.3%) 

 

From Table 2, we found there is a large difference in relevance score between non-
vague locations (70.5%) and vague locations (60.2%). It is because of the ambiguity 
of place names from vague locations, as we mentioned in Section 3.1. We also found 
there is a large difference between ‘relevance’ score and ‘relevance for user’ score. 
The reason is that some cue terms, such as building names or street names, are not 
extracted as a topic word or a subtopic word because these terms are written in vari-
ous representations and it makes C-value of these terms smaller. 

Table 3. Findability of events 

Location Number of locations Findability of events 
Vague location 78 58 

(74.4%) 

Non-vague location 135 106 
(78.5%) 

Total 213 164 
(77.0%) 
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Table 3 also summarizes the results of our experiments from the findability of 
events. In Table 3, the ‘findability of events’ column means the percentage for which 
a user recognized at least one topic as a local event (ratings 2) for each set of 5 events. 

Table 3 shows that at least one subject found one or more events for 77.0% of sets 
of 5 events. This means that if we develop an event-recommendation application, a 
user can find some events by 77% for each location. 

We also found the relevance score is much lower than we had expected because 
our previous report using EPG showed that 94.3% of topics are relevant [9]. This is 
because of the difference of document well-formedness between EPG documents and 
blog RSS documents. 

Figure 4(a) shows the relevance for non-vague locations and Figure 4(b) shows the 
relevance for vague locations. From Figure 4, most non-vague locations achieved 0.6 
or more relevance, while only 4 vague locations achieved 0.6 or more relevance.  

 

(a) Non-vague locations 

 

(b) Vague locations 

Fig. 4. Relevance for each location 
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3.3   Feature of Extracted Events 

Investigation of these stations revealed the following examples of typical events or 
spots: 

• events held near a station (e.g., performances, such as a music group), 
• Hokkaido souvenir festival (temporary souvenir shops), 
• Ome marathon (sports event), 
• Tokyo Auto Salon 2009 (a motor show), and 
• Kenya Hara design event (an artist-related event in an art museum). 

In addition to the above, restaurants on which bloggers wrote their impressions and 
incidents broadcast on news websites were also extracted. 

However, problems related to place names were also revealed. One problem is the 
ambiguity of some place names from vague locations as mentioned in the above sec-
tions. Another problem is in the handling of the date information. The date informa-
tion is useful for detecting events on a specific day, but it also functions as a hub and 
results in unrelated topics becoming connected. In addition, some real estate informa-
tion was also found. This information, though it may sometimes be useful, is not used 
for extracting events. Our future research efforts will focus on solving these problems 
and improving the extraction results. 

4   Related Works 

There are many previous works on conventional topic detection and tracking (TDT) 
[1]. Hot topic extraction is a kind of topic detection task to find a topic that appears 
frequently over a period of time [3], and this technology is based on term-weighting 
theories, topicality calculation theories, and sentence modeling theories [5]. 

For term-weighting theories, TF-IDF [15] has been commonly used, and recently 
other methods such as TF*PDF [3] that focus on some feature of topic extraction have 
been proposed. For topicality calculation theories, burst detection techniques are 
widely used [10]. Another approach is to use the Aging Theory that models a topic’s 
life cycle of birth, growth, decay, and death [4]. For sentence modeling theories, vec-
tor space models are widely used and achieved the best results [11]. 

In the topic detection task, there are some key characteristics of an event such as 
where the event occurred. Named entities (NEs) [2][14] play an important role and 
were successfully used [10]. 

Though we used common techniques for hot topic extraction, two new features are 
shown in this paper: one is the focus on local events using blog documents instead of 
extracting news topic from well-formed documents, and the other is the use of a two-
level clustering method to extract detailed subtopics and subtopic words. For using 
location, a spatiotemporal theme pattern mining method is proposed [12]. This  
approach focuses on how the hotness of a given topic changes spatiotemporally from 
weblog data collected with a topic term such as ‘Hurricane Katrina’ with a probabilis-
tic approach, where our approach is based on a clustering approach. 
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Moreover, the focus of this paper is not only on extracting local events but also on 
presenting the topic in a set of terms for mobile use. 

There are also previous works on information presentation for mobile terminals with 
a small display, e.g., text summarization [13] and search result summarization [17]. We 
believe that the topic expression with topic words and subtopic words, described in this 
paper will be another successful presentation style for mobile terminals. 

5   Conclusions 

This paper introduced the possibility of topic extraction technologies for local-area 
event detection and new LBS applications. The hierarchical clustering method was 
used to extract topics and their transitions from blog entries collected with search 
queries including place names. An empirical investigation was also conducted into the 
types of event topics that could be extracted from blog entries collected using the 
names of 856 locations in the search queries. Moreover, according to an evaluation 
measuring relevance for 764 topics from 37 locations, we found the features of ex-
tracted topics. From these investigations, we confirmed that the proposed method was 
successful in extracting typical volatile events that would be difficult to extract with 
common web search engines or the burst detection method. 

Our future work will include: improvement of filtering quality, classification of 
event types, and development of applications for mobile devices with geographic 
information systems. 
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Abstract. General information retrieval systems do not perform well in satisfy-
ing users’ individual information need. This paper proposes a novel graph-based 
approach based on the following three kinds of mutual reinforcement relation-
ships: RR-Relationship (Relationship among search results), RT-Relationship 
(Relationship between search results and terms), TT-Relationship (Relationship 
among terms). Moreover，the implicit feedback information, such as query logs 
and immediately viewed documents, can be utilized by this graph-based model. 
Our approach produces better ranking results and a better query model mutually 
and iteratively. Then a greedy algorithm concerning the diversity of the search 
results is employed to select the recommended results. Based on this approach, 
we develop an intelligent client-side web search agent GBAIR, and web search 
based experiments show that the new approach can improve search accuracy 
over another personalized web search agent.  

Keywords: Information Retrieval, Personalized Search, Graph-Based Model. 

1   Introduction 

General information retrieval systems do not perform well in satisfying users’  
individual information need [20]. Many existing retrieval systems fail to discern indi-
viduals’ search goals since most queries (usually short, ambiguous and lacking dis-
criminative terms in general) don’t provide a complete specification of the user’s 
information need. In order to overcome such problems, we need to exploit users’ 
personalized information to accurately capture user’s information need. There have 
been many attempts on this topic, such as user specification [7] and relevance feed-
back [15]. Both methods are effective. However, they require users’ extra effort; users 
are usually reluctant to provide additional information [1]. 

Implicit Feedback is a method which does not need the user’s extra effort. Implicit 
feedback information includes users’ query logs, browsing history, users’ client-side 
interaction records and other desktop information. Several previous studies [20, 16, 
19, 12] have shown that implicit feedback can improve retrieval accuracy. In this 
paper, we utilize the implicit information, including short-term query logs and the 
immediately viewed documents (also named click-through data), which are the 
clicked search results in the same query. 
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Besides the implicit feedback information, there are many other resources which 
can be used for query model construction and result re-ranking. The clustering hy-
pothesis [24] implies the following: closely related documents should have similar 
scores when ranking the document, and closely related terms should have similar 
scores when constructing the query model, so the relationships among terms and the 
relationships among search results can be exploited to improve effectiveness. The TT-
Relationship (Relationship among terms) has been used for query model construction 
in [5, 2]. The contextual terms can be mutually reinforced. For example, the weight of 
“computer” increases as many related contextual terms such as “hardware” and 
“software” co-occur. RR-Relationship (Relationship among search results) is also a 
useful resource to re-rank the search results [23]. The relevance can be propagated 
among the search results. It is especially effective in personalized search framework 
since the immediately viewed result can be used to vote for similar search results. 

In the web, because there are many redundant and duplicate pages, ranking method 
based on the content may make the top results lack diversity, which will make the 
system fail to learn much from the feedback. Diversity is important for obtaining 
good feedback information, especially when there is not sufficient information for the 
search goals. Therefore, in our approach, when selecting the search result to be rec-
ommended, a greedy algorithm is used to penalize the search results overlap with 
other related search results, and the penalty degree is tuned based on the quantity of 
user’s feedback information.  

This paper aims to make contributions on the following aspects: (1) We exploit 
three kinds of mutual reinforcement relationships: RR-Relationship (Relationship 
among search results), RT-Relationship (Relationship between search results and 
terms), TT-Relationship (Relationship among terms); (2) Based on the three kinds of 
relationships, we utilize a graph-based model which uses the ideas of PageRank and 
HITS to produce better ranked results and better query model mutually and itera-
tively, and the query model is updated when there is new implicit feedback informa-
tion which triggers the iterative algorithm; (3) In order to obtain good feedback  
information and avoid redundancy, a conformity penalty algorithm is used to select 
search results to recommend. 

In our approach, RR-Relationship reflects the mutual reinforcement among search 
results, RT-Relationship reflects the mutual reinforcement between search results and 
terms, and TT-Relationship reflects the mutual reinforcement among terms. To the 
best of our knowledge, how to exploit and utilize the three kinds of relationships in a 
unified model has not been well addressed in previous works. Moreover, our  
approach produces better ranked results and a better query model mutually and itera-
tively. The experiments clearly show that all types of relationships can result in  
improvements on retrieval effectiveness. 

The remainder of this paper is organized as follows. Section 2 describes previous 
work related to our approach. Section 3 describes our novel approach for personalized 
search. Section 4 provides the architecture of GBAIR system and some specific tech-
niques used to implement the proposed ideas. Section 5 presents the details of the 
experiments and the evaluation results. Section 6 draws some conclusions of our 
work. 
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2   Related Works 

In this section, we focus on the related work on personalized search using implicit 
feedback information, and the related graph-based ranking methods. 

Many studies exploited query logs to capture users’ information need. UCAIR 
[16], PAIR [12] and [19] all use query history (query terms and clickthough data) to 
capture user’s interests. UCAIR uses the query history in the same search session. 
PAIR uses the search-related query history in the last 24 hours. [19] tries to mine the 
long-term search history. Both UCAIR and PAIR integrate the interaction information 
during the search process. [10, 14] utilize the server-side query logs to infer users’ 
interest. The user’s browsing history [13], web communities [18], user’s client side 
interactions [3] are also exploited to improve retrieval performance. Some studies [20, 
8] combined several kinds of implicit feedback information. Our approach also util-
izes the query-related query logs and immediately viewed documents. The main  
difference is that such implicit feedback information is naturally integrated with the 
three kinds of relationships (RR, RT and TT) into a unified graph-based model. 

In recent years, several graph-based ranking methods similar to HITS algorithm 
[11] or PageRank [4] have been proposed. [22] uses sentence-to-word relationships to 
rank the sentences and the words. [12] uses the word-to-result relationships to rank 
the results and words. [23] uses the affinity graph to compute the information richness 
of each search result. [21] utilizes sentence-to-sentence, word-to-word and sentence-
to-word relationships to rank the sentences and words. The graph-based model in our 
work is partly inspired by [21]. However, they use it to select the sentences and then 
to form a document summarization while we focus on how to combine the relation-
ships with the implicit feedback information (query logs and immediately viewed 
documents) to discern individuals’ search goals by producing better ranking results 
and a better query model mutually and iteratively. 

[12] is closely related to our work in that they also exploit immediately viewed 
documents and short-term history in query logs, and use a graph model to implement 
result re-ranking and query expansion. However, our work differs from that of [12] in 
three respects: (1) They do not utilize the relationship among results (RR-
Relationship) and the relationship among terms (TT-Relationship), thus, their result 
re-ranking and query expansion are not as effective as ours; (2) In their work, the 
initial query model is not taken into consideration, the new query model are only 
relied on the scores of search results, which will make query language model deviate 
too much from its initial value; (3) They don’t take the diversity of the recommended 
results into consideration. 

3   Graph-Based Iterative Reinforcement Approach 

3.1   Overview 

In this study, we exploit three kinds of mutual reinforcement relationships: 

(1). RR-Relationship: the relevance score of a search result would be influenced by 
the relevance score of the search result that links with it.  A search result should be 
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relevant if it is linked with many relevant search results, which reflects the mutual 
reinforcement among search results.  
(2). RT-Relationship: a result should be relevant if it contains many relevant terms, 
and a term should be relevant if it occurs in many relevant results, which reflects the 
mutual reinforcement between search results and terms.  
(3). TT-Relationship: a term should be relevant if it is linked with many other relevant 
terms, which reflects the mutual reinforcement among terms. 

Through these mutual reinforcement relationships, the query model and the ranked 
search results can be mutually boosted. The ranked search results can be used to  
optimize the query model, and a better query model results in better ranked search 
results. Therefore, we can produce better ranking results and a better query model 
mutually and iteratively in a unified model. And the implicit feedback information 
can be utilized naturally to trigger the iterative algorithm by this unified model. Based 
on these mutual reinforcement relationships, we can leverage the ideas of PageRank 
and HITS to construct a graph to implement this model. We will illustrate how to 
construct these graphs in detail in the following section. 

3.2   Graph Construction 

The proposed approach uses PageRank-like model to reflect the relationships among 
terms and relationships among search results, and use HITS-like model to reflect the 
relationships between terms and search results.  

We build the three sub-graphs based on the above relationships. To reflect the RR-
Relationship, we build a directed graph G1= (V1, E1), where the nodes V1 correspond 
to the search results, and an edge “ 1 1( , )p q E p q V↔ ∈ ∈ ” is weighted by the con-

tent similarity between p and q.  
To reflect the TT-Relationship, we build another directed graph G2= (V2, E2), 

where the nodes V2 correspond to the terms, and an edge “ 2 2( , )p q E p q V→ ∈ ∈ ” is 

weighted by the word relationship between p and q.  

To reflect the RT-Relationship, we build a third directed graph G3= (V1∪V2, E3), 

where an edge “ 3 1 2( , )p q E p V q V↔ ∈ ∈ ∈ ” is weighted by the importance of term 

p in the search result q. 

 

 

Fig. 1. Illustration of the Relationships 

3.3   Parameters of the Graph 

The initial value of the node will be discussed in section 4. Here we will describe the 
computation of the weights of the edges. 
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3.3.1   RR-Relationship 
The content similarity between two search results is used to represent the relation-
ships of them. The content similarity between two search results is simply computed 
with the cosine measure. We associate each edge between two search results with a 
weight as follows: 

(r ) (r ) cos( , )w i rj w j ri ri r j→ = → =
ur r

                            (1) 

3.3.2   RT-Relationship 
If a term ti occurs in a search result rj, we create an edge between ti and rj, and the 
weight of the edge specifies the importance of ti in rj, which is computed as follows: 

(t ) (r ) ( | r ) / | r |w i rj w j ti p ti j tfij j→ = → = =                              (2) 

Where ijtf  represents the term frequency of ti in search result rj, and | r |j  represents 

the length of rj. 

3.3.3   TT-Relationship 
We use the following formulas to estimate the relationships between words: 
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where ( | )CP tj ti  is the language model based on the predefined collection C, and  

( | )CqP tj ti  is the language model based on the collection Cq constructed by the 

query’s retrieved results, [0,1]δ ∈ controls the weights of the above two 

terms; ( , | , )i jc t t W C is the count of co-occurrences of ti and tj within the predefined 

window W in the collection C, ( , | , )i jc t t W Cq  is the count of co-occurrences of ti and 

tj within the predefined window W in the collection Cq. ( | )Cq j iP t t  can make the rela-

tionship among words more suitable for the query, as the user give new feedback 
information, the system can retrieved more new results, ( | )Cq i jP t t  will be changed, 

and then the relationship model can be updated. The relationships between two words 
are asymmetrical. 

3.4   Iterative Algorithm 

After initialization, the iterative process of result score computation and query model 
optimization starts. We use ( | )iterp t θ  to represent the score of term t in the iterative 

algorithm, ( | )p t θ  to represent the query model, and ( )S r  to represent the score of 

result r. 

1

: :

: :

( ) ( )
( | ) ( ) ( | )

( ) ( )j i j i

j n j n

j i j ik k k
i iter j j

j n j nj r t j t t

n r t n t t

w r t w t t
p t S r p t

w r t w t t
θ α β θ+

∀ → ∀ →
∀ → ∀ →

→ →
= × + ×

→ →∑ ∑∑ ∑
      (4) 
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where 1( | )i iter
k

p t θ +  is the value of ( | )i iterp t θ  after (k+1)-th iteration; ( )k
jS r  is the 

value of the search result rj after k-th iteration. The first term implies that the weight 
of the term relies on the search results linked with it, and the second term implies that 
the weights of the term rely on the terms linked with it. 

1

: :

: :

( ) ( )
( ) ( | ) ( )

( ) ( )i j i j

i n i n

i j i jk k k
j i i

i n i ni t r i r r

n t r n r r

w t r w r r
S r p t S r

w t r w r r
α θ β+

∀ → ∀ →
∀ → ∀ →

→ →
= × + ×

→ →∑ ∑∑ ∑
     (5) 

where 1( )k
jS r +  is the value of ( )jS r  after (k+1)-th iteration; ( | )k

i iterp t θ  is the value 

of ( | )i iterp t θ  after k-th iteration; The first term implies that the score of the search 

result relies on the terms linked with it, the second term implies that the score of the 
search result relies on the search results linked with it. 

α and β  specify the relative contributions, and we have + =1α β . After re-

computation, ( | )iterp t θ  and ( )S r  are normalized after each iteration as follows: 

( | ) ( | ) / ( | )
k

i iter i iter k iter

t

p t p t p tθ θ θ= ∑                                 (6) 

( ) ( ) / ( )j

k

j k

r

S r S r S r= ∑                                             (7) 

The query model will be updated after each iteration: 

( | ) ( | ) (1 ) ( | )iterp t p t p tθ λ θ λ θ= × + − ×                               (8) 

where [0,1]λ ∈  is a parameter to control the weight on the current query model. In 

order to compute the score of the search results and the terms, the following steps are 
repeated until convergence or the iterative time reaches a predefined threshold.  

1. Apply (4) and (5) to compute the value of 1( | )k
iterp t θ +  and 1( )kS rj +  

2. Apply (6) and (7) to normalize the scores of the terms and the scores of the 
search results. 

3. Apply (8) to update the query model.  

The algorithm converges when the changes of ( | )p t θ  and the scores of the results 

are smaller than some predefined threshold θ (e.g. 10-6), the changes c is computed as 
the following formula: 

2 21 1( ( | ) ( | ) ) ( ( ) ( ) )k k k kc p t p t S r S r
t r

θ θ=
+ +− + −∑ ∑                    (9) 

3.5   Greedy Algorithm for Conformity Penalty 

After the iterative algorithm, the search results are ranked by the relevance, however, 
the top search result may be very similar and redundant. In order to get rich feedback 
information, the top search results may need to keep diversity. In our algorithm,  
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conformity penalty is imposed through a greedy algorithm similar to [23], which is 
applied to select n search results which are recommended to the users, and it is similar 
to the MMR[6] criterion, the algorithm goes as follows: 

1. Input the search results and their scores A={(ri,S(ri))} computed by the iterative 
algorithm, the number of recommended results n. 
2. Select the search result ri which has the highest score, n=n-1 

  For each search result rj,j≠i: 

 ( ) ( ) 2 ( , ) ( )c
j j j i iS r S r x sim r r S r−= − ∗ ∗ ∗  

3. Go to step 2 and iterate until n = 0. 

It decreases the ranking score of the result that is similar to the results which have 
been selected, 2 cx −∗ is the penalty degree factor, x >0, and c is the times that the 
user click the result, when the user click more result, the system get more feedback 
information, the search goal becomes clearer, the conformity penalty should be 
smaller. After the greedy algorithm, the top n unseen search results are recommended 
to the user, here n is a predefined number (i.e. n=3). Also, the top m (i.e.50%) terms 
with highest weights in the query model are remained. 

4   Implementation 

4.1   System Architecture 

In this section, we present a client-side web search agent GBAIR, which is an IE 
plug-in based on the popular Web search engine Google. As showed in Figure 2, 
GBAIR has three main modules: (1) Result retrieval module retrieves results from 
search engine; (2) The user modeling module captures user’s implicit feedback infor-
mation such as history information and any clicked search results, then updates the 
query model and triggers the iterative algorithm; (3) Iterative Algorithm module  
implements the graph-based iterative algorithm described in section 3, this module 
updates the query model and re-ranks the unseen search results. 

4.2   Trigger Iterative Algorithm through Implicit Feedback Information 

Each query log contains query text, query time and the corresponding clicked search 
results (consist of URL, title and snippet). We judge whether a query log is related to 
the current query according to the similarity between the query log and the current 
query text. When computing the similarity, the query log and the current query text 
are represented as a vector. If the similarity between the two vectors exceeds a prede-
fine threshold, the query log will be considered to be related. When there are related 
query logs, the system utilized a method similar to PAIR [12] to extract representative 
terms from query logs, and then use the Fixed Coefficient Interpolation method of 
[17] to build initial query model. 

Immediately clickthrough document is important implicit feedback information  
we utilize. When the user click a result to view, the system utilized a method similar 
to PAIR [12] to extract representative terms extracted from immediately viewed  
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documents. After extracting the representative terms, we apply Bayesian estimation 
method used in [17] to update the query model. 

When the system captures new implicit feedback information, the iterative algo-
rithm is triggered. The initial score of a term can be obtained from the query model, 
and the initial score of a search result can be set as its content similarity with the  
immediately viewed result when the iterative algorithm is triggered by the immedi-
ately viewed result, otherwise, the initial scores of a search results are set to be equal. 

 

 

 

 

 

 
 

 

Fig. 2. The architecture of GBAIR 

5   Experiments 

5.1   Experiment Setup 

We evaluate seven systems in our experiments: Google, PAIR[12]( a system which 

utilizes RT-Relationship), GBAIR BASE (the basic GBAIR system which do not use 
the RR-Relationship and TT-Relationship, the conformity penalty is imposed, RT-
Relationship is used), BASE+RR (GBAIR system which use the RR-Relationship 
beyond GBAIR BASE), BASE+TT (GBAIR system which use the TT-Relationship 
beyond GBAIR BASE), BASE+TT+RR (GBAIR system which use the TT-
Relationship and RR-Relationship beyond GBAIR BASE), BASE+TT+RR-DIV 
(BASE+TT+RR system which do not impose conformity penalty). PAIR [12] is se-
lected as our baseline model, PAIR extracts representative terms from Query Logs 
and immediately viewed documents for result re-ranking and query expansion, it can 
be considered as a variation of pseudo-relevance feedback (PRF).  

GBAIR is based on the results from Google: when the user input a query, the sys-
tem fetches the top N (N=30) results from Google, and adds them into a pool; when 
new expanded terms are obtained, the system will also fetched some new results and 
adds them to the pool. The process is the same as that of PAIR.  

It is a challenge to quantitatively evaluate the potential performance improvement 
of the proposed approach over other systems in an unbiased way [16, 12]. Here, we 
adopt a similar quantitative evaluation to that of [16] and [12] to evaluate our system 
GBAIR. We recruited 8 students to participate in our experiments. Our experiments 
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contain the following steps: First, we gave each participant a query set which contains 
HTRDP 2005 and 2004 topics1 and some frequent queries from a commercial search 
engine, each participant browsed the query set and selected the queries related to their 
everyday activities, or they constructed queries themselves. The frequent query list 
was used to help the user to form query. Each query was submitted to the seven sys-
tems. During each query process, the participants click to view some search results, 
just as in normal web search. Then, at the end of each query, the 30 top ranked search 
results from these seven different systems were randomly and anonymously mixed 
together so that every participant would not know where a search result comes from. 
For every search result, the participants gave a rating ranging from 0 to 2, dividing the 

relevant results in two categories, 1: relevant and 2: highly relevant. At last, we re-
spectively measure the precision and NDCG (Normalized discount cumulative gain) 
[9] at top 5, 10, 20 and 30 documents of these systems. In the experiment, each par-
ticipant submitted 5~10 queries. The NDCG value of a ranking list at position n is 
calculated as follow: 

( )

1

2 1

log(1 )
( )

n r j

j

n
j

N n Z
=

−
+

= ∑  

where r(j) is the rating of the j-th document in the list, and the normalization constant 
Zn is chosen so that the perfect list gets a NDCG score of 1. 

5.2   Results and Analysis 

65 queries are submitted to the seven systems, most of the query selected by the  
participants is informational, 3711 documents were evaluated by the user during the 
experiment, and the average evaluated documents for each query is 57; 645 docu-
ments are judged as relevant (relevant rating is 1 or 2) from Google search results. 
The corresponding numbers of relevant documents from PAIR, “GBAIR BASE”, 
“BASE+TT”, “BASE+RR”, “BASE+RR+TT”, “BASE+RR+TT-DIV” are: 827, 825, 
835, 852, 879 and 834 respectively. Table 1 shows the average precision of these 
seven systems at top n results among the 65 queries, and Table 2 shows the NDCG at 
top n results. 

As we can see, all the versions of GBAIR perform better than PAIR; 
“BASE+RR+TT” system performs best. Comparing “GBAIR BASE” with PAIR, we 
can see “GBAIR BASE” performs better than PAIR. This indicates that integrating 
the initial query model can achieve the better performance. However, if the initial 
query model is not accurate, this will result in worse performance. For example, if 
query logs considered to be related to the current query deviate from the information 
need, the original query model may be not accuracy, the performance of “GBAIR 
BASE” decreases more than PAIR. 

The performance of “BASE+TT” is better than that of “GBAIR BASE”. This 
shows that reinforcement relationships among terms are helpful in improving retrieval 
effectiveness. One explanation is that the approach can mine the term related the 
user’s interest. For example, a term may not appear in the user’s query, but it is  
supported by many related terms. Through the reinforcement relationship, this term 
                                                           
1 HTRDP Evaluation. http://www.863data.org.cn/  
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will gain a high weight, thus, an accurate query model can be constructed, and then 
the search results can be improved.  

“BASE+RR” outperforms “GBAIR BASE”. This indicates the reinforcement rela-
tionships among search results are effective. A possible explanation is that a relevant 
search result may be not relevant to the query because the terms in the relevant search 
result may mismatch with the terms in the query. However, if it is strongly linked 
with many relevant search results, this result has a high probability to gain a high 
score through the reinforcement relationships among search results. When a search 
result is clicked, the relevance can be transmitted to the similar search results. There-
fore using the reinforcement relationships can better rank the search results.  

“BASE+RR+TT” system can greatly improve the retrieval effectiveness compared 
to “BASE+RR” and “BASE+TT”. This indicates that although a single factor can 
work, integrating the three kinds of reinforcement relationships can produce an even 
better performance. The effects of the factors can be mutually boosted. 

Table 1. Average precision@n (PAIR is selected as the baseline model, Google just as a refer-
ence system, “+” indicates the improvement over the baseline, ** and * mean significant 
changes in t-test with respect to the baseline, at the level of p<0.01 and p<0.05 respectively 

System P@5 P@10 P@20 P@30 
Google 0.498 0.478 0.375 0.331 

PAIR(RT) 0.541 0.493 0.458 0.424 
GBAIR 

BASE(RT) 
0.572 

(+5.68%)** 
0.525 

(+6.23%)** 
0.475 

(+3.87%)** 
0.423 

(-0.24%) 
BASE 
+TT 

0.588 
(+8.52%)** 

0.555 
(+12.46%)** 

0.489 
(+6.89%)** 

0.428 
(+0.97%)* 

BASE 
+RR 

0.60 
(+10.80%)** 

0.542 
(+9.66%)** 

0.478 
(+4.37%)** 

0.437 
(+3.02%)** 

BASE+ 
RR+TT 

0.618 
(+14.20%)** 

0.586 
(+18.69%)** 

0.506 
(+10.59%)** 

0.451 
(+6.29%)** 

BASE+ 
RR+TT-DIV 

0.578 
(+6.82%)** 

0.534 
(+8.10%)** 

0.471 
(+2.86%)** 

0.428 
(+0.85%)* 

Table 2. Average NDCG@n 

System NDCG@5 NDCG@10 NDCG@20 NDCG@30 
Google 0.431 0.427 0.420 0.437 

PAIR(RT) 0.465 0.468 0.497 0.543 
GBAIR 

BASE(RT) 
0.496 

(+6.48%)** 
0.502 

(+7.16%)** 
0.534 

(+7.45%)** 
0.564 

(+3.80%)* 
BASE 
+TT 

0.514 
(+10.34%)** 

0.528 
(+12.82%)** 

0.549 
(+10.48%)** 

0.577 
(+6.27%)** 

BASE 
+RR 

0.515 
(+10.73%)** 

0.516 
(+10.21%)** 

0.536 
(+7.92%)** 

0.578 
(+6.21%)** 

BASE 
+RR+TT 

0.541 
(+16.33%)** 

0.554 
(+18.25%)** 

0.568 
(+14.28%)** 

0.594 
(+9.31%)** 

BASE+ 
RR+TT-DIV 

0.517 
(+11.00%)** 

0.515 
(+10.06%)** 

0.533 
(+7.26%)** 

0.566 
(+4.31%)** 
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“BASE+RR+TT” has better performance than “BASE+RR+TT-DIV”. The greedy 
algorithm concerning the diversity is effective. For one thing, keeping the diversity of 
the top result will make the probability that the relevant result appears in the top re-
sults increased; for the other thing, keeping the diversity can avoid redundancy to 
some degree, the user can see more different relevant results, and the user will click 
more results(the user are not likely to click result which is very similar to those he/she 
has clicked, the average number of clickthrough results for all queries of 
“BASE+RR+TT”  and “BASE+RR+TT-DIV” respectively is 2.2 and 1.9), which can 
give the system more feedback information. When the query is difficult, much of the 
search results are not relevant, “BASE+RR+TT” can outperform “BASE+RR+TT-
DIV” more. 

5.3   Efficiency of GBAIR 

The approach we proposed is efficient. The relationship among words is computed 
offline. The average iteration times of our approach in the experiment are 9, and the 
response time of the proposed approach (exclusive the time for fetching results from 
Google) is imperceptible for users (usually less than 0.1s on a desktop). 

6   Conclusions 

In this paper, we studied how to exploit implicit feedback information and the three 
kinds of mutual reinforcement relationships to improve retrieval effectiveness for 
personalized search. Unlike most previous work, we utilize a novel graph-based itera-
tive algorithm that can make use of query logs, immediately viewed documents, and 
the three kinds of reinforcement relationships (RR-Relationship, RT-Relationship, 
TT-Relationship) to update the query model and re-rank the search results mutually 
and iteratively. Experiments clearly show that our approach is both effective and 
efficient. 

The work can be further improved on several aspects, such as exploiting other 
types of personalized information, studying the effects of the parameters used in the 
approach, etc. 
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Abstract. Digital documents are easy to copy. How to effectively detect possi-
ble near-duplicate copies is critical in Web search. Conventional copy detection 
approaches such as document fingerprinting and bag-of-word similarity target 
at different levels of granularity in document features, from word n-grams to 
whole documents. In this paper, we focus on the mutual-inclusive type of near-
duplicates where only partial overlap among documents makes them similar. 
We propose using a simple and compact sentence-level feature, the sequence of 
sentence lengths, for near-duplicate copy detection. Various configurations of 
sentence-level and word-level algorithms are evaluated. The experimental re-
sults show that sentence-level algorithms achieved higher efficiency with com-
parable precision and recall rates.  

Keywords: Near-duplicate, sentence-level copy detection, mutual inclusive. 

1   Introduction 

Digital documents are easy to copy at very low costs. With the proliferation of Web 
community tools such as blog and wiki that simplify Web publishing, users (or blog-
gers) can easily post their opinions on news events or topics. For common users with-
out suitable tools and training in citations, they might simply organize their favorite 
articles by “copy-and-paste” part of the document and adding their own comments. 
From the content manager's point of view, these documents are not well-organized. 
First, in the absence of explicit citation links, it’s not easy to find relations among 
documents without further analysis. Second, it’s a waste of storage to host duplicate 
fragments in separate bloggers' articles. It would be useful if there are effective ways 
of identifying partially duplicated documents and issuing early warning for possible 
citations or plagiarism.  

Conventional copy detection methods span a wide range of spectrum in terms of 
what we need to detect. Since exact copies among whole documents can be simply 
detected with checksums, most research focuses on detecting partial copies or near-
duplicates that are almost identical. The simplest approach models the process of 
copying as a series of edit operations such as insertion, deletion, and substitution, and 
edit distance [9] among documents is calculated to measure their similarity. This is 
useful only if the difference is small. Some approaches focus on measuring document 
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relationships such as containment and resemblance [3] using simple sketches of 
documents called shingles, which are basically word n-grams. The more shingles two 
documents share, the more likely they are near-duplicates. Storing and matching all 
word n-grams takes too much space and time, which people try to reduce by docu-
ment fingerprinting approaches. Hashing word n-grams can save the space, but takes 
extra time for hash function computation; while selecting subsets of word n-grams as 
the signature can reduce computation, but details might be lost. Other approaches 
utilize information retrieval techniques to identify "relevant" documents based on 
“bag-of-word” similarity. We are more interested in partial copies among documents, 
namely, the mutual-inclusive type of near-duplicates, as shown in Fig. 1. 

 

Fig. 1. The mutual-inclusive type of near-duplicates shows partial content sharing 

As shown in Fig. 1, three documents A, B, and C are mostly different, except for 
the only identical parts that are shared among them, i.e., blocks AB1 and AB2 between 
documents A and B, and block BC1 between documents B and C. These shared blocks 
might start at any location in different orders for different documents holding the 
content. In this paper, we focus on detecting this type of “near-duplicates”, without 
differentiating the original and the copy. This definition is different from ordinary 
ones such as Broder [3] and Heintze [11]. First, documents could share partial con-
tent, which is not necessarily a containment relationship. Second, they are not 
"roughly the same" in the sense of resemblance [3] because the percentage of overlap 
is not large enough. They might only contain small “key” portions of overlap that 
make them "very similar". Third, it’s also different from IR approaches using bag-of-
word similarity. On the one hand, documents sharing similar words are not necessar-
ily near-duplicates. For example, news articles talking about the same people on the 
same topic might relate to different events. On the other hand, near-duplicates might 
only share a small portion of contents with different word distributions. Finally, com-
puting word-level similarity is time-consuming. In practice, we need an efficient way 
of near-duplicate detection. 

To effectively identify the mutual-inclusive type of near-duplicates, the following 
issues have to be addressed. First, it is important to measure the degree of duplication 
with suitable similarity criteria. Second, the efficiency of document matching highly 
depends on the similarity criteria. To address these issues, we could exploit different 

Document A 

Block AB1 

Block AB2 

Document C 

Document B 

Block AB2 

Block AB1 

Block BC1 

Block BC1 
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granularity levels of document features: from characters, words, phrases, sentences, 
paragraphs, to the whole document. At both extremes, it’s either too rough to repre-
sent the whole document as a single feature, or too detailed to count the number of 
different characters as in edit distance approaches. Also, matching the distributions of 
word frequencies as in IR techniques might not help. Users usually copy-and-paste in 
larger blocks than word n-grams and matching large number of word n-grams takes 
higher costs in space and time. Selecting subsets of word n-grams could reduce the 
costs, but the detection robustness might be significantly influenced. To avoid unnec-
essary details while capturing enough useful information for near-duplicate detection, 
we propose to measure the degree of duplication at sentence-level. 

The major contribution of this paper is to provide a comprehensive empirical study 
of sentence-level detection algorithms. First, we propose a simple but effective sen-
tence-level feature, the sequence of sentence lengths, for near-duplicate copy detec-
tion. Instead of comparing the sentences themselves, we only count the number of 
words in sentences with a sliding window. It is a very rough document overview 
which is independent of specific linguistic content. Also, we exploit sentence-level 
features in document fingerprinting techniques, and compare their effectiveness and 
efficiency with conventional word-level features. As the experimental results demon-
strate, our proposed approach can achieve comparable precision and recall rates as the 
full fingerprinting and shingling methods more efficiently. Also, our approach takes 
significantly less time and storage for indexing. We also discuss the possible applica-
tions and limitations to our approach. 

The rest of the paper is organized as follows. Section 2 lists some related works. In 
Section 3, the methods of the proposed approach are illustrated. Section 4 details the 
experiments and discussions. In Section 5, we list the conclusions. 

2   Related Work 

The field of document copy detection has received much attention thanks to many 
popular applications, for example, spam site detection using “phrase”-level replication 
detection techniques [10], duplicate Web page detection [12] and removal in Web 
search engines, versioned and plagiarized document detection [13] in digital libraries, 
and duplicate document removal in databases [2, 21]. Conventionally, there are sev-
eral general approaches to near-duplicate document copy detection: edit distance, 
document fingerprinting, shingling, and bag-of-word similarity. The edit distance [9] 
between two documents can be measured by the minimum number of edit operations 
to make two documents identical. Broder [3] measured the concept of "roughly the 
same" and "roughly contained" by resemblance and containment metrics. Relatively 
small sketches or shingles of documents which can be computed fairly fast were pro-
posed. The document fingerprinting approaches by Manber [15], Heintze [11], and 
Manku et al. [16] detected almost-identical documents with hash-value based signa-
tures. Earlier copy detection systems such as SCAM [21] and COPS [2] are some 
examples. The bag-of-words approach identified similar documents according to the 
distribution of word frequencies. Charikar [7] developed a locality sensitive hashing 
approach based on random projection of words. Henzinger [12] evaluated two state-
of-the-art algorithms, that is, Broder [3] and Charikar [7], for detecting near-duplicate 



208 J.-H. Wang and H.-C. Chang 

Web pages. I-Match [8] used collection statistics such as inverse document frequency 
for duplicate detection.   

Recent advances showed rising interests in developing new algorithms for near-
duplicate copy detection. For example, Yang and Callan [24] applied an instance-
level constrained clustering approach that incorporates document attributes and  
content structure into the clustering process to form near-duplicate clusters. Huffman 
et al. [14] improved the recall while maintaining high precision by combining multi-
ple signals among results for the same query. Xiao et al. [23] proposed new filtering 
techniques by exploiting the ordering information in prefix filtering. SpotSigs [22] 
combined stopword antecedents with short chains of adjacent content terms.  

Web community applications such as blogs also raised new challenges to the con-
ventional approaches. People can easily create more partial copies, which near-
duplicate detection techniques might not directly apply. Therefore, more research 
focuses on "intermediate-level” or partial copy detection. For example, Metzler et al. 
[17], calculated sentence-level similarities by comparing the word overlap, TF-IDF, 
and relative frequency measures between sentences. Then, document similarity is 
estimated by combining sentence-level similarity. The ideas of local text reuse detec-
tion [20] and accurate discovery of co-derivative documents [1] are similar to the 
mutual-inclusive type of near-duplicates, but the methods and the unit of document 
comparison are different. It is similar to the idea of super-shingles in Broder [4], 
without shingling twice. 

3   The Proposed Approach 

To compare different features in various applications, we exploit a flexible system 
architecture [5, 6] as illustrated in Fig. 2. First, we can search for possible near-
duplicate candidates of a given query, or within a document collection. Second, we 
can easily compare different similarity features. Third, it can be applied to various 
types of media such as images or videos if we replace the corresponding feature  
extraction modules. Here we focus on finding near-duplicate candidates of a given 
textual query document using sentence-level features. 

 

Fig. 2. System architecture of the proposed approach 
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There are four main functional modules in the architecture: text content conver-
sion, indexing and querying, scoring and ranking, and application processing. First, 
each document in the index data set is converted into a feature string by the algorithm 
used in the text content conversion module. Then, feature vectors are extracted from 
the feature string by the indexing and querying module and stored in the feature  
database, which contain the signatures for identifying documents. 

In a query session, the same procedure as described above is applied to the query to 
obtain the feature string, extract the feature vectors, and query the feature database. 
Then, document scores are calculated and highly-ranked documents are included in 
the candidate set by the scoring and ranking module, which are the potential near-
duplicates of the query. Other post-processing steps can be further applied depending 
on the application processing module.  

3.1   Sentence-Level Features 

Before extracting sentence-level features from documents, the pre-defined delimiter 
set [5, 6] decides the sentence boundaries. Basically, sentences are separated by char-
acters in the delimiter set. Since delimiters influence what sentences would be and 
also the quality of subsequent functions, they should be chosen carefully. After the 
sentence boundaries are determined, we extract two different sentence-level features: 
sentence-level fingerprints and sentence lengths. 

Sentence-level Fingerprints (SL-FP). One of the most popular strategies for 
implementing fingerprinting schemes is to extract word n-grams as the fingerprints. 
For example, in the Full-Fingerprinting (Full-FP) scheme, every word n-gram is 
extracted and hashed by standard hash algorithms, such as Rabin [4] or NIST's SHA-1 
[18]. Shingling methods (SG) are similar to Full-FP except that only selected n-grams 
are hashed. Instead of using word n-grams, sentence-level fingerprints are built with 
each sentence employed as the unit of decomposition. The feature string is a sequence 
of sentence fingerprints, and each feature vector is simply one hashed sentence.  

Sentence Lengths. We extract a sequence of sentence lengths from the text as the 
feature string by the sliding window approach [5, 6]. Specifically, a fixed-length 
window of size WS slides through the feature string from which the feature vectors 
are extracted. The window moves forward a constant number of tokens (the step 
width) each time. The idea of dynamic jumping is to skip repeated patterns from 
consecutive windows [5]. The granularity of comparison depends on the window size 
and step width. On the one hand, we want to store more feature vectors to have higher 
chances of matching common feature vectors with near-duplicate documents. On the 
other hand, we want to minimize the number of feature vectors stored to save the 
space and time for matching. Thus, there’s a tradeoff between accuracy and efficiency 
depending on window sizes and step widths [5]. 

For accuracy concerns, a larger window size matches longer substrings at a time, 
which will achieve higher precision but miss shorter substrings. A smaller window 
size will match more substrings, thus achieving higher recall rates with more false 
positives. With regards to efficiency, for a given window size WS and step width SW, 
the number of feature vectors extracted from document di in the data set D is: 
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where SNdi is the number of sentences in document di. The space requirement for 
storing all documents in D is approximately proportional to: 
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In Equation (2), we can see that a smaller SW preserves more details of overlapping 
fragments which implies more feature vectors to be stored and higher recall rates. A 
smaller WS and a larger SW will produce a more compact index, which greatly re-
duces the comparison time as we will verify in our experiments. 

3.2   Scoring and Ranking 

After querying the feature database with feature vectors extracted from the query, we 
obtain a candidate set where each document contains at least one common feature 
vectors with the query. Next, we need to estimate the degree of similarity and deter-
mine the ranking among these documents. We denote the N ordered feature vectors of 
the query Q as: 

VQ = (VQ1 VQ2 ... VQN) 

where N is computed similarly as Equation (1) with Q in place of di, and VQi is the i-th 
feature vector. The candidate set C after searching all N feature vectors is: 

U
i

iCC =
 

Ci = {dk: dk ∈  D and dk contains VQi} 

Let |Ci| denote the number of documents that contains VQi, the vector W for the in-
verse document frequency of feature vectors in Q is then expressed as: 

W = (w1 w2 ... wN), where wi = 1 / | Ci |, if | Ci | ≠ 0 

wi = 0, otherwise 

For each document dk in C, we construct another binary vector: 

Dk = (dk,1 dk,2 ... dk,N), where dk,i = 1, if dk ∈  Ci 

dk,i = 0, otherwise 

which indicates the co-occurrence between the document dk and the query Q. Then 
the similarity score of dk is calculated by: 
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where (W.Dk) denotes the inner product of vectors W and Dk. The fractional part in 
Equation (3) is considered as the match ratio of dk with Q, where the numerator is the 
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match count between dk and Q and the denominator is the total match count of all 
documents in C with Q. Since the score is the product of the overall feature weight 
and the match ratio of dk, a document is more likely to contain duplicate content with 
the query if it has a higher score. The ranking among candidates can then be deter-
mined by sorting their scores. Equation (3) can be simplified by ignoring the denomi-
nator since it’s the same for a given query.  

4   Experiment 

In our experiments, we selected six English document collections from the CLIR task 
in NTCIR workshop [19] as the index data set in Table 1. 

Table 1. The index data set 

Document collection # of doc Size (MB) 
EIRB010 (Taiwan News and Chinatimes English News, 1998 - 1999) 10,204 24.6 
Hong Kong Standard (1998 – 1999) 96,856 253.2 
Korea Times (1998 - 1999) 19,599 55.9 
Korea Times (2000 - 2001) 30,530 81.1 
Mainichi Daily News (1998 – 1999) 12,723 33.3 
Mainichi Daily News (2000 – 2001) 12,155 26.3 

Total 182,067 474.4 

Among the 182,067 documents in the index data set, 180 documents were ran-
domly selected as the query data set which was equally divided into three subsets. For 
each document in the first subset, a selected number of beginning sentences (10 at 
most, and about 6 on average) were copied and concatenated into a single query 
document. For the second and third subsets, the middle and ending sentences were 
similarly copied and added respectively. The resulting query document is assumed to 
be the “near-duplicate” of each document in the query data set. 

4.1   Data Analysis and Algorithm Configuration 

With the delimiter set {. ; ! ?}, there are 12,892,057 sentences in the index data set 
and 70.81 sentences per document on average. The average sentence length is 5.74, 
which will be later used to determine the substring size for fingerprinting and shin-
gling algorithms. The distribution of sentence lengths is illustrated in Fig. 3. Most 
sentences (97.46%) contain 1-20 words. 

To compare the performance of sentence-level and word-level features, we evalu-
ated the performance of the proposed approach and other word-level algorithms with 
various parameter configurations as follows: 

Full Fingerprinting (Full-FP). Every substring of 6 words (or 6-grams) in the docu-
ments is extracted and hashed by SHA-1. The substring size 6 is determined by the 
average sentence length (5.74) of the index data set. 
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Fig. 3. The distribution of sentence lengths 

Shingling (SG-63 and SG-66). It is similar to Full-FP except that one in every w 6-
grams is hashed, where w is set to 3/6 for SG-63/SG-66, respectively. 

Sentence Length. The algorithm as proposed in Section 3.1 with various parameter 
configurations WSiSWj(wDJ) for window size i, step width j, with/without dynamic 
jumping. Most punctuation marks such as {, ; " . ? !} are included in the delimiter set.  

Sentence-level Fingerprinting (SL-FP and SL-FP-SD). The algorithm as proposed 
in Section 3.1. SL-FP uses the same delimiter set as in the sentence length algorithm, 
while SL-FP-SD only includes {. ; ! ?} in the delimiter set. 

The collision rates in the feature database are explored in Table 2. From indexing 
perspective, a collision occurs when documents contain an identical feature vector. 
The efficiency will suffer from high collision rates, since extra mechanisms are 
needed to handle the collisions in the database. This will be verified in Section 4.2.  

Table 2. Collision rates under various algorithm configurations 

Algorithm Total number of collisions Collision rate (%)
Full-FP 7,410,325 10.197 
SG-63 1,874,838 7.701 
SG-66 827,897 6.771 
WS8SW1 390,021 6.837 
WS8SW1wDJ 369,264 6.541 
WS8SW2 189,105 6.336 
WS16SW1 254,169 5.774 
WS16SW1wDJ 245,607 5.650 
WS16SW2 125,551 5.426 
WS16SW4 65,970 5.193 
SL-FP 1,438,232 21.143 
SL-FP-SD 309,439 9.649 

For sentence length algorithms, the collision rate for each WS setting is slightly re-
duced as SW increases, and it’s also improved with the dynamic jumping (DJ) scheme 
enabled. Note that SL-FP has the highest collision rate among all algorithms. The 
reason might be having most punctuation marks in the delimiter set leads to higher 
chances of extracting common phrases. 
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4.2   Duplicate Detection 

For each algorithm in Section 4.1 we apply the same feature extraction method at the 
indexing and query stages, except the following. At querying stage, full fingerprinting 
was applied to the query document for shingling (SG) algorithms, and non-jumping 
scheme (SW = 1) was applied to sentence length algorithms. To illustrate how the 
symmetric procedure of feature extraction at the indexing and query stages influences 
the result, we evaluated another algorithm SG-63-Sym, which is identical to SG-63 
except that the same shingling scheme was used at both stages. 

Efficiency Measurements. We first explored the efficiency at the indexing stage for 
each algorithm in Table 3. 

Table 3. Storage and efficiency measurements for indexing 

Algorithm Pre-processing 
time (sec.) 

Converting 
time (sec.) 

# of features 
(K) 

Index size 
(MB) 

Index time 
(sec.) 

Full-FP 16.407 550 72,669 3,481 247,447 
SG-63 17.226 241 24,344 1,185 32,350 
SG-66 17.122 162 12,227 598 10,734 
WS8SW1 17.638 5.336 5,705 188 2,034 
WS8SW1wDJ 17.074 4.709 5,645 187 2,043 
WS8SW2 16.410 5.536 2,984 100 474 
WS16SW1 16.569 5.334 4,402 194 1,565 
WS16SW1wDJ 16.713 5.119 4,347 191 1,568 
WS16SW2 16.657 5.210 2,314 103 306 
WS16SW4 16.382 5.286 1,270 56 49 
SL-FP 17.724 299 6,802 305 4,018 
SL-FP-SD 17.100 330 3,207 155 726 

The pre-processing step involves HTML tag removal and punctuation mark recog-
nition where all algorithms have similar performance. In converting documents to 
feature strings, the sentence length algorithm took the least time and size due to its 
simple computation and compact representation, while the fingerprinting algorithms 
used a time-consuming hash function (SHA-1). Word-level fingerprinting algorithms 
(Full-FP and SG) produce a larger index structure in terms of the number of features, 
index size, and access time than sentence-level algorithms as we expected in Section 
4.1. Note that the size of index structure produced by the sentence-level fingerprinting 
is comparable with the sentence length algorithm. To summarize, sentence-level fea-
tures, including sentence length and sentence fingerprints, are more compact and 
efficient than word-level features. 

Effectiveness Measurements. We evaluated the effectiveness of different algorithms 
for searching as listed in Table 4. 

As shown in Table 4, valid result is the number of documents in the candidate set, 
and recognition indicates how many “near-duplicate” documents can be found in the 
candidate set. The rank and the score of the last correctly recognized (denoted as 
LCR) document in the ranked list can help determine the appropriate threshold  
for scoring. The ratio of recognition to valid result can be regarded as the overall  
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precision rate, whereas the ratio of recognition to rank of LCR reflects the ranking 
quality. For fingerprinting algorithms, although the overall precision rates are low, 
their ranking qualities are good. This indicates the proposed scoring function can 
assign appropriate weights to the candidates so that near-duplicates can be found in 
top ranks of the valid results. Note that SL-FP took almost 100 times longer than SL-
FP-SD for searching. One possible reason could be its much higher collision rate as 
shown in Table 2. 

Table 4. Performance for searching 

Algorithm Search 
time (sec.) 

Valid 
result 

Recog. Rank of 
LCR 

Score of 
LCR 

Recog. / 
Valid result

Recog. / Rank 
of LCR 

Full-FP 151 413 180 189 59.83 0.4358 0.9524 
SG-63-Sym 1.032 222 72 133 1.00 0.3243 0.5414 
SG-63 103 571 180 192 22.00 0.3152 0.9375 
SG-66 1.344 524 180 193 11.00 0.3435 0.9326 
WS8SW1 0.110 188 178 188 1.00 0.9468 0.9468 
WS8SW1wDJ 0.125 188 178 188 1.00 0.9468 0.9468 
WS8SW2 0.094 185 177 185 1.00 0.9568 0.9568 
WS16SW1 0.094 146 145 146 1.00 0.9932 0.9932 
WS16SW1wDJ 0.094 146 145 146 1.00 0.9932 0.9932 
WS16SW2 0.094 144 142 144 1.00 0.9861 0.9861 
WS16SW4 0.062 130 128 130 1.00 0.9846 0.9846 
SL-FP 21.219 220 180 187 4.01 0.8182 0.9626 
SL-FP-SD 0.203 189 180 189 1.00 0.9524 0.9524 

To compare the effectiveness of each algorithm, we checked the top-k precision, 
recall and F1 rates (for k=5 to 225, in increments of 5) using the test query. For better 
visual effects, partial results are shown in Fig. 4. 
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Fig. 4. The top-k precision and F1 rates for k=150-200. 

In Fig. 4(a), the top-k precision rates showed an earlier drop for shingling and sen-
tence-length algorithms with larger window sizes than for sentence fingerprinting and 
sentence-length algorithms with smaller window sizes. All algorithms showed similar 
performance in top-k recall rates, which is not shown here. Most algorithms differ in 
top-k F1 rates within the range of k=150-200, which we further explored as in  
Fig. 4(b). Specifically, Table 5 lists the top-180 precision, recall, and F1 rates. 
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Table 5. Top-180 precision/recall/F1 rates 

Algorithm Top-180 recall Top-180 precision Top-180 F1 
Full-FP 0.9778 0.9778 0.9778 
SG-63-Sym 0.4 0.4 0.4 
SG-63 0.9722 0.9722 0.9722 
SG-66 0.9667 0.9667 0.9667 
WS8SW1 0.9778 0.9778 0.9778 
WS8SW1wDJ 0.9778 0.9778 0.9778 
WS8SW2 0.9722 0.9722 0.9722 
WS16SW1 0.8056 0.9797 0.8841 
WS16SW1wDJ 0.8056 0.9797 0.8841 
WS16SW2 0.7889 0.9861 0.8765 
WS16SW4 0.7111 0.9846 0.8258 
SL-FP 0.9778 0.9778 0.9778 
SL-FP-SD 0.9889 0.9889 0.9889 

As shown in Table 5, SL-FP-SD achieved the best effectiveness for searching 
among all algorithms. It also showed more efficient computation than word-level fin-
gerprinting features for indexing in Table 3. Full-FP achieved high top-180 recall rates, 
but it takes much more space and time to keep details of the original contents. In sum-
mary, SL-FP-SD achieves a good balance between efficiency and effectiveness.  

4.3   Discussion 

There are several potential applications of the proposed approach. For example, it can 
be used to detect quotations without explicit references on blog sites. When a blogger 
posts a new article, the system can check the submitted content against the document 
archive on the site. Another example is to detect the possible implicit links under the 
assumption that documents containing the same duplicate contents could be regarded 
relevant to each other. 

There is one potential limitation to the proposed sentence-level approach: short 
documents are difficult to detect. Since features are extracted in sentence-level, short 
documents will have short sequence of features, which makes detection of possible 
copies more difficult. Other examples include poems or lyrics that have regular pat-
terns and fixed sentence lengths. From sentence lengths alone, we cannot effectively 
distinguish among different documents. In this case, word-based approaches could be 
adopted to complement the sentence-level approach. 

5   Conclusions 

We proposed a sentence-level approach to the mutual-inclusive type of near-duplicate 
detection. A simple but effective feature, the sequence of sentence lengths, was pro-
posed, which can be directly applied to languages with fixed sentence delimiters 
without knowledge of the specific language. We also compared sentence-level with 
word-level features for near-duplicate detection. The experimental results showed the 
potential of the effectiveness and efficiency for sentence-level features. In the future, 
we intend to investigate other sentence-level features for partial copy detection. 
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Abstract. Collaborative filtering is a major technique to make person-
alized recommendations about information items (movies, books, web-
pages etc) to individual users. In the literature, a common research
objective is to predict unknown ratings of items for a user, on the condi-
tion that the user has explicitly rated a certain amount of items. Never-
theless, in many practical situations, we may only have implicit evidence
of user preferences, such as “playback times of a music file” or “visiting
frequency of a web-site”. Most importantly, a more practical view of the
recommendation task is to directly generate a top-N ranked list of items
that the user is most likely to like.

In this paper, we take these two concerns into account. Item ranking in
recommender systems is considered as a task highly related to document
ranking in text retrieval. Firstly, two practical item scoring functions
are derived by adopting the generative language modelling approach of
text retrieval. Secondly, to address the uncertainty associated with the
score estimation, we introduce a risk-averse model that penalizes the
less reliable scores. Our experiments on real data sets demonstrate that
significant performance gains have been achieved.

1 Introduction

The Digital Revolution on information storage and transmission increases the
amount of information that we deal with in our daily lives. Although we enjoy
the entertainment and convenience brought to us by such a variety of sources,
the volume of information is increasing far more quickly than our ability to digest
it. For instance, the Internet has become the most significant media source and
is growing at an exponential speed. But the user ability of obtaining useful
information in the Internet grows slowly. Tools that support for the effective
retrieval of relevant information are still primitive – most information retrieval
systems heavily rely on textual queries of users to identify their information needs
[13]. Queries constructed by keywords only are, however, not powerful enough to
express the needs of a particular user both semantically and contextually. To see
this, consider the following common search scenario: “find movies showing this
weekend in nearby cinemas that I most likely to like.” Such a user information
need requires the retrieval system at least to be able to capture user interest
(“most likely to like”). Unfortunately, most existing retrieval models and search
technologies are incapable of achieving such a realistic retrieval goal, because
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they only focus on building the correspondence between textual queries and
documents and lack mechanisms to model individual users who issue queries.
Hence, it is essential to accurately model various user information needs beyond
queries. With the recent advances in Human-Computer Interfacing and sensor
technologies that make use of cameras, motion detectors, voice captures, GPSs
etc., we have witnessed a research transition from information (document) centric
computing into user centric computing; consider for example user profiling, that
attempts to broadly understand users’ various interests, intentions etc. on the
basis of the recorded human-computer interactions.

Also, large amounts of information exist in a dynamic form. To process streams
of incoming data, we need an information system that can play a more active
role during the information seeking process. Therefore, information filtering sys-
tems arise [2]. In contrast to most retrieval systems that passively wait for user
queries to respond accordingly, they aim to actively filter out, refine and sys-
tematically represent the relevant information and intuitively ignore superfluous
computations on redundant data.

Combination of these two demands has created increasing interests in build-
ing a recommender system that can steer users towards their personal interests
and actively filter relevant information items on the users’ behalf. As one of
the dominant techniques, collaborative filtering has appeared in the domain of
Information Retrieval (IR) and Human-Computer Interaction (HCI) [8]. They
attempt to filter information items such as books, CDs, DVDs, movies, TV pro-
grams, and electronics, based on a history of the user’s likes and dislikes. Exam-
ples include the Amazon’s book recommendation engine (amazon.com) and the
Netflix DVD recommendation engine (netflix.com). We believe recommender
systems will eventually support companies to realize a shift from offering mass
products and services to offering customized goods and services that efficiently
satisfy desires and needs of individual users.

In this paper, we would like to emphasize the following two crucial
observations:

1. Although collaborative filtering exists in various forms in practice, its pur-
poses can be generally regarded as “item ranking” and “rating prediction”. They
are illustrated in Fig 1. The rating prediction (see Fig 1 (a) and (b)) aims at pre-
dicting an unknown rating of an item for the user, with the requirement that the
user has to explicitly rate a certain amount of items. This type of recommenda-
tion has been widely conceived and well studied in the research literature, since
the pioneering work on the MovieLens systems (http://movielens.umn.edu);
from the early work on filtering netnews [15] and the movie recommender sys-
tems ([9]) to the latest Netflix competition (http://www.netflixprize.com/),
most approaches accept by default that the rating prediction is the underly-
ing task for recommender systems. However, in many practical systems such as
Amazon (http://amazon.com) and Last.Fm (http://last.fm), it is sometimes
more favorable to formulate collaborative filtering as an item ranking problem,
because we often face the situation where our ultimate task is to generate the
top-N list of the end user’s most favorite items (see Fig 1 (c) and (d)).

amazon.com
netflix.com
http://movielens.umn.edu
http://www.netflixprize.com/
Amazon
http://amazon.com
Last.Fm
http://last.fm
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(a) A snapshot of the MovieLens System (b) A diagram of rating prediction

(c) A snapshot of the Last.FM system (d) A diagram of item ranking

Fig. 1. The Two Forms of Recommendation

2. User profiles can be explicitly obtained by asking users to rate items that
they know. However these explicit ratings are hard to gather in a real system [5].
It is highly desirable to infer user preferences from implicit observations of user
interactions with a system. These implicit interest functions usually generate
frequency-counted profiles, like “playback times of a music file”, or “visiting
frequency of a web-site” etc. So far, academic research into frequency-counted
user profiles for collaborative filtering has been limited. A large body of research
work for collaborative filtering by default focuses on rating-based user profiles
[1,9,10,16,21].

This motivated us to conduct a formal study on probabilistic item ranking
for collaborative filtering. The remainder of the paper is organized as follows.
We first describe related work, and then establish the generative language model
for collaborative filtering. After that, we extend the model by considering the
uncertainty of the estimation. Finally, we provide an empirical evaluation of the
recommendation performance, and conclude our work.
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2 Related Work

In the memory-based approaches, all rating examples are stored as-is into mem-
ory (in contrast to learning an abstraction), forming a heuristic implementation
of the “Word of Mouth” phenomenon. In the rating prediction phase, similar
users or (and) items are sorted based on the memorized ratings. Relying on the
ratings of these similar users or (and) items, a prediction of an item rating for
a test user can be generated. Examples of memory-based collaborative filter-
ing include user-based methods [3,9,15], item-based methods [7,16] and unified
methods [19]. The advantage of the memory-based methods over their model-
based alternatives is that less parameters have to be tuned; however, the data
sparsity problem is not handled in a principled manner.

In the model-based approaches, training examples are used to generate an
“abstraction” (model) that is able to predict the ratings for items that a test
user has not rated before. In this regard, many probabilistic models have been
proposed. For example, to consider user correlation, [14] proposed a method
called personality diagnosis (PD), treating each user as a separate cluster and
assuming a Gaussian noise applied to all ratings. It computes the probability
that a test user is of the same “personality type” as other users and, in turn, the
probability of his or her rating to a test item can be predicted. On the other hand,
to model item correlation, [3] utilizes a Bayesian Network model, in which the
conditional probabilities between items are maintained. Some researchers have
tried mixture models, explicitly assuming some hidden variables embedded in the
rating data. Examples include the aspect models [10,12], the cluster model [3]
and the latent factor model [4]. These methods require some assumptions about
the underlying data structures and the resulting ‘compact’ models solve the data
sparsity problem to a certain extent. However, the need to tune an often signif-
icant number of parameters has prevented these methods from practical usage.
For instance, in the aspect models [10,12], an EM iteration (called “fold-in”)
is usually required to find both the hidden user clusters or/and hidden item
clusters for any new user.

Memory-based approaches are commonly used for rating prediction, but they
can be easily extended for the purpose of item ranking. For instance, a rank-
ing score for a target item can be calculated by a summation over its similar-
ity towards other items that the target user liked (i.e. in the user preference
list). Taking this item-based view, we formally have the following basic ranking
score:

ou(i) ≡
∑

i′∈Lu

sI(i′, i) (1)

where u and i denote the target user and item respectively, and i′ ∈ Lu de-
notes any item in the preference list of user u. SI is the similarity measure
between two items, and in practice cosine similarity and Pearson’s correla-
tion are generally employed. To specifically target the item ranking problem,



222 J. Wang

researchers in [7] proposed an alternative, TFxIDF-like similarity measure, which
is shown as follows:

sI(i′, i) =
Freq(i′, i)

Freq(i′) × Freq(i)α
(2)

where Freq denotes the frequency counts of an item Freq(i′) or co-occurrence
counts for two items Freq(i′, i). α is a free parameter, taking a value between
0 and 1. On the basis of empirical observations, they also introduced two nor-
malization methods to further improve the ranking. In our previous work, we
have introduced the concept of relevance into collaborative filtering [17]. Items
can be then ranked by estimating the probability of the relevance between users
(preferences) and items [18,20]. In this paper, we take another angle, considering
a generative process between items and users.

3 A Statistic Language Model for Collaborative Filtering

Collaborative filtering aims at finding information items that a user is most likely
to like, given his or her preference. To achieve this, we could formally measure
how probable an item (denoted as i) is to be suggested to a given user (denoted
as u): p(i|u), and then rank items accordingly:

ou(i) ≡ p(i|u) =
p(u|i)p(i)

p(u)
∝i log p(u|i) + log p(i) − log p(u)
∝i log p(u|i) + log p(i)

(3)

where log p(u) can be removed since it is independent of the target item i. The
item ranking has two parts: its likelihood towards the user preference p(u|i) and
its popularity p(i). The probability p(i) can be easily estimated by counting the
frequency from the collection.

To estimate the likelihood p(u|i), we follow the argument of the language
model of information retrieval. In the language modelling approach of informa-
tion retrieval [6], one needs to assess how probable a query q would be generated
from a document language model θd, and then rank each of the documents d
in the collection on the basis of the generative probability p(q|θd). Similarly, in
collaborative filtering, we first choose an optimal generative model θi for each
candidate item i; it captures the underlying distribution of users (or user pref-
erences) who liked the item. Probability p(u|θi) is then used to estimate how
probable a user preference (as a query) is to be generated by that model. Re-
placing it into Eq. (3) gives

p(i|u) ∝i log p(u|θi) + log p(i) (4)

By doing this, we relate the language modelling of text retrieval and the
collaborative filtering modelling at a probabilistic level. Yet, at the feature repre-
sentation level they are quite apart from each other, as their input data and pur-
poses are completely different. Consequently, applying the text retrieval model
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to collaborative filtering is not trivial. The difficulty lies in the fact that in text
retrieval both queries and documents are represented by texts, which provide an
important information channel to link queries (user needs) and documents. Due
to the lack of relevance observations, the language models in text retrieval shift
their focus from directly estimating the correspondence (relevance) between user
needs (queries) and documents to estimating word statistics in the documents
and/or queries and then building up the link through these statistics. Conversely,
in collaborative filtering, in most cases, we do not have such extra information
to relate user preferences and information items. Instead, recorded in the system
are only user preferences, which are thought of as indirect observations of the
relevance between a user interest and an information item. Thus, the central
question in modelling collaborative filtering is how to relate users and items
through this usually very sparse user-item matrix, where its elements record the
frequency counts, like “playback times of a music file”, or “visiting frequency of
a web-site” etc.

The estimation of the likelihood p(u|θi) depends on the representation of the
user preference. From the data stored in the user-item matrix, if we use a set
of items i′ ∈ Lu to present user u, and assume that each item i′ in the user
preference Lu is independently generated, we have

p(i|u) ∝i

∑
i′∈Lu

log p(i′|θi) + log p(i) (5)

In text retrieval, the interpretation of the likelihood function p(t|θd) is relatively
straightforward as both queries and documents are represented by the same set
of features, i.e., words. Subsequently, θd is estimated conveniently by looking at
the words occur in document d. By contrast, the interpretation of the likelihood
p(i′|θi) in Eq. (5), which links the target item i to another item i′ in the target
user’s preference, is slightly different; it measures how probable an item i would
be generated from a user preference where an item i occurs. It is estimated by
considering the following two steps: 1) aggregating the user preferences in which
item i occurs, and 2) from them, calculating how frequent item i′ is also present -
the Maximum Likelihood Estimate (MLE) would be θ̂i = p(i′|θ̂i) ≡ c(i′,i)

c(i) , where
c(i′, i) denotes the number of user preferences where both items i and i′ occur,
and c(i) denotes the number of user preferences where item i occurs. The hat
on θ̂i indicates that it is an estimated value.

Like text retrieval, due to the sparsity of the data, only considering the co-
occurrence statistics is unreliable. One can smooth the estimate from the col-
lection statistics; using the linear smoothing method [22], we have the following
ranking formula:

ou(i) ≡
∑

i′∈Lu

ln
(
λP (i′|i) + (1 − λ)P (i′)

)
+ lnP (i)

≡
∑

i′∈Lu

ln
(
λ

c(i′, i)
c(i)

+ (1 − λ)
c(i′)∑
i′ c(i′)

)
+ ln

c(i)∑
i′ c(i′)

(6)
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where the ranking score of a target item i is essentially a combination of its
popularity (expressed by the prior probability P (i)) and its co-occurrence with
the items i′ ∈ Lu in the preference list of the target user (expressed by the
conditional probability P (i′|i). λ ∈ [0, 1] is used as a linear smoothing parameter
to further smooth the conditional probability from a background model (P (i′)).∑

i′ c(i′) =
∑

i c(i) denotes the number of user preferences in the collection.
Alternatively, one can apply the Bayes-smoothing technique [22] to smooth

the estimation. More formally, we have:

θ̂i = p(i′|θ̂i) ≡ c(i′, i) + μ · p(i′)
c(i) + μ

(7)

where μ is the smoothing parameter and p(i′) ≡ c(i′)∑
i′ c(i′) . Replacing Eq. (7) into

Eq. (5) results in the following Bayes-smoothing-based ranking formula:

ou(i) ≡
∑

i′∈Lu

ln(
c(i′, i) + μ · c(i′)∑

i′ c(i′)

c(i) + μ
) + ln

c(i)∑
i c(i)

(8)

In summary, we have derived two ranking formulae in Eq. (6) and Eq. (8), respec-
tively, by following the school of thinking in the language modelling approaches
of text retrieval. The two scoring functions are item-based as the scoring relies
on the co-occurrence statistics between items. It is worth noticing that a paral-
lel user-based method can similarly be derived by considering the co-occurrence
between users.

4 Risk-Aware Ranking for Collaborative Filtering

As described, the classic language modelling approaches, thus including Eq. (6)
and Eq. (8), consider the model parameters as unknown fixed constants, and
apply point estimate such as the MLE, the linear-smoothing, or the Bayes-
smoothing technique. The main drawback of this approach is that exact measures
of the uncertainty associated with the estimation are not handled in a princi-
pled manner. As a result, unreliably-estimated items may be ranked highly in
the ranked list, reducing the retrieval performance of the top-N returned items.

To model the uncertainty of the estimate, we follow the Bayesian viewpoint,
considering parameter θi itself has a probability distribution associated with
it. We propose to use variance V ar(θi) to summarize the uncertainty, inspired
by the risk-aware language models introduced in [23]. A large variance indicates
that the estimate is unreliable and its rank score should be penalized accordingly.
Based on this, we have the following formula:

θ̂i ≡ Mean(θi) − b

2
V ar(θi) (9)

where Mean(θi) is the mean of θi while V ar(θi) denotes its variance. b > 1, and
it is a parameter that adjusts the risk preference and can be tuned from data.
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Table 1. Comparison with the other approaches. Precision is reported in the Last.FM

data set. The best results are in bold type. A Wilcoxon signed-rank test is conducted
and the significant ones (P-value < 0.05) over SuggestLib are marked as *.

Top-1 Top-3 Top-10

LM-LS 0.572 0.507 0.416

LM-BS 0.585* 0.535* 0.456*

SuggestLib 0.547 0.509 0.421

(a) User Profile Length 5

Top-1 Top-3 Top-10

LM-LS 0.673 0.617 0.517*

LM-BS 0.674* 0.620* 0.517*

SuggestLib 0.664 0.604 0.503

(b) User Profile Length 10

Top-1 Top-3 Top-10

LM-LS 0.669 0.645 0.555

LM-BS 0.761* 0.684* 0.568*

SuggestLib 0.736 0.665 0.553

(c) User Profile Length 15

Here the user preference data is assumed to follow Multinomial distribution,
and the conjugate prior is Dirichlet distribution. Thus, the mean and variance
are obtained as follows:

Mean(θi) =
c(i′, i)
c(i)

, V ar(θi) =
c(i′, i)

(
c(i) − c(i′, i)

)

c(i)2
(
c(i) + 1)

) (10)

5 Experiments

5.1 Data Sets and Experiment Protocols

The standard data sets used in the evaluation of collaborative filtering algorithms
(i.e. MovieLens and Netflix) are rating-based, which are not suitable for testing
our method using implicit, frequency-counted user profiles. This paper adopts
two implicit user profile data sets.

The first data set comes from a well known social music web site: Last.FM.
It was collected from the play-lists of the users in the community by using a
plug-in in the users’ media players (for instance, Winamp, iTunes, XMMS etc).
Plug-ins send the title (song name and artist name) of every song users play to
the Last.FM server, which updates the user’s musical profile with the new song.
For our experiments, the triple {userID, artistID, Freq} is used.

The second data set was collected from one well-known collaborative tagging
Web site, del.icio.us. Unlike other studies focusing on directly recommending
contents (Web sites), here we intend to find relevance tags on the basis of user
profiles as this is a crucial step in such systems. For instance, the tag suggestion is
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Table 2. Comparison with the other approaches. Precision is reported in the
Del.icio.us data set. The best results are in bold type. A Wilcoxon signed-rank test
is conducted and the significant ones (P-value < 0.05) over SuggestLib are marked as *.

Top-1 Top-3 Top-10

LM-LS 0.306* 0.253* 0.208*

LM-BS 0.253 0.227 0.173

SuggestLib 0.168 0.141 0.107

(a) User Profile Length 5

Top-1 Top-3 Top-10

LM-LS 0.325* 0.256* 0.207*

LM-BS 0.248 0.226 0.175

SuggestLib 0.224 0.199 0.150

(b) User Profile Length 10

Top-1 Top-3 Top-10

LM-LS 0.322* 0.261* 0.211*

LM-BS 0.256 0.231 0.177

SuggestLib 0.271 0.230 0.171

(c) User Profile Length 15

needed in helping users assigning tags to new contents, and it is also useful when
constructing a personalized “tag cloud” for the purpose of exploratory search .
The Web site has been crawled between May and October 2006. We collected
a number of the most popular tags, found which users were using these tags,
and then downloaded the whole profiles of these users. We extracted the triples
{userID, tagID, Freq} from each of the user profiles. User IDs are randomly
generated to keep the users anonymous.

For 5-fold cross-validation, we randomly divided this data set into a training
set (80% of the users) and a test set (20% of the users). Results are obtains by
averaging 5 different runs (sampling of training/test set). The training set was
used to estimate the model. The test set was used for evaluating the accuracy
of the recommendations on the new users, whose user profiles are not in the
training set. For each test user, 5, 10, or 15 items of a test user were put into the
user profile list. The remaining items were used to test the recommendations.
Our experiments here consider the recommendation precision, which measures
the proportion of recommended items that are ground truth items.

5.2 Performance

The Language Models. We choose a state-of-the-art item ranking algorithm
[7] discussed in Section 2 as our strong baseline. We adopt their implementation,
the top-N suggest recommendation library1, which is denoted as SuggestLib.The
proposed language modelling approach of collaborative filtering in Eq. (6) is de-
noted as LM-LS while its variant using the Bayes’ smoothing given in Eq. (8) is de-
noted as LM-BS. The optimal parameters are tuned by applying cross-validation.
1 http://glaros.dtc.umn.edu/gkhome/suggest/overview
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Fig. 2. Recommendation Precision in Last.FM data set. Model 1: the linear smooth-
ing method; Model 2: risk-aware linear smoothing method; and Model 3: risk-aware
Maximum Likelihood Estimate method.

Table 3. Recommendation Precision in Last.FM. Model 1: the linear smoothing
method; Model 2: risk-aware linear smoothing model ; and Model 3: risk-aware Max-
imum Likelihood Estimate model. A Wilcoxon signed-rank test is conducted and the
significant ones (P-value < 0.05) over Model 1 the linear smoothing model are marked
as *.

The results are shown in Table 1 and 2. From the tables, we can see that our
ranking methods, derived from the language models of text retrieval, performs
consistently better than the heuristic ranking method, SuggestLib, over all the
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configurations. A Wilcoxon signed-rank test [11] is done to verify the significance.
We believe that the effectiveness of our methods is due to the fact that the models
naturally integrate frequency counts and probability estimation into the ranking
formula. For the two smoothing methods, we have obtained a mixed result - in the
Last.FM data, the Bayes smoothing method outperforms the linear smoothing,
while in the del.icio.us data, the linear smoothing is better than the Bayes
smoothing method.

The Risk-aware Ranking. We continue our experiment with the risk-aware
model given in Eq. (9). As we intend to investigate whether the added variance
bit could improve the recommendation accuracy, the linear smoothing approach
(denoted as Model 1) is now regarded as a baseline, Two different risk-aware
models are evaluated: Model 2, using the linear smoothing to estimate the mean
(Mean(θi)), and Model 3, using the maximum likelihood to estimate the mean
(Mean(θi)). The results, under the three configurations top-1, top-10, and top-15,
are shown in Fig. 2 and Table 3. We can see that Model 2 and Model 3 significantly
outperform Model 1 in all configurations. Model 2 is slightly better than Model
3, implying that, the variance plays a more critical role than the smoothing from
the collection. And, even without smoothing from the collection, the risk-model
that considers the variance only provides a robust scoring function.

6 Conclusions

In this paper, we have presented a novel statistic model for item ranking in col-
laborative filtering. It is inspired by the widely-adopted language models of text
retrieval. To consider the uncertainty of the parameter estimation and reflect it
during the ranking, we then presented a risk-averse ranking model by consider-
ing the variance of the parameters. The experiments on two real data sets have
shown that the significance of our approaches.

One of the assumptions in our model is that the items in users’ profiles are
independent of each other. This is unrealistic in practice. In the future, we intend
to explore this dependence. It is also of great interest to study the method of
combing content descriptions under the proposed framework.

Acknowledgement

The experiment of the risk-aware model was conducted by Mofei Han when he
was working on his MSc thesis under the supervision of the author.

References

1. Adomavicius, G., Tuzhilin, A.: Toward the next generation of recommender sys-
tems: A survey of the state-of-the-art and possible extensions. IEEE Transactions
on Knowledge and Data Engineering 17(6), 734–749 (2005)

2. Belkin, N.J., Croft, W.B.: Information filtering and information retrieval: two sides
of the same coin? Commun. ACM 35(12), 29–38 (1992)



Language Models of Collaborative Filtering 229

3. Breese, J., Heckerman, D., Kadie, C.: Empirical analysis of predictive algorithms
for collaborative filtering. In: Proceedings of the 14th Annual Conference on Un-
certainty in Artificial Intelligence, UAI 1998 (1998)

4. Canny, J.: Collaborative filtering with privacy via factor analysis. In: SIGIR 2002
(2002)

5. Claypool, M., Le, P., Wased, M., Brown, D.: Implicit interest indicators. In: IUI
2001 (2001)

6. Croft, B.W., Lafferty, J.: Language Modeling for Information Retrieval. Springer,
Heidelberg (2003)

7. Deshpande, M., Karypis, G.: Item-based top-N recommendation algorithms. ACM
Trans. Inf. Syst. 22(1), 143–177 (2004)

8. Goldberg, D., Nichols, D., Oki, B.M., Terry, D.: Using collaborative filtering to
weave an information tapestry. Commun. ACM 35(12), 61–70 (1992)

9. Herlocker, J.L., Konstan, J.A., Borchers, A., Riedl, J.: An algorithmic framework
for performing collaborative filtering. In: SIGIR 1999 (1999)

10. Hofmann, T.: Latent semantic models for collaborative filtering. ACM Trans. Info.
Syst. 22(1), 89–115 (2004)

11. Hull, D.: Using statistical testing in the evaluation of retrieval experiments. In:
SIGIR 1993 (1993)

12. Jin, R., Si, L., Zhai, C.: A study of mixture models for collaborative filtering. Inf.
Retr. 9(3), 357–382 (2006)

13. Manning, C.D., Raghavan, P., Schtze, H.: Introduction to Information Retrieval.
Cambridge University Press, Cambridge (2008)

14. Pennock, D.M., Horvitz, E., Lawrence, S., Giles, C.L.: Collaborative filtering by
personality diagnosis: A hybrid memory and model-based approach. In: UAI 2000
(2000)

15. Resnick, P., Iacovou, N., Suchak, M., Bergstrom, P., Riedl, J.: Grouplens: an open
architecture for collaborative filtering of netnews. In: CSCW 1994 (1994)

16. Sarwar, B., Karypis, G., Konstan, J., Reidl, J.: Item-based collaborative filtering
recommendation algorithms. In: WWW 2001 (2001)

17. Wang, J.: Relevance Models for Collaborative Filtering. Delft University of Tech-
nology (2008),
http://web4.cs.ucl.ac.uk/staff/jun.wang/papers/phdthesis.pdf, ISBN 978-
90-9022932-4

18. Wang, J., de Vries, A.P., Reinders, M.J.: A user-item relevance model for log-based
collaborative filtering. In: Lalmas, M., MacFarlane, A., Rüger, S.M., Tombros, A.,
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Abstract. In this paper, we propose an efficient text classification method using 
term projection. Firstly, we use a modified χ2 statistic to project terms into pre-
defined categories, which is more efficient compared to other clustering meth-
ods. Afterwards, we utilize the generated clusters as features to represent the 
documents. The classification is then performed in a rule-based manner or via 
SVM. Experiment results show that our modified χ2 statistic feature selection 
method outperforms traditional χ2 statistic especially at lower dimensionalities. 
And our method is also more efficient than Latent Semantic Analysis (LSA) on 
homogeneous dataset. Meanwhile, we can reduce the feature dimensionality by 
three orders of magnitude to save training and testing cost, and maintain compa-
rable accuracy. Moreover, we could use a small training set to gain an approxi-
mately 4.3% improvement on heterogeneous dataset as compared to traditional 
method, which indicates that our method has better generalization capability. 

Keywords: Text classification, χ2 statistic, Term projection, Cluster-based  
classification. 

1   Introduction 

Text classification [1, 2] is a fundamental task in text mining research area. The goal 
of text classification is to assign documents with pre-defined semantically meaningful 
labels. Traditional text classification methods always follow a supervised learning 
strategy: use some labeled training set and machine learning technologies, like Naïve 
Bayesian, KNN, and SVM [3, 4] to build a model, and then classify the documents in 
test set. In general, those algorithms have demonstrated reasonable performance. 

Standard representation of text uses bag-of-word (BOW) model, with each term 
corresponds to a dimension. It is obvious that BOW representation will bring sparse 
and noisy problems, especially when the training set is relatively small. Moreover, 
this will also lead to curse of dimensionality issue, which is tough and common in text 
classification.  

A sophisticated methodology to reduce feature dimensionality is feature selection 
[5], such as χ2 statistic, mutual information and information gain. In [6], they show that 
χ2 statistic has better performance on Chinese text dataset when the dimensionality is 
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relatively high. We did some modification on χ2 statistic feature selection method. 
After feature selection, the next procedure is cluster-based text classification. The goal 
is to group the similar terms into clusters, in [7, 8, 9, 10], they do term clustering  
according to the distribution of terms with different clustering algorithm applied. Then 
they utilize the generated clusters as features to represent the documents for  
classification. 

In this paper, we follow the similar procedure described above. First, we found that 
traditional χ2 statistic method doesn't take term frequency into account. However, we 
argue that term frequency indeed shows relationship between terms and categories. 
The more a term emerges in a corresponding category, the stronger their relationship 
is. With this tiny modification, we get better performance on both English and  
Chinese dataset on varied dimensionality. 

Second, we do term projection according to the modified χ2 statistics, which can be 
considered as a rule-based clustering algorithm. The advantage of our projection 
method is that no additional computational cost is needed. In [7, 8, 9, 10], they have 
tried diverse term clustering algorithms, which bring different degrees of computa-
tional costs. Moreover, they have to determine the number of clustering result, which 
is difficult for different datasets. 

After term projection step, we utilize the generated clusters as features to represent 
the documents. The benefit of using clusters as features include: (a) make most use of 
semantic meanings of terms. We can group similar terms into the same cluster, and 
condense the feature space to reduce the sparse problem to a certain extent, (b) effi-
cient classification speed. We can reduce the feature dimensionality by three orders of 
magnitude, from 60,000 to 55 in Chinese dataset, while still and maintain comparable 
accuracy as compared to LSA. Besides, the classification speed can be greatly accel-
erated as a result of much smaller feature size, (c) small and better generalization 
classification model. With the feature dimensionality greatly reduced, we need less 
parameter to determine the model. Furthermore, experiment result shows that this 
model also has better generalization capability, (d) a complement to feature selection. 
Feature selection aims at removing noisy features, while term clustering is good at 
decreasing redundant features by putting them together. In practice, we generally do 
feature selection first to keep meaningful features, and then condense the feature 
space by clustering. 

Our contributions in this paper include: (a) we modify the traditional χ2 statistic, to 
the best of our knowledge, no one has take term frequency into consideration when 
using χ2 statistic to do feature selection. This modification improves the performance, 
especially at lower dimensionalities, (b) rule-based term projection algorithm, we 
project the terms according to the modified χ2 statistics, which is quite efficient and 
practical, (c) we reduce the feature dimensionality by three orders of magnitude, and 
still maintain comparable accuracy in comparison with LSA on homogeneous dataset. 
This indicates that our method require less computational cost to achieve the same 
performance, (d) we have observed some improvement both on classification accu-
racy and speed on heterogeneous dataset using a small training corpus. 

The rest of the paper is organized as follows. In Section 2, we will review some re-
lated works that using term clustering technology for text classification as well as 
transfer learning that used to solve the heterogeneous dataset problem. Then we intro-
duce our term projection method in section 3. After that, projection based classification 
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algorithms are discussed in section 4, using a rule-based manner or via SVM. Experi-
ment results and discussions are shows in section 5. Section 6 concludes the whole 
paper and gives some future works. 

2   Related Work 

Pereira et al. [11] firstly proposed the distributional clustering scheme of English 
words in 1993, followed by a group of researchers in text classification area [7, 8, 9, 
10], to establish a more sophisticated text representation than bag-of-words model via 
term clusters. 

Baker and McCallum [7] apply term clustering according to the distributions of 
class labels associated with them. Then use these learned clusters to represent the 
documents in a new reduced feature space. They get only a slight decrease in accu-
racy; however, the cluster-based representation is significantly more efficient than 
BOW model. 

Bekkerman et al. [8, 9] follow the similar idea. They introduced a new information 
bottleneck method to generate cluster-based representations of documents. What’s 
more, combined with SVM, their experiment result outperforms other methods in 
both accuracy and efficiency. The shortcoming of all mentioned work is that they 
spend extra computational cost on term clustering, and some parameters like number 
of clusters should be determined. Unfortunately, this is always tough for different 
applications. In this paper, we use modified χ2 statistic to do term projection, which 
can be obtained straightforwardly from the feature selection step, with no additional 
computational cost introduced. 

On the other hand, traditional text classification strategies always make a basic as-
sumption: the training and test set are sampling from the same distribution. However, 
this assumption may be violated in reality. For example, it is not reasonable to assume 
that web-pages on the internet are homogeneous because they change frequently. New 
terms emerge; old terms disappear; identical terms have different meanings. Recently, 
transfer learning [12, 13] is designed to solve this problem. Transfer learning is the 
application of skills and knowledge learned in one context being applied in another 
context. In this paper, we make use of cluster-based representations of documents to 
alleviate this heterogeneous problem. We gain improvement on both classification 
accuracy and speed, which give evidence of better generalization ability of our 
method. 

3   Term Projection 

In this section, we will introduce our term projection algorithm, which is significantly 
more efficient than other clustering algorithms. First, we present the modified χ2 sta-
tistic formula, with term frequency taken into consideration. We also give some ex-
planation and benefit of doing this. We also use the modified χ2 statistic to do feature 
selection in the following experiment. Second, we straightforwardly utilize modified 
χ2 statistic to do term projection, which is quite efficient. 
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3.1   Modified χ2 Statistic 

Yang et al. [5] has investigated several feature selections for text classification. They 
found that information gain and χ2 statistic is most effective on English text dataset 
among five feature selection methods. In fact, χ2 statistic measures the lack of inde-
pendence between term t and class label c. We first review the traditional χ2 statistic 
formula as follows. 

Using a two-way contingency table of term t and class label c, we can found four 
elements in the table, where A is the number of times that both t and c occur, B is the 
number of times that only t occurs, C is the number of times that only c occurs, D is 
the number of times that neither c nor t occurs. N is the number of documents in the 
training set. Statistics are performed at document level. The formula is defined to be:  

2
2 ( )
( , )

( ) ( ) ( ) ( )

N AD CB
t c

A C B D A B C D
χ × −=

+ × + × + × +
 (1)

Ideally, t and c always occur or disappear together, which means that t and c have a 
strong relationship. Then once a document contains term t, maybe we are confident 
enough to classify it to class c. On the other hand, if t and c are completely independ-
ent, then we get a value of zero in formula (1). We computed the χ2 statistic between a 
particular term t and all the class labels in the training set. We use the maximum value 
to represent the final score of term t, which is known as χ2

max. The formula is defined 
as: (m is the number of classes in the training set) 
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We also record the χ2
total value for future use, which is defined as: 
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We argue that traditional χ2 statistic ignores the term frequency information. For ex-
ample, a document d which belongs to class c contains two terms, t1 and t2. Suppose 
that t1 occurs only one time in d, while t2 occurs 1000 times in d, which is much 
more frequent than t1. It is reasonable to consider that t2 has a stronger relation-
ship with c than t1 has. But this term frequency information is not revealed in formula 
(1). Traditional χ2 statistic makes statistics at the document level, 
which assumes t1 and t2 have the same relation with c. 

We perform statistic at the term level to consider the missing term frequency  
information discussed above. Use the same annotations before; now A is the total 
frequency of t occurs in class c, B is the total frequency of t occurs in other classes 
except c, C is the total frequencies of other terms occur in c, D is the total frequencies 
of all terms (term t not included) outside class c, N is the total frequency of all terms 
in training set. Experiment results on both English and Chinese datasets show that our 
modified χ2 statistic has better performance, especially at lower dimensionalities. 
Actually, we obtain 18.4% improvement on Chinese dataset at 200 dimensions. 
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3.2   Projection by χ2 Statistic 

As stated above, we use modified χ2 statistic and χ2
max to do feature selection. In tradi-

tional methods, they sort the terms according to their χ2
max values, and choose top T 

candidates. However, χ2
max values have natural semantic meanings. For example, in 

our experiment dataset, the term “导演(director)” gains χ2
max in class “电影(movie)”, 

which gives evidence that “导演” has the strongest semantic relationship with “电影” 
among all the classes. So, we have every reason to use χ2

max information to do seman-
tic term projection. 

Furthermore, we record the χ2
max values of each term and the corresponding class 

that it gains χ2
max value. Then we make semantic matching between terms and classes, 

which can be considered as term projection (clustering) procedure straightforwardly 
after feature selection. Similar terms are projected to the same cluster. 

The benefit of our proposed projection method is: (a) make most use of semantic 
meanings of the dataset. Dataset is usually labeled by human, which is in high quality. 
We use exactly the same taxonomy of training set to do projection, (b) no clustering 
parameters introduced. Other clustering algorithms always require extra parameters, 
such as clustering numbers, iteration convergence control parameters. It is always 
difficult to set those extra parameters for various dataset, (c) our method is signifi-
cantly more efficient. Unlike other clustering algorithms, all those projections are 
generated straightforwardly after previous feature selection step without any extra 
computational cost brought about. 

Meanwhile, we do some post-processing jobs to reduce noise. Certain terms may 
appear uniformly in classes, such as some stop words. It can be projected to every 
class on different datasets. Consider classifying documents into classes by individual 
sport (like basketball, football, volleyball). It is suitable to project term “coacher” to 
either class. To solve this problem, we only keep the terms whose χ2

max value makes 
up at least λ% of their χ2

total value. λ is set as 50 in this paper. 

4   Cluster-Based Classification 

In this section, we will show how to utilize the generated clusters as features to repre-
sent the documents. We reduce the feature dimensionality by three orders of magni-
tude using this more sophisticated text representation. The direct benefit of this  
approach is that much more efficient classification speed. For practical applications, 
we always desire splendid processing speed as the documents on the internet accumu-
late exponentially. Besides, we also gain better generalization performance using this 
representation on heterogeneous dataset. 

In subsection 4.2, we proposed two strategies to do classification task using clus-
ter-based representation. The former performs in a rule-based manner, which classi-
fies the document based on the values on individual cluster features; the latter takes 
advantage of classification power of SVM. In our experiment, the latter method 
achieves better performance with a little more computational cost. While in practice, 
we are free to choose either method under different situation. 
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4.1   Cluster-Based Representation 

First, we will introduce how to use clusters to represent documents in detail. As dis-
cussed before, this representation is more sophisticated than traditional BOW model 
with semantic meanings of terms taken into consideration. Similar terms are projected 
to the identical cluster. We project the documents from previous feature space to the 
newly created feature space, in which each dimension corresponds to a cluster. 

Then, we elaborate the concept of discriminability and a straight metric of this 
concept [14]. Discriminability measures how unbalanced is the distribution of term 
among the classes. A term is said to be have high discriminability if it appears signifi-
cantly more frequent in one class c than others. Once this term appears for quite a lot 
of times in one document, it is reasonable to infer that this document belongs to class 
c. Forman [15] proposed a straight metric named probability ratio (for brief, we use 
PR instead hereafter) to measure the discriminability of a term, where df means  
number of documents:  

( | ) ( , ) / ( )
( , )

( | ) ( , ) / ( )

P t c df t c df c
PR t c

P t c df t c df c
+ + +

− − −

= =  (4)

Like χ2 statistic discussed before, we use the maximum value to represent the final 
discriminability of term t, which is denoted as PRmax. 
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1

( ) max ( , )i
i m

PR t PR t c
≤ ≤
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Suppose document d contains three terms, t1, t2 and t3, with occurrences of n1, n2 and 
n3, respectively. For simplicity, we only label d as positive or negative, which is a 
binary classification problem. Assume that t1 and t2 are projected to positive class c1 

and t3 is projected to negative class c2 in term projection step. Moreover, suppose t1 

and t2 have better discriminability (PRmax(t1) > PRmax(t3), PRmax(t2) > PRmax(t3)) as well 
as more occurrences in d than t3 (n1>n3, n2>n3). Then, we represent d in the new  
2-dimensional feature space, the first dimension corresponds to c1 and the second  
dimension corresponds to c2. Corresponding feature weighting is performed as: 

1 1 max 1 2 max 2

2 3 max 3

log( 1) log( ( )) log( 1) log( ( ))

log( 1) log( ( ))

weight n PR t n PR t

weight n PR t

= + × + + ×
= + ×

  (6) 

The weighting schema is similar to traditional TF*IDF, with discriminability taken 
into consideration. As a result, weighti indicates the possibility that d belongs to class 
ci. Therefore, we tend to label d as positive according to above information. 

As we can see, feature dimensionality is greatly reduced using this representation, 
which is only related to the number of classes in the training set. Straightforwardly, 
our method has significantly more efficient training and classification speed, espe-
cially when the dataset contains hundreds of thousands of class labels. 

4.2   Classification 

In the last subsection, we have demonstrated have to use the clusters to represent the 
documents. The dimensionality of the new feature space is exactly the number of 
classes in training set, with each dimension corresponds to a class.  
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In fact, the value of weighti in the new representation of document d implies the 
probability that d belongs to classi. The naive and intuitive idea is classifying d to the 
class in which d obtains maximum weight. Based on this idea, the classification can 
be performed in a rule-based manner, which is quite efficient. At the meantime, ex-
periment results prove this method maintain comparable accuracy. In addition, we can 
exploit the classification power of SVM, which is considered as a powerful tool for 
machine learning task especially text classification. We apply the same cluster-based 
representations both to training and test sets, then use training set to build a SVM 
model, which is used to classify documents in the test set. 

5   Experiment 

5.1   Experimental Setting 

We carry out experiments both on Chinese and English datasets. 20Newsgroups [16] 
is a widely used English document collection. We choose this collection as a secon-
dary validation case for modified χ2 statistic.  

For Chinese document collection, we involve two datasets. One is the electronic 
version of Chinese Encyclopedia (CE). This collection contains 55 categories and 
71669 single-labeled documents (9:1 split to training and test set). This collection is 
homogeneous. The other is Chinese Web Documents (CWD) collection. It has the 
same taxonomy as CE, including 24016 single-labeled documents. The distributions 
of two Chinese text collections are diverse though under the same taxonomy, which 
reflects the heterogeneous problem. 

Libsvm [17] with linear kernel is used as our SVM classifier. Previous work [6] 
shows that Chinese character bigram has better performance than Chinese word unit 
at higher dimensionality. Besides, we don’t have to consider Chinese word segmenta-
tion problem. We use bigram as our term unit. Finally, Micro-average F1-Measure is 
adopted as performance evaluation metric. 

In addition, “traditional method” used hereafter follows a straightforward strategy: 
use traditional χ2 statistic with various dimension cutoff values to do feature selection, 
and then use Libsvm to train a SVM model, finally, classify the documents in test set. 

5.2   Modified χ2 Statistic 

In this subsection, we will first illustrate that modified χ2 statistic that takes term fre-
quency into account indeed improves accuracy especially at lower dimensionalities. 
We use SVM as classifier in this experiment, with different χ2 statistic methods  
applied. 

Experiment result on CE is shown in Fig.1. X-axis represents the dimension cutoff 
value, and Y-axis means the corresponding F1 value. It is remarkable that we gain 
17% improvement at dimensionality of 100, from 35.1% to 52.1% and 18.4%  
improvement at 200, from 44.4% to 62.8%. Furthermore, we can promote the per-
formance on various dimensionalities to a certain extent. 

To verify the effectiveness of our method further, we also carry out the same ex-
periment on 20NG dataset. Result is shown in Fig.2, which is similar to CE. This 
shows that our proposed modified χ2 statistic approach has good generalization  
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performance. On the other hand, we can infer that term frequency is helpful informa-
tion for feature selection. In this context, we adopt the modified χ2 statistic as our 
feature selection method.  

In addition, we also obtain greater promotion on Chinese dataset compared to Eng-
lish dataset, which indicates that our method is more appropriate for Chinese text 
classification. Therefore, we use CE (for homogenous case) and CWD (for heteroge-
neous case) collections in the following experiments. 

 

Fig. 1. Modified χ2 statistic on CE Fig. 2. Modified χ2 statistic on 20NG 

5.3   Homogeneous Dataset 

We first focus on homogeneous case, which means that training and test set are sam-
pling from the same distribution. We split CE dataset to training and test set according 
to the proportion of 9:1. With 64529 documents used as training set and 7140 used as 
test set. 

Follow the instructions described in section 3 and 4. We first use the modified χ2 

statistic to do feature selection and term projection. Two parameters introduced in this 
step, one is the dimension cutoff value T, which determines the selected feature size, 
and the other is λ, which remove the noisy term whose χ2

max value is relatively small 
compared to its χ2

total value. We set λ to 50 in the following experiments. In other 
words, we only keep the terms whose χ2

max value makes up at least 50% of their χ2
total 

value. We have done different trials with various values of T. In fact, we are able to 
utilize all the terms in the training set, as we only need to record the projection result 
of them. While in traditional method, each term corresponds to a dimension, it’s im-
possible to handle the dimension at that level. 

Then we use the term projection information to represent the documents in training 
and test set, following the procedure in subsection 4.1. Using this cluster-based repre-
sentation, we can extremely reduce the feature dimensionality to the number of 
classes in training set. In other words, we use vectors in a 55-dimensional feature 
space to represent the documents in CE dataset. We can apply rule-based or SVM-
based algorithms to do classification discussed in subsection 4.1. The results of both 
methods are shown in Fig.3 along with different values of T. 
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Fig. 3. Rule-based and SVM-based results with different T on homogeneous datasets 

As illustrated in Fig.3, we get better performance when T increases, which shows 
that our noise reducing method is effective. Generally speaking, using rule-based 
manner, we can achieve an acceptable and comparable performance with extremely 
efficient classification speed. Furthermore, we can an approximately 5% improvement 
by SVM compared to rule-based method with a little more computational cost. We 
gain the best performance when T reaches 600,000, which indicates that we almost 
use all the useful terms in the training set, this is impossible for traditional method 
because of dimensionality curse problem.  

Rule-based method gets F1-value of 78.3%, a comparable result with traditional 
method with dimension cutoff value of 2,000. While SVM-based method gains  
F1-value of 82.4%. Using the traditional method, we gains the same performance with 
dimension cutoff value of 4,000. In other words, we can get an acceptable and compa-
rable result with less training efforts and greater classification efficiency. The training 
and test time are shown in Table 1, in a PC with Intel Core2 2.10GHz CPU and 3G 
memory.  

As we can see clearly from the table, using SVM-based method, we can save  
training time by 75 percent, as well as test time by 50 percent without any lost in F1. 
Furthermore, rule-based method does not require model training process, and the 
classification step is really efficient. In fact, we spend only about 2 percent test time 
of traditional method, but gain a small improvement. 

Table 1. Training and test time on homogeneous datasets 

Algorithms Dimensionality Training Time Test Time F1 
Traditional Method 4,000 430.676s 139.873s 82.4% 

SVM-based 55 101.95s 66.795s 82.4% 
Traditional Method 2,000 247.805s 91.957s 77.9% 

Rule-based 55 0s 2.238s 78.3% 
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We also do comparisons between Latent Semantic Analysis (LSA) and our 
method. As we all known that LSA is time consuming and computational intractable, 
which is not suitable for practical application. In a PC with Intel Core2 2.10GHz CPU 
and 3G memory, it takes about an hour to do singular value decomposition (SVD) 
when the dimensionality is reduced to 200. We also perform similar experiments on 
dimensionalities of 55 and 100. Results are shown in Table 2. On the contrary, we 
obtain some improvement both on classification accuracy and speed compared with 
LSA. Rule-based and SVM-based methods get F1-value of 78.3% and 82.4% with 
dimensionality reduced to 55, which gains improvements of 2.4% and 6.5% compared 
to LSA with the same dimensionality. 

Table 2. Comparisons with LSA 

Algorithms Dimensionality F1 
LSA 55 75.9% 
LSA 100 78.5% 
LSA 200 80.9% 

Rule-based 55 78.3% 
SVM-based 55 82.4% 

5.4   Heterogeneous Dataset 

To verify the generalization performance of our proposed methods, we carry out simi-
lar experiments on heterogeneous datasets. As shown before, distributions of CE and 
CWD datasets are distinct. CE stands for a more constant distribution, while CWD 
reflects the characteristic of web documents which change from time to time. We use 
the smaller portion of CE as our training set in the following experiment, which con-
tains 7140 documents. CWD with 24016 documents is used as test set. 

 

Fig. 4. Rule-based and SVM-based results with different T on heterogeneous datasets 
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We follow the same steps in previous experiment. Results of rule-based and SVM-
based methods on heterogeneous datasets are shown in Fig. 4. F1-value of both meth-
ods increases along with larger value of T. Overall, performance of SVM-based 
method exceeds rule-based method by 3%. Both methods reach peak performance 
when T is 200,000, with F1-values of 64.4% and 68.3%. 

We also compare our methods with traditional one. Traditional method gains best 
F1-value of 64% at dimensionality of 60,000. Both of our methods get better per-
formance with less training and test time. SVM-based method uses about 2 percent 
training time and 7 percent test time of traditional method, but gains improvement of 
4.3%. Besides, Rule-based method ignores training process and uses only about 1 
percent test time of traditional method, while still maintains comparable performance. 

Table 3. Training and test time on heterogeneous datasets 

Algorithms Dimensionality Training Time Test Time F1 
Traditional Method 60,000 179.51s 462.875s 64% 

SVM-based 55 4.065s 31.678s 68.3% 
Rule-based 55 0s 5.938s 64.4% 

6   Conclusion 

In this paper, we proposed an efficient text classification method based on term  
projection. First, we show that our modified χ2 statistic promotes the performance 
especially at lower dimensionalities. Then, we project the terms to appropriate classes 
using the modified χ2 statistic, this can make most use of semantic meanings of terms. 
We also use a more sophisticated cluster-based text representation to reduce the fea-
ture dimensionality by three orders of magnitude. Finally, Rule-based and  
SVM-based methods are adopted to do classification. Experiment results on both 
homogeneous and heterogeneous datasets show that our method can greatly reduce 
the training and test time and cost, while still maintains comparable or even better 
performance than traditional method. As a result, our method is practical in the large-
scale text classification tasks which require efficient classification speed. Whether our 
method is effective on other heterogeneous datasets is left as future work. 
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Abstract. The structure of linked documents is dynamic and keeps on
changing. Even though different methods have been proposed to exploit
the link structure in identifying hubs and authorities in a set of linked
documents, no existing approach can effectively deal with its changing
situation. This paper explores changes in linked documents and pro-
poses an incremental link probabilistic framework, which we call IPHITS.
The model deals with online document streams in a faster, scalable way
and uses a novel link updating technique that can cope with dynamic
changes. Experimental results on two different sources of online informa-
tion demonstrate the time saving strength of our method. Besides, we
make analysis of the stable rankings under small perturbations to the
linkage patterns.

Keywords: link analysis, incremental learning, PHITS, IPHITS.

1 Introduction

Link-based document ranking algorithms concern about link mining techniques
that can identify “authoritative” or “prestigious” documents from set of hyper-
linked webpages or from other citation data within a certain structure. These
methods always try to find out relationships among documents or authors and
documents. There exist a variety of algorithms that rank documents in a social
network according to criteria that reflect structural properties of the network.
Madadhain et al. [14] grouped these algorithms in three major paradigms: be-
tweenness centrality [3], eigenvector centrality [20] and voltage-based rankers [22].
A comprehensive overview on link analysis can be found in [10] and [2], which
made a taxonomy of common link mining task. Link analysis encompasses a
wide range of tasks and we only focus on the core issues addressed by a majority
of ongoing research in the field of link-based document ranking.

PageRank [17] and HITS [13] algorithms are the most famous approaches in
link-based document ranking. Both of them are eigenvector methods for identify-
ing “authoritative” or “influential” articles, given hyperlink or citation informa-
tion. There are many extensions on these methods. Bharat and Henzinger [1] and

G.G. Lee et al. (Eds.): AIRS 2009, LNCS 5839, pp. 242–253, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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Chakrabarti et al. [4] made modifications to HITS to exploit webpage content
for weighing pages and links based on relevance. Cohn and Chang [6] introduced
PHITS as a probabilistic analogue of the HITS algorithm, attempting to explain
the link structure in terms of a set of latent factors. Ding et al. [8] introduced a
unified framework encompassing both PageRank and HITS and presented several
new ranking algorithms. Cohn and Hofmann [7] constructed Link-PLSI, a joint
latent probabilistic model to integrate content and connectivity together while
Doan et al. [9] presented probabilistic models inspired by HITS and PageRank,
which incorporate both content and link structure. Xu [23] proposed a ranking
algorithm trying to introduce the content information into link-based methods
as implicit links. Matthew Richardson et al. [19] achieved a novel ranking algo-
rithm using features that are independent of the link structure of the Web. Ng
et al. [16] analyzed the stability of PageRank and HITS to small perturbations
in the link structure and presented modifications to HITS that yield more stable
rankings. O’Madadhain and Smyth [14] and O’Madadhain et al. [15] proposed
a framework for ranking algorithms that respect event sequences and provided
a natural way of tracking changes in ranking over time.

The dramatic growth and changes of link information, however, exhibit dy-
namic patterns of the importance of linked documents, as references and links
can be changed or become inaccessible. As the amount of data grows and the
number of sources expands, techniques which can track the changes in documents
rank over time become a hot issue. As a naive approach to catch the update of
links, static ranking methods can be applied to data streams over various time
intervals, which means to re-run the batch algorithm from scratch on all existing
data each time a new data comes in. But it is computationally expensive for use
during link development. Another obvious weakness is that changes to the links
themselves can not be automatically updated with the content of stable ranking
results maintained after re-running of the batch algorithm.

In this paper, we develop a novel incremental probabilistic model, which mod-
els hyperlinked data by sequentially folding in the corresponding new documents
and citations. Initially, IPHITS uses the traditional PHITS technique to recog-
nize links and stores them into the PHITS model. For the arriving of new linked
data and removal of out of date data, IPHITS analyzes the changes and the new
structure of linking repository and then updates the corresponding links. Since
the method does not need to recalculate the probabilities completely whenever
it receives new linked data, it is very fast computationally.

The key contributions of this paper include a novel link updating technique
using our novel incremental PHITS algorithm (IPHITS) that can cope with link
changes. Importantly, with the great reduction in time complexity, the model
allows latent topics of citations to be automatically maintained. Before we de-
scribe our new model, we summarize the main notations used in this paper in
Table 1.

The rest of this paper is organized as follows: In Section 2, we introduce
the PHITS model and its principles. In Section 3, we give detailed information
on our proposed IPHITS algorithm. Section 4 considers our test corpora, the
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Table 1. Notations of some frequently occurring variables

D Citing document set

C Cited document set

K Number of latent topics

di A citing document

cr A cited document

zk A latent topic

Ar,i The count of cited document cr from citing document di

performance measures, together with the experiment results. We conclude and
discuss future work in Section 5.

Note that in the rest of the paper, we use the terms “citation” and “hyperlink”
interchangeably. Likewise, the term “citing” is synonymous to “linking” and so
is “cited” to “linked”.

2 PHITS Model

PHITS [6] model is based on a two way factor analysis that is in most respects
identical to the topic model used by Hofmann [11]. The model attempts to ex-
plain two sets of observables (citing documents and cited documents) in terms
of a small number of common but unobserved variables. Under the PHITS as-
sumptions, a document is modeled as a mixture of latent topics that generates
citations. A representation of the model in terms of graphical model is depicted
in Fig 1. We can see that PHITS introduces a hidden variable zk(k ∈ 1, . . . , K)
in the generative process of each cited document cr(r ∈ 1, . . . , R) in a document
di(i ∈ 1, . . . , N). Given the unobservable variable zk, each cr is independent of
the document di it comes from and the latent topic can be identified within
individual research communities.

d z c
P(di) P(zk|di) P(cr|zk)

N
R

Fig. 1. Graph Model of PHITS

Essentially, we can describe the model as a generative process: a document di

is generated with some probability P (di), a latent topic zk associated with doc-
uments and citations is chosen probabilistically so that their association can be
represented as conditional probabilities P (cr|zk) and P (zk|di). The joint model
for predicting citations in documents is defined as:
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P (cr, di) = P (di)P (cr|di), (1)

P (cr|di) =
∑

k

P (cr|zk)P (zk|di), (2)

where cr and di both refer to document in the document set and they may be
identical. They are kept separate notationally to reinforce different roles they
play in the model, cr is conveyed by being cited and di is conveyed by citing
[11].

An EM algorithm is used to compute the parameters P (cr|zk) and P (zk|di)
through maximizing the following log-likelihood function of the observed data:

L =
∑

i

∑
r

Ar,ilogP (cr, di). (3)

The steps of the EM algorithm are described as follows:
E-step: The conditional distribution P (zk|di, cr) are computed from the pre-

vious estimate value of the parameters P (cr|zk) and P (zk|di):

P (zk|di, cr) =
P (cr|zk)P (zk|di)∑
k P (cr|zk)P (zk|di)

. (4)

M-step: The parameters P (cr|zk) and P (zk|di) are updated with the new ex-
pected values and P (zk|di, cr):

P (cr|zk) =
∑

i Ar,iP (zk|di, cr)∑
i

∑
rAr,iP (zk|di, cr)

, (5)

P (zk|di) =
∑

r Ar,iP (zk|di, cr)∑
k

∑
r Ar,iP (zk|di, cr)

. (6)

In order to make full use of existing information, an incremental learning algo-
rithm is presented that can efficiently model the incoming information. Instead
of modeling documents all at once, we start with a given document set and add
new documents or delete documents at each stage while preserving document co-
herence. The basic idea of our updating algorithm is straightforward: the PHITS
algorithm is performed once on the initial linked-documents at the beginning.
When a set of new documents introduce new citations, a cycle should be created
for folding documents and citations and the model is then updated during the
cycle.

Chou et al. [5] proposed an Incremental PLSI (IPLSI), aiming to address the
problem of online event detection, this model captures the basic concept of in-
cremental learning for PLSI and offers an excellent foundation on which to build
our model. Our technique is computationally similar to the IPLSI procedure.
However, what we are trying to do is, conceptually speaking, very different.
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3 Incremental PHITS for Link Update

In this section, for the update of links when new links are added or deleted, we
develop an incremental approach to PHITS technique. The PHITS algorithm is
executed once on the initial documents. Then, for each new adding or deleting
of linked data, we need to adjust link-topic probabilities at the lowest cost.
On one hand, we need to update citation-topic probabilities for out of date

d

z

c
P(cr| zk)

P(di)

 P(d’|zk)

P(c’|zk)

 P(zk|c’)
c’

 P(zk|d’)

d’

P(zk| di)

Fig. 2. Illustration of IPHITS Model

links; on the other, new citation-topic and new document-topic probabilities
should be adjusted corresponding. We take advantage of folding-in method, a
partial version of EM algorithm, to update the unknown parameters with the
known parameters kept fixed so as to maximize the likelihood with respect to
the previously trained parameters.

Fig. 2 is an illustration of sequences for updating related information of
IPHITS, where d′ and c′ indicate new documents and new citations respectively.
As the figure shows, new documents should first be folded in with old links fixed,
and then P (d′|zk) are calculated which sets a foundation for folding in new links.
In this way, P (call|zk) and P (zk|dall) are updated as better initial values for the
final EM algorithm and this guarantees a faster convergence. (Note that dall is
a final document in the entire document set, and so is call). Algorithm 1 gives a
detailed illustration of Incremental PHITS algorithm.

In Step 2, preprocessing is done as the first phase for the incremental learning,
involving elimination of out-of-date documents and hyperlinks. Documents not
used anymore should be discarded and hyperlinks related to these documents
should be removed as well. The model can not be augmented directly, as the basic
principle of probability that the total probability will be equal to one should be
observed, the remaining parameters need to be renormalized proportionally. Note
that P0(cr|zk) stand for the probabilities of the remaining terms and citations.

In Step 4, we fold in documents with old links kept fixed since old links are well
trained and the arriving documents contain old links. In contrast, old documents
convey no corresponding information to aid the folding in of hyperlinks.

It is a pity that P (cnew |z) can not be folded in using P (z|dnew) directly.
That is because the sum of all probabilities of citations in old citation sets
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Algorithm 1. Incremental PHITS
Input: Set of new documents Dnew , set of new citations Cnew, P (zk|di) for each latent
topic zk and document di, P (cr|zk) for each citation cr and latent topic zk

Output: New updated P (z|dall) for all documents, updated P (call|z) for all citations

1. Execute PHITS;
2. For all the remaining citations do

P (cr|zk) =
P0(cr|zk)∑
r′ P0(cr′ |zk)

;

3. End For
4. While not convergent do

Randomize P (zk|dnew) and ensure
∑

k P (zk|dnew) = 1;
For each new document dnew in Dnew do

P (zk|dnew , cr) =
P (cr|zk)P (zk|dnew)∑

k′ P (cr|zk′)P (zk′ |dnew)
;

End For
For each new document dnew in Dnew and each latent topics zk do

P (zk|dnew) =

∑
r∈dnew

Ar,newP (zk|dnew , cr)∑
k′

∑
r′∈dnew

Ar′,newP (zk′ |dnew)
;

End For
5. End While
6. For each new document dnew in Dnew

P (dnew|zk) =

∑
r∈dnew

Ar,newP (zk|dnew , cr)∑
d∈Dnew

∑
r′∈d Ar′,newP (zk|dnew , cr′)

;

7. End For
8. While not convergent do

Randomize P (zk|cnew) and ensure
∑

k P (zk|cnew) = 1;
For each new document cnew in Cnew do

P (zk|dnew , cnew) =
P (zk|cnew)P (dnew|zk)∑

k′ P (zk′ |cnew)P (dnew|zk′)
;

End For
For each new document cnew in Cnew and each latent topics zk do

P (zk|cnew) =

∑
di∈Dnew

Anew,iP (zk|di, cnew)∑
k′

∑
d∈Dnew

Ar′,newP (zk′ |dnew)
;

End For
9. End While

10. For each citation call in the entire Call

P (call|zk) =

∑
di∈Dall

Aall,iP (zk|di, call)∑
di′∈Dall

∑
cr∈dAri′P (zk|di′ , cr)

;

11. End For
12. Execute PHITS;
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under z already equals to one, which means P (cr|zk) have been well trained and
normalized. If we randomize and normalize all P (cnew|zk) when new documents
arrive, the sum of the probabilities of all citations under z will be larger than
one. This restriction makes it inapplicable to update new terms and citations
directly. To avoid this, we first derive P (dnew|zk) in Step 6.

In Step 8, we develop a mechanism for new citations update, which can satisfy
the basic of requirement of probabilities of latent topics under new citations equal
to one. P (zk|cnew) are randomly initialized and normalized. We then update
P (zk|cnew) with P (dnew|zk) fixed.

In Step 10, our method deals with issues of how to get the final normalized
P (call|zk) by means of adjusting P (cr|zk). For new citations cnew, P (zk|di, cj)
are calculated according to Step 8 while for old terms and citations, we use
Eq.(4) to get P (zk|di, cr).

Finally, P (call|zk) and P (zk|di) are adopted as better initial value to execute
the original EM algorithm for updating the model. As new documents arrive
and old documents disappear, the above algorithm can preserve the probability
and continuity of the latent parameters during each revision of the model in a
fast way.

4 Experiments

This section reports on the empirical evaluation on the performance and use-
fulness of our approach. We design two experiments to test the viability of the
model: time expenditure and analysis of the stability of the algorithm.

4.1 Data Description and Baseline Representation

The performance of our model is evaluated using two different types of linked
data: scientific literature from Citeseer which is connected with citations, Wikipe-
dia Webpages dataset containing hyperlinks. We adjust the link structure to in-
clude the incoming links and outgoing links only within each corpus, and then
take advantage of these dataset for our model construction with adding new
documents and citations and deleting out of date information.

The Citeseer data can be obtained from Citeseer collection that was made pub-
licly available by Lise Getoor’s research group at University of Maryland [21].
There are altogether 3312 documents using abstract, title and citation informa-
tion in the corpus. The Citeseer dataset only includes articles that cite or are
cited by at least two other documents. Thereafter the corpus size is limited to
1168 documents, of which only 168 documents have both incoming and outgoing
links.

The dataset of Wikipedia Webpages is downloaded from Wikipedia by crawl-
ing within the Wikipedia domain, starting from the “Artificial Intelligence”
Wikipedia page and the dataset is composed of 6324 documents and 16387 links.
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We compare our IPHITS with the following methods:

• Naive IPHITS. For every advance of the new documents, the EM algorithm
uses new random initial setting to re-estimate all the parameters of the PHITS
algorithm.

• PageRank. The outgoing and incoming links are counted and the implemen-
tation of PageRank used in the experiments comes from [17].

• HITS. A n-by-n adjacency matrix is constructed, whose (i, j)-entry is 1 if
there is a link from i to j, and 0 otherwise. An iterative process is used to identify
the principal eigenvector and principal community of the matrix.

4.2 Experiment on Time Cost

We perform this experiment aiming at evaluating time efficiency of IPHITS in
comparison with Naive IPHITS. In order to observe the correlation between the
number of topics k and the time saved by our model, we examine the impact
of different numbers of latent variables and run IPHITS on the two datasets
with different k. For each k, we run these two algorithms on the subset of each
database consisting of 90% of the entire documents respectively. We then ran-
domly delete 10% subset of the documents and add the same amount of data.
Table 2 gives a detailed illustration on the total time and the number of itera-
tions required to achieve convergence (The total time of IPHITS is divided into
two parts: Link-PLSI time and folding time).

Table 2. Execution time (in seconds) of Naive IPHITS and IPHITS

Wiki Citeseer

Naive IPHITS IPHITS Naive IPHITS IPHITS

k Ave Iter Total Time Ave Iter Total Time Ave Iter Total Time Ave Iter Total Time

10 32.13 7131 3.42 752 38.42 1872 2.87 142

15 30.47 7421 4.32 796 40.34 2354 3.43 183

20 28.54 8996 3.67 848 42.76 2843 2.92 242

25 25.62 9443 4.45 932 39.52 3084 2.69 305

30 24.38 13542 3.71 974 38.41 3465 2.96 326

Note: Aver Iter stands for Average Iterations; k indicates number of latent topics

As seen in Table 2, the IPHITS method can save a large amount of time.
In general, the computation time of the Naive IPHITS approach is 10 times
longer than that of the our algorithm. With k =30 on Wiki dataset, IPHITS can
reduce the time cost by 14 times. The reason is that the Naive IPHITS approach
uses new random initial settings to re-estimate all relevant parameters of EM
algorithm each time and requires a large number of iterations to converge to a
different local optimum while IPHITS has preserved a better starting point and
can therefore converge much faster. The larger the dataset is, the more time our
model can save. Furthermore, when k increases, time cost increases as well, these
results are consistent with our intuition.
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4.3 Stability of the Algorithm

This experiment aims to analysis the sensitivity of the rank orderings of different
algorithms using different datasets. We believe that small changes in the dataset
should have a small effect on the output of a stable algorithm.

Specifically, we run the Naive IPHITS and IPHITS on the subset of the Wiki
database consisting of 514 Artificial Intelligence webpages, and examined the
list of papers that they considered “influential”. To evaluate the stability of
these two algorithms, we also constructed 20 perturbed versions of the datasets
(which are denoted as wiki-1, wiki-2, etc), each of which containing a randomly
deleted 10% subset of the documents and added of the same amount of webpages.
Note that we keep the top ranking 10 documents in each dataset, assuming
that a robust and stable model is not sensitive to the perturbation of the link
structure. Likewise, we develop a similar experiment on Citeseer dataset. In this
experiment, the number of latent topics is set to 5.

Due to the limitation of the paper, we only present the most authoritive
webpages generated by IPHITS and Naive IPHITS under the topic “artificial
intelligence” along with its probability in Table 3 and Table 4 respectively. The
leftmost column is the authority ranking obtained by analyzing the initial set of
Wiki dataset, the 5 rightmost columns demonstrate the ranks on some perturbed
datasets. We can see substantial variation across the different datasets.

We found that results obtained from Naive IPHITS are not consistent to
perturbation of these datasets. And under this perturbation it sometimes ignores
some webpages indeed “influential” and returns different webpages as top-ranked
documents while our method almost always returns similar results as its pervious
outcome. This qualitative evaluation reveals the stable property of our model to
perturbation.

Table 3. Naive IPHITS results on Wiki for the topic of Artificial Intelligence

1 Artificial intelligence(0.1214) 2 1 2 1 3
2 Machine learning(0.0929) 1 3 3 5 2
3 Computer science(0.0643) 8 12 19 6 8
4 Natural language processing(0.0483) 12 5 5 21 19
5 Data mining(0.0397) 44 17 117 13 58
6 Speech recognition(0.0376) 11 37 160 29 39
7 Knowledge representation(0.0367) 292 22 170 321 301
8 Information retrieval(0.0353) 173 9 98 112 37
9 Information(0.0351)) 18 18 11 13 34
10 Cyc ( 0.0329) 11 15 8 27 13

Table 4. IPHITS results on Wiki for the topic of Artificial Intelligence

1 Artificial intelligence(0.1214) 1 1 1 1 1
2 Machine learning(0.0929) 2 2 2 2 2
3 Computer science(0.0643) 3 4 3 3 3
4 Natural language processing(0.0483) 4 3 4 5 4
5 Data mining(0.0397) 5 5 10 4 6
6 Speech recognition(0.0376) 7 6 5 6 5
7 Knowledge representation(0.0367) 6 7 6 8 8
8 Information retrieval(0.0353) 8 9 8 7 9
9 Information(0.0351)) 9 8 9 9 7
10 Cyc ( 0.0329) 10 10 7 10 10



IPHITS: An Incremental Latent Topic Model for Link Structure 251

In terms of quantitive evaluation, the difference between two rank orderings
is defined as the mean absolute difference in rank ordering between pair of indi-
vidual datasets, borrowed from [14]:

d(Mj , Mk) =
∑

d∈D |OMj (d) − OMk
(d)|

|D| , (7)

where Mj and Mk represent two different models on different dataset, and
OMj (d) denotes the index of the rank assigned to d.

For a given document set D, d(Mj , Mk) obtains its maximum value when Mj

produces a reserve ordering of Mk:

dmax(Mj , Mk) =
∑ |D|

2
k=1 (2k − 1)

|D| =
|D|
2

. (8)

Table 5 shows the results of cross-comparison of four ranking models over vari-
ation on different datasets. We can see that IPHITS and PageRank are much
more stable than that of the Naive IPHITS and HITS on different datasets.

Similar with [16], we count the number of top 10 pages under each topic
which drop or rise in ranking drastically in each dataset and made 5 trials on
each dataset. Since we perturb the dataset by deletions and insertions, large
rises in ranking the algorithms and large drops in ranking are all interesting to
observe. Table 6 shows the average percentage of different algorithm that suffer
rank drops(rises). The Percentage of rank drop(rise) is defined as the percentage
of the number of top 10 pages that drop(rise) below(above) rank 20 and the
total number of times of trails. It is clear that our model rank drop(rise) only
changes slightly compared with Naive IPHITS. The reason is that the latent
variables generated by the Naive IPHITS are discontinuous, whereas our algo-
rithm maintains good continuity in the content of latent variables. The ranking
for our algorithm also appears less stable on Wiki than on Citeseer, which in-
dicates the different characteristic of cited papers and hyperlinked webpages.
In the Citeseer experiments, removing a document from the dataset does not

Table 5. Comparison of four algorithms on different datasets

(a) Naive IPHITS results on Wiki

DataSet Wiki-1 Wiki-2 Wiki-3 Wiki-4

Wiki-1 0.00 26.34 29.18 28.47
Wiki-2 26.34 0.00 24.33 30.18
Wiki-3 29.18 24.33 0.00 26.45
Wiki-4 28.47 30.18 26.45 0.00

(b) IPHITS results on Wiki

DataSet Wiki-1 Wiki-2 Wiki-3 Wiki-4

Wiki-1 0.00 1.30 1.82 1.64
Wiki-2 1.30 0.00 2.17 2.45
Wiki-3 1.82 2.17 0.00 0.43
Wiki-4 1.64 2.45 0.43 0.00

(c) HITS results on Wiki

DataSet Wiki-1 Wiki-2 Wiki-3 Wiki-4

Wiki-1 0.00 34.18 38.47 29.65
Wiki-2 34.18 0.00 35.43 33.56
Wiki-3 38.47 35.43 0.00 29.54
Wiki-4 29.65 33.56 29.54 0.00

(d) PageRank results on Wiki

DataSet Wiki-1 Wiki-2 Wiki-3 Wiki-4

Wiki-1 0.00 2.32 2.17 2.45
Wiki-2 2.32 0.00 1.13 2.18
Wiki-3 2.17 1.13 0.00 1.73
Wiki-4 2.45 2.18 1.73 0.00
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Table 6. Percentage of rank rise, drop

Data Naive IPHITS IPHITS HITS PageRank

Wiki 27.36%, 23.26% 16.36%, 13.26% 22.34%, 20.26% 17.34%, 15.26%

Citeseer 25.44%, 21.26% 12.88%, 11.38% 21.16%, 22.18% 15.92%, 13.48%

remove any of the papers cited by or citing while in the Wiki case, each deleted
webpage also removes its surrounding link structure. So do new adding of papers
or webpages.

5 Conclusions and Future Work

Many emerging applications require linked documents to be repeatedly updated.
Such documents include cited papers, webpages, and shared community re-
sources such as Wikipedia. In order to accommodate dynamically changing top-
ics, efficient incremental algorithms need to be developed. In this paper, we have
developed an incremental technique to effectively update the hyperlinked infor-
mation dynamically. The novelty of our model is the ability to identify hidden
topics while reducing the amount of computations and maintaining the latent
topic from one time period to another incrementally. When tested on a corpus
of Wikipedia articles and Citeseer papers, our model performs much faster than
the batched methods. Extending the model to the unified probabilistic model of
the content and connections of linked documents is our future work.
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Abstract. Because users hardly have patience of affording enough labeled data, 
personalized filter is expected to converge much faster. Topic model based di-
mension reduction can minimize the structural risk with limited training data. In 
this paper, we propose a novel supervised dual-PLSA which estimate topics 
with many kinds of observable data, i.e. labeled and unlabeled documents, su-
pervised information about topics. c-w PLSA model is first proposed, in which 
word and class are observable variables and topic is latent. Then, two genera-
tive models, c-w PLSA and typical PLSA, are combined to share observable 
variables in order to utilize other observed data. Furthermore, supervised infor-
mation about topic is employed. This is supervised dual-PLSA. Experiments 
show the dual-PLSA has a very fast convergence. Within 100 gold standard 
feedback, dual-PLSA’s cumulative error rate drops to 9%. Its total error rate is 
6.94%, which is the lowest among all the filters. 

Keywords: Spam Filtering, Personalized Filtering, Probabilistic Latent seman-
tic Analysis, Latent Dirichlet Allocation, dual-PLSA. 

1   Introduction 

Text Categorization (TC) is one of the most important task in the information system. 
Sebastiani believes that TC is the meeting point of machine learning and information 
retrieval (IR), the “mother” of all disciplines concerned with automated content-based 
document management [1].  

TC can be defined as the task of determining an assignment of a tag from 
C={c1,…,cK}, a set of pre-defined categories, to each document in D={d1,…,dL}, a set 
of documents. In traditional supervised learning framework, all the users share one 
classifier, and the classification task is to train a classification model on a labeled 
training data, and then, use the learned model to classify a test data set. 

Short message (SMS) filtering is to distinguish between spam and ham for any 
individual user. Different user may have different definition of spam messages, 
which implies that some users’ spam message may be classified as ham by others. 
For example, although some group-sending-SMS, such as weather forecast, finan-
cial information, news report, etc., may be regarded as spam by user A, but on the 
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contrary user B may have an urgent need for them. It is necessary to train a specific 
filter for each user.  

Personalized SMS filtering task is similar to TREC Spam Track [15]: there is a set 
of chronologically ordered SMS, D={d1,…,dL}; D are presented one at a time to the 
filter, which yields a binary judgment (spam or ham); the user will immediately feed-
back a gold standard, and the filter should be updated at once. 

Adaptive filtering has been widely discussed. In this paper, we face a new chal-
lenge that the filter is expected to converge much faster than ever before, e.g. within 
10 labeled SMSs or less. It seems impossible for filter, but it is reasonable for users. 
Users hardly have patience of affording enough labeled data and waiting for filter’s 
learning. 

The dimension of the feature space can be defined as the number of different words 
(based on our statistics, there are 27,054 different words in 200,000 pieces of SMS) in 
the vector space model. And therefore, even if a linear filter is adopted, it still has 
more than 20,000 parameters to be estimated, which is difficult for training sample 
size to meet this requirement. According to the statistical learning theory [6], dimen-
sion reduction can minimize the structural risk with a limited size of training set. In 
this paper, latent topics are employed as feature space to minimize dimensions. We 
focus on utilizing the topic models to achieve knowledge extraction, knowledge rep-
resentation and knowledge utilization. 

The rest of the paper is organized as follows. In Section 2, we give a brief review 
of related work. In Section 3, the key issues are analyzed, and c-w PLSA model is 
introduced. In Section 4, dual-PLSA is presented to solve the problem of insufficient 
labeled samples. In section 5, supervised dual-PLSA is proposed to deal with practical 
problems. In section 6, experiments results and the analysis are shown. 

2   Related Work 

A recent trend in dimensionality reduction is using the probabilistic models. These 
models, which include generative topological mapping, factor analysis, independent 
component analysis and probabilistic latent semantic analysis(PLSA), are generally 
specified in terms of an underlying independence assumption or low-rank assumption. 
The models are generally fit with maximum likelihood, although Bayesian methods 
are sometimes used [9]. 

In LSA [2], the singular value decomposition (SVD) is used to extract the latent se-
mantic features, which form a low dimensional vector space. The shortcoming of LSA 
is the lack of statistical interpretation. By using the conditional probability to interpret 
the semantic feature (latent topic) zi, Hofmann presented PLSA (Fig. 1) [3]. Blei added 
a Dirichlet prior assumption and obtained Latent Dirichlet Allocation (LDA) genera-
tive model (Fig. 2) [4]. In particular, LDA is a Bayesian model in the spirit of PLSA 
that models each data point as a collection of draws from a mixture model in which 
each mixture component is known as a topic [5]. Typical LSA, PLSA and LDA are 
unsupervised methods, in which the documents' categories are not taken into account. 
Those methods can be employed in document classification. Blei obtained a generative 
model for classification by using one LDA module for each class [5]. And he believed 
the LDA also can be applied in the discriminative framework [5].  
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Fig. 1. PLSA                                                                 Fig. 2. LDA 

Currently, many supervised topic models have been presented. Blei added LDA a 
response variable to get supervised latent Dirichlet allocation (sLDA), which was 
used to predict movie ratings and web page popularity (Fig. 3) [8]. A discriminative 
variation on LDA named DiscLDA employs a class-dependent linear transformation 
on the topic mixture proportions (Fig. 4) [9]. And Xue proposed topic-bridged PLSA 
for cross-domain text classification [7]. Some other methods also make use of cate-
gory information to obtain topics or clusters [10] [11] [13]. One limitation of these 
models is that a topic often belongs to only one category, which means the conditional 
probability of category ck and topic zi, P(ck|zi), has a binary value (1 or 0), such as in 
[4], [7], and [10],etc.. Another limitation is that topics are always regarded as unob-
servable, which means no supervised information about topics is employed. Some-
times topics are observable or semi-observable, and information from these observed 
topics can greatly improve the performance of filters. For example, [14] presented a 
semi-supervised topic model, which takes advantage of the high readability of the 
expert review to structure the unorganized ordinary opinions. 

        

Fig. 3. sLDA    Fig. 4. DiscLDA 

In this paper, we find that there are only two key conditional probabilities for TC: 
P(W|Z) and P(Z|C), and they are regarded as unknown and nonbinary. Z is the latent 
topic vector, C is the category tag vector, and W is word item vector. c-w PLSA 
model is first proposed to extract topics with sufficient labeled SMSs. In c-w PLSA, C 
and W are observable variables, and Z is latent. Labeled data are needed to estimate 
parameters. Unfortunately, we can’t afford enough training data. A reasonable as-
sumption is that more observed data is helpful for learning latent topic. Therefore, two 
generative models, c-w PLSA and typical PLSA, are combined to share observable 
variables in order to utilize other observed data. This is the dual-PLSA, which has an  
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additional observable variable D. Furthermore, observable information about Z is 
employed to acquire more useful topic model. Since Z is no longer latent, this model 
is called supervised dual-PLSA.  

3   c-w PLSA Model 

Assume that category set is C={c1=spam, c2=ham}, and word set is W={w1, …, wM}. 
Each SMS is represented as a “bag-of-words” vector. The posterior probability of an 
input SMS dl is: 
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n(dl) is the total word number of dl. Assume it has N latent topic, Z={z1,…,zN }, then: 
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(3) means three kinds of information are needed to filter dl: what words are contained 
in dl, P(wj|zi) and P(zi|ck). And only P(wj|zi) and P(zi|ck) are need to be learned. There-
fore, we present c-w PLSA model shown in expression (4) and figure 5. C and W are 
observable variables, and Z is latent. Labeled data is needed to estimate P(W|Z). Un-
fortunately, we can’t afford enough training data, and then the dual-PLSA model is 
presented.  
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Fig. 5. c-w PLSA model. C and W are observable variables, and Z is latent. 

4   Dual-PLSA Model 

The c-w PLSA is similar with the typical PLSA (shown in figure 1), and they share the 
same conditional probability, P(wj|zi). However, the c-w PLSA needs plenty of labeled 
data. In our problem, labeled data denoted as Dl is deficient, while unlabeled data de-
noted as Du is abundant. Because typical PLSA model is suitable for unsupervised 
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learning, we employ a PLSA model, named d-w PLSA, to extract latent topic from 
unlabeled data. And we use the c-w PLSA to estimate P(zi|ck) and to optimize P(wj|zi). 
This combined model is the dual-PLSA, shown in Figure 6(a). Suppose dl, ck, and wj 
are statistically independent on condition that zi is given, the dual-PLSA model can be 
equivalent to Figure 6(b). However, whether dual-PLSA is a generative model is not 
our key problem. In this model, C, D and W are all observable variables. Since c-w 
PLSA and typical PLSA both have the same parameter P(wj|zi), they can share the 
observed data to estimate this parameter.  
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(a) Original dual-PLSA                                  (b) Remodeled dual-PLSA 

Fig. 6. dual-PLSA model. Suppose dl, ck, and wj are statistically independent, given zi, model 
(a) and model (b) are equivalent. In this model, C, D and W are all observable variables. 

Now the co-occurrence of (dl,wj) can be counted from Du; the co-occurrence of 
(ck,wj) can be counted from Dl; and the parameters to be estimated are P(wj|zi) and 
P(zi|ck). In this model, the hidden variables include latent topics Z and the category 
tags of all the SMSs in Du. EM algorithm is employed to resolve this problem. 
Pu(wj|zi) and Pl(wj|zi) obtained from typical PLSA and c-w PLSA respectively are 
combined with a changeable radio to acquire a more accurate P(wj|zi). 

E-step is to update P(zi|dl,wj), P(zi|ck,wj) and P(ck|dl) via (3), (5) and (6).  
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M-step is to update P(wj|zi), P(zi|ck) and P(zi|dl) via (7), (8) and (11). P(wj|zi) can be 
estimated by both d-w PLSA and c-w PLSA. Pu(wj|zi), obtained from d-w PLSA, can’t 
reflect the category information; while c-w PLSA can’t acquire enough labeled data to 
obtain Pl(wj|zi). So we weight sum Pu(wj|zi) and Pl(wj|zi) to get P(wj|zi) via (11). In the 
beginning of EM iteration, Pl(wj|zi) comes from unreliable P(ck|dl), so the parameter a  
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should be setting approximated to 1. With the iteration time going up, a should  
decrease. In the end, a should be approximate to 0. n(dl,wj) is counted from Du, and 
n(ck,wj) is counted from Du and Dl. 
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5   Supervised Topic Learning Dual-PLSA 

In the above mentioned models, supervised information about topics is still not em-
ployed. Actually supervised information is indispensable to make the filter converged 
as quickly as possible. To acquire supervised information, some SMS taxonomies 
with labeled data can be utilized. For example, from a taxonomy we pick out catego-
ries which are related with spam filtering, and consider them as topics. Then the  
samples in the set Dt, which consists of SMSs labeled with these categories, are re-
garded as the observed values of topics. Dt can be used to estimate P(wj|zi) directly 
when the following two conditions in formula (2) are satisfied:  

(i) zi and zj(i ≠ j) are mutually exclusive;  

(ii) 1)( =∑
i

izP . 

Therefore, Algorithm 1, shown in table 1, is proposed. Initial value P0(wj|zi) is ob-
tained from Dt via (11) before the EM iteration of dual-PLSA model.  
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Table 1. Algorithm 1 

Algorithm 1 Supervised dual-PLSA 
Input: Du, Dl,and Dt 
Output: P(wj|zi), P(zi|ck) 

1. Set topic number N, and initialize P(wj|zi) via (11). Dl is an empty set. 
2. EM algorithm to estimate P(wj|zi) and P(zi|dl). That is to iterate (5)(7)(9). 
3. for each SMS dl do 
4.   Calculate P(ck|dl) by (3) and predict the category of dl (spam or ham). 
5.   Obtain the gold standard of dl, and add dl to Dl. 
6.   The EM iteration of dual-PLSA to update P(wj|zi) and P(zi|ck). That is to 

iterate (3),(5)-(11). 
7. end for 

Algorithm 1 can’t guarantee to be processed in real-time, then we simplify it and 
get algorithm 2. P(wj|zi) is estimated only from Dt. And (13) is used to initialize 
P0(zi|ck) before the EM iteration. 
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Table 2. Algorithm 2 

Algorithm 2 Supervised supervised dual-PLSA 
Input: Du, Dl,and Dt 
Output: P(wj|zi), P(zi|ck) 

1. Set topic number N, and initialize P(wj|zi) by (11). Dl is an empty set.  
2. EM algorithm to estimate P(wj|zi) and P(zi|dl). That is to iterate (5)(7)(9). 
3. for each SMS dl do 
4.   Calculate P(ck|dl) by (3) and predict the category of dl (spam or ham). 
5.   Obtain the gold standard of dl, and add dl to Dl. 
6.   Initialize P(zi|ck) by (13) 
7.   The EM iteration to update P(zi|ck). That is to iterate (6)(8). 
8. end for 

6   Experiments 

6.1   Datasets 

Datasets include 4 SMS sets, named Du, Dl-train, Dl-test, and Dt. Du is unlabeled set, 
which contains 715,589 SMSs. Both Dl-train is the set labeled with “spam” and Dl-test is 
labeled with “ham”. Dl-train is used for training PLSA, so it needs plenty of samples. 
Dl-test is a small set which is used for testing the convergence rate. The sample num-
bers of Dl-train and Dl-test are 310,000 and 10,000. Dt, built for supervised topic learn-
ing, is labeled with 5 tags (working, living, illegal ads, legitimate notification, and 
others). Dt has 91,403 samples. 
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Table 3. Datasets 

Data Description Tags Size 
Du unlabeled set NONE 715,589
Dl-train for training c-w PLSA spam, ham 310,000
Dl-test for testing the convergence 

rate 
spam, ham 

10,000

Dt for training z-w PLSA working, living, illegal ads, 
legitimate notification, and others 

91,403

6.2   Algorithms Explanation 

Two different types of algorithms are employed for comparison with proposed c-w 
PLSA model and adaptive supervised dual-PLSA. The first one is Naïve Bayesian 
classifier (NBC). Before tested with Dl-test, no training is given to NBC, which implies 
all the filtering knowledge is acquired by adaptive learning from Dl-test. The second 
method is LDA discriminative approach with five topics, which is trained with Du. 
When tested by Dl-test, a NBC is introduced to estimate P(zi|ck) by adaptive learning. c-
w PLSA model is trained with Dl-train. Adaptive supervised dual-PLSA is trained with 
Dt to obtain P(wj|zi), and it estimate P(zi|ck) by the adaptive learning in table 2. 

Table 4. Compared Algorithms 

Algorithm Training 
Data 

Testing 
Data 

Adaptive Learning From 
Testing Data 

NBC NONE Dl-test Yes 
LDA discriminative  

approach 
Du Dl-test Yes 

c-w PLSA model Dl-train Dl-test No 
supervised dual-PLSA Dt Dl-test Yes 

6.3   Evaluation Metric 

There exist many evaluation metrics for measuring the classification performance. In 
this paper, we employ the error rate, cumulative error rate and instant error rate for 

comparing different algorithms. The error rate is defined as: E=|{d|d∈Dl-test ∧ 

T(d)≠L(d)}|/|Dl-test|. T is a function which maps from document d to its true class 
label c = T(d), and L is the function which maps from document d to its prediction 
label c = L(d) by the filter. The cumulative error rate is a function of processed mes-
sages number. Assume n is the processed messages number, and Dl-test(n) is the proc-

essed messages set. The cumulative error rate is defined as: Ec(n)=|{d|d∈Dl-test(n) ∧ 

T(d)≠L(d)}|/|Dl-test(n)|. The instant error rate is approximated by: El(n)=|{d|d∈Dn
l-test 

∧ T(d)≠L(d)}|/|Dn
l-test|; Dn

l-test={ dn-Nw, dn-Nw+1, …, dn}; and Nw is set to 1000 here, 
which is the neighborhood size of the nth SMS. 
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6.4   Overall Performance and Conclusion 

The experimental results are listed in table 5~7 and figure 7~9. To our surprise, nei-
ther c-w PLSA or LDA has better performance than NBC. c-w PLSA’s error rate is 
10.53%, though trained previously with 310,000 ham/spam labeled samples. By adap-
tive learning with only 2,000 gold standard feedback, other filters’ cumulative error 
rates become lower than c-w PLSA. The reason maybe lies in table 5. From this table 
we can see that topic 4, with a poor discriminability, is the main component of both 
spam and ham. By checking P(W|z4), we find topic 4 includes many high-frequency 
words of Dl-train. Most of those words co-occur in spam and ham, yet a relatively con-
siderable quantity of discriminable words lie either in spam or in ham. Then these 
words are wasted by topic 4. LDA is also not as good as we expect. Its error rate is 
9.83%.The key reason of bad performance from c-w PLSA and LDA is that: topics in 
them are served to generate documents other than distinguish categories. Therefore, 
supervised information about topics is indispensable. 

Table 5. P(zi|ck) in c-w PLSA (c1 =spam, c2 =ham) 

 z1 z2 z3 z4 z5 
c1 0.0255 0.0119 0.0145 0.9300 0.0180 
c2 0.0116 0.0245 0.0194 0.9281 0.0163 

Table 6. Error Rate 

Algorithm Testing Data error rate 
NBC Dl-test 7.94% 
LDA Dl-test 9.83% 

c-w PLSA Dl-test 10.53% 
dual-PLSA Dl-test 6.94% 

Table 7. Cumulative Error Rate 

feedback NBC LDA c-w PLSA d-PLSA 
100 25.51% 30.00% 7.00% 9.00% 
200 17.26% 23.00% 10.50% 10.00% 
300 13.49% 17.33% 11.33% 8.67% 
400 13.35% 16.00% 11.00% 8.00% 
500 11.21% 13.60% 11.00% 8.60% 
1000 10.07% 10.30% 10.90% 8.00% 
2000 9.50% 9.55% 9.90% 7.55% 
3000 9.19% 9.73% 10.53% 7.60% 
4000 8.76% 9.30% 10.20% 7.05% 
5000 8.53% 9.64% 10.04% 6.86% 

Table 7 and figure 8 show that dual-PLSA converges very fast. Within 100 gold 
standard feedback, the cumulative error rate drops to 9%. Its total error rate is 6.94%, 
which is the lowest. However, NBC needs 4,000 feedback to reduce the cumulative 
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error rate to below 9%. And its total error rate is 7.94%. The cumulative error rate of 
NBC keeps slow descending in the whole test process.  

The dual-PLSA’s outstanding performance is due to supervised information about 
topics. Though it only has 5 topics, the meanings of those topics are determined by 
labeled data other than by unsupervised methods like LDA. And the real value of 
P(zi|ck) are approximate to 1 or 0, which allow these probabilities to be estimated 
accurately and easily. 

 
 
 
 
 
 
 
 
 
 

Fig. 7. Cumulative Error Rate(5000 feedback)    Fig. 8. Cumulative Error Rate(1000 feedback) 
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Abstract. This paper presents an interactive content-based image re-
trieval framework—uInteract, for delivering a novel four-factor user in-
teraction model visually. The four-factor user interaction model is an
interactive relevance feedback mechanism that we proposed, aiming to
improve the interaction between users and the CBIR system and in turn
users overall search experience. In this paper, we present how the frame-
work is developed to deliver the four-factor user interaction model, and
how the visual interface is designed to support user interaction activi-
ties. From our preliminary user evaluation result on the ease of use and
usefulness of the proposed framework, we have learnt what the users like
about the framework and the aspects we could improve in future studies.
Whilst the framework is developed for our research purposes, we believe
the functionalities could be adapted to any content-based image search
framework.

Keywords: uInteract, four-factor user interaction model, content-based
image retrieval.

1 Introduction

Content-based image retrieval (CBIR) has been researched for decades, but it
has yet to be widely applied in common Web search engines. In our view, one of
the reasons for this is that CBIR is normally performed by computing the dis-
similarity, e.g., Euclidean distance, between objects and queries based on their
multidimensional feature vectors in content feature spaces, for example, colour,
texture and structure features. There is a well-known gap, called the “semantic
gap”, between low-level feature of an image and its high-level meaning to a user.
Another reason that CBIR is not yet widely used is that most existing CBIR sys-
tems are designed principally for evaluating search accuracy. Less attention has
been paid to designing interactive visual systems that support users in grasping
how feedback algorithms work and how they can be manipulated.
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One way to bridge this gap and increase the use of CBIR systems is to make
the CBIR system more human-centric. A human-centric system should deliver a
user-oriented search making the user feel that they, rather than the system, are
driving the search process. In [1], Bates addressed two issues for search system
design: “(1) the degree of user vs. system involvement in the search, and (2)
the size, or chunking, of activities; that is, how much and what type of activity
the user should be able to direct the system to do at once.” To investigate the
first issue, we had developed an interactive relevance feedback (RF) mechanism
named four-factor user interaction model in our early research, which aims to
improve the interaction between users and the system as well as to improve
the search accuracy. According to the results of our simulated experiments, the
model can improve the search accuracy in some circumstances. However, we are
not able to do user evaluation on the ease of use and usefulness of the interactive
functionalities without an effect visual search interface.

In terms of the second issue, White, et al. in [13] has also addressed “When
providing new search functionality, system designers must decide how the new
functionality should be offered to users. One major choice is between (a) offering
automatic features that require little human input but give little human control;
or (b) interactive features which allow human control over how the feature is
used, but often give little guidance over how the feature should be best used.”One
question arises here for our study: How should the functionalities be presented
visually to the user by the interface to enable users to directly control the model
in a effective way?

In this paper, we introduce a novel CBIR framework, which delivers a four-
factor user interaction model we have developed aiming at providing a user-
oriented search platform. The framework provides functionalities that support
the user’s interactive search process and allow the user to control all four factors
in our model. The design of an innovative CBIR search interface is the main
focus of the paper.

2 Background and Motivation

This section will review the related work and explain our motivation on resolving
the interaction issue (the degree of search control deployed to users and system)
and the design issue (the best way to deliver the framework functionalities to
users through interface) from two aspects, namely: the user interaction models
and interactive search interface.

2.1 User Interaction Models

In this section, we review and analyze a number of existing UI models that
inspired our four-factor user interaction model.

In [10] Spink, et al. proposed the three-dimensional spatial model to support
the user interactive search for text retrieval. The model emphasizes that partial
relevance is as important as binary relevance / non-relevance and indeed it can
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be more important to the inexperienced user. The three dimensions are: levels
of relevance, regions of relevance and time. The levels of relevance indicates
why a particular document is relevant to the user. The regions of relevance
indicates how relevant the document is. And the third dimension - time - captures
information seeking stage and successive searches. We consider that their model
is a useful foundation from which to develop further detailed user interaction
models and techniques for CBIR.

Other research has tended to focus more on a single dimension, such as time.
For example, Campbell in [2] proposed the Ostensive Model that indicates the
degree of relevance relative to when a user selected the evidence from the results
set. The model includes four relevance profiles: increasing, decreasing, flat and
current profiles. Later, Urban, et al. applied the increasing profile to CBIR [12].
Their preliminary study showed that the system based on the Ostensive Model
was preferred by users over traditional CBIR search engines.

Ruthven, et al. [9] adapted and combined two dimensions from Spink, et al.
three-dimensional spatial model, namely: regions of relevance and time to text
retrieval. Their experimental results showed that combining partial and time
relevance criteria does help the interaction between the user and the system.
It will be interesting to see how the combined model performs in our CBIR
framework.

Most of these models were tested and applied in text retrieval, we were mo-
tivated to investigate what the outcome would be were we to adapt combined
three-dimensional spatial model with the Ostensive Model together, and, further,
to add another factor - frequency - to the combination, into CBIR. Therefore, we
developed a new model for CBIR, namely ‘four-factor user interaction model’,
which includes relevance region, relevance level, time and frequency [6]. Our
hypothesis is that the four-factor user interaction model will provide enhanced
search experience in terms of the level of interaction between the system and
users and the search accuracy. However, without a visual search interface, we
are not able to test the interaction aspects. This motivated us to develop a novel
interactive CBIR framework and an innovative interactive user interface in order
to enable effective user interactions and evaluate the model with real, as opposed
to simulated, users.

2.2 Interactive Search Interface

When providing new search functionality, we should decide how the new func-
tionality should be delivered to users [1, 13]. In this section we investigate a
number of search interfaces in order to explain why we developed the search
interface in the way we did.

Flexible Image Retrieval Engine (FIRE) [3] is one tool that allows users to
provide non-relevant feedback from the result set. The research in [4, 7, 8] also
usefully referred to the importance of providing both negative and positive ex-
amples as feedback. In addition, from the result of our simulated experiments,
we found that limiting user’s selection of non-relevant feedback to the poorest
matches in the results list will improve search accuracy, but we realized this is
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not going to be intuitive to users. Therefore, we are encouraged to design the
system to enable users to provide the negative examples from the worst matches
in a natural way.

Urban, et al. developed an image search system based on the Ostensive Model
[12]. Like FIRE, this is a browsing based search system, which uses a dynamic
tree view to display the query path and results, thus enabling users to re-use
their previous queries at a later stage. Whilst the query path functionality is
useful, the user display becomes overly crowded even after a relatively small
number of iterations. This limitation would become even more evident were the
system to allow the user to provide negative as well as positive examples. Why
not then harness the benefits of the query path functionality but in a search-
based system, which separates query and results and applies the linear display
to both queries and results?

Later, Urban, et al. in [11] presented another system—Effective Group Orga-
nization (EGO), which is as a personalized image search and management tool
that allows the user to search and group the results. The user’s groupings are
then used to influence the outcome of the results of the next search iteration.
This system supports long-term user and search activity by capturing the user’s
personalized grouping history, allowing users to break and re-commence later
without the need to re-create their search groupings from scratch. From this
study, we can see that providing personalized user search history can improve
the interaction between the system and users.

In [5] Hopfgartner, et al. defined explicit and implicit feedback. They con-
cluded that explicit feedback is given actively and consciously by the user to
instruct the system what to do. Whereas, implicit feedback is inferred by the
system from the what the user has done unconsciously and here the system as-
sumes or infers the user’s purpose. In other words, explicit feedback means the
user is actively controlling the search process and implicit feedback means the
system is exercising control over the search process. Their simulated user study
results showed that combining implicit RF with explicit RF may provide better
search results than explicit RF by itself. We are then encouraged to combine the
implicit and explicit RF in our system.

In the following sections, we will present our proposed interactive CBIR frame-
work, namely uInteract, which will implement the ideas we have developed to
overcome the shortcomings of the related work and to apply the inspiration from
the related work. Table 1 shows how the related work maps to the features of

Table 1. How the related work maps to the features of uInteract

Feature Deselaers Urban Urban Hopfgartner uInteract
et al. et al. et al.(EGO) et al.

Search-based system No No Yes No Yes
Providing positive feedback Yes Yes Yes Yes Yes
Providing negative feedback Yes No No Yes Yes
Range of (non)relevant level No No No No Yes
Query history functionality No Yes No No Yes
Showing negative result No No No No Yes
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the uInteract (note that in this paper we only compare the CBIR features and
ignore the textual search features). Moreover, the next sections will describe how
we developed uInteract to deliver our four-factor user interaction model.

3 uInteract - An Interactive CBIR Framework

Our framework consists of two logically different modules, an interaction model
based frontend and a backend search engine with a fusion controller supported
by the interaction model. In addition, the login functionality of the framework
supports personalized long-term searching.

3.1 Four-Factor User Interaction Model

The four factors taken into account in the model are relevance region, relevance
level, time and frequency. The relevance region comprises two parts: relevant
(positive) evidence and non-relevant (negative) evidence. The relevance level here
is a quantitative level, which indicates how relevant/non-relevant the evidence
is, and differs from the original qualitative level presented in the work of Spink,
et al. We adapted the Ostensive Model to the time factor to indicate the degree
of relevance/non-relevance relative to when the evidence was selected, which is
different from the original OM that only applies to positive evidence. The new
factor - frequency - captures the number of appearances of an image in the user
selected evidence both for positive and negative evidence separately.

The weight scheme of the model is given by Wopf , which is the multiplication
of Wo and Wp and Wf [6]. Wo is the ostensive weight, which can be different
depending on the profile of the Ostensive Model: e.g., increasing profile (the
earlier selected images deemed less important), decreasing profile (the earlier
selected images deemed more important), flat profile (all the selected images
treated equally) and current profile (only the latest selected images considered).
The value of Wo relies on the number of search iterations when the query was
applied; Wp is the partial weight, which is the range of relevance/non-relevance
level based on the relevance and non-relevance regions. The value of Wp depends
on the score of the positive and negative feedback provided by the users; Wf is
the frequency weight, which is the number of times an image appears (frequency)
in the query across all the iterations. The value of Wf is the frequency that the
image is taken as a query image.

3.2 Two Fusion Approaches

In many CBIR applications, it is important to take more than one image as a
query and so a fusion approach is needed to merge the results of each query im-
age. We used two separate fusion approaches to support two different relevance
feedback scenarios: Firstly, the vector space model (VSM) [8] approach was de-
ployed for positive query images only. By combining this with the four-factor
user interaction model the approach is represented by:
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D =
∑

i

(Dij/(Wopf ), (1)

where the D is the overall dissimilarity value between a query (containing a
number of positive examples) and an object image. It is computed as the sum
of the dissimilarity values between all the example images in the query and
the object image. Dij is the original distance between the feature vectors for the
query imagei and the object imagej. Wopf is the weight scheme of the four-factor
user interaction model (see section 3.1).

Secondly, because the VSM in [8] only uses positive RF, we applied k-Nearest
Neighbours (k-NN) for both positive and negative RF [8]. Here, by taking into
account the weighting scheme of our four-factor user interaction model, k-NN is
given by:

D =
∑

i∈N (Dij/Wopf + ε)−1∑
i∈P (Dij/Wopf + ε)−1 + ε

, (2)

where D is the dissimilarity value between an object image and the example
images (positive and negative) in a query. ε is a small positive number to avoid
division by zero. N and P denote the sets of positive and negative images in the
query.

4 uInteract - The Interface

In our view a appropriate interface is vital to allow our new interaction CBIR
framework to fully function, because the interface is the communication plat-
form between the system and user. We will outline our developed interface and
describe how it underpins the four-factor interaction model.

Table 2. Which parts of the interface support the four-factor user interaction model

Factor Functionality

Relevance region Positive and negative feedback in [2] and [7]

Relevance level score in [3]

Time Positive and negative query history in [8] and [9]

Frequency Positive and negative query history in [8] and [9]

The search interface (see Figure 1) takes on a simple search-based grid style
so that the user does not need to learn the new visual layout before they start
a search. Different colour backgrounds have been applied to the different panels
which is aimed at supporting user navigation and appreciation of the differences
between the panels. Each panel provides a different level of interaction to the
user, where some of the four factors are controlled indirectly and others more
directly. Table 2 shows how the interface supports each of the four factors (note:
the numbers on the table indicate the functionalities on the screen shot). The
rest of this section describes the features of those panels.



Enabling Effective User Interactions in Content-Based Image Retrieval 271

Fig. 1. The uInteract interface. Key: [1] The browsing based query images where the
initial query is selected; the initial query images go into [2] as positive query to start
a search; users can score (integer 1-20, bigger is better) the selected images in [3] with
their preference; [4] and [5] the search result shows the best matches and worst matches
to the query respectively; [6] a horizontal line divides the two parts of result visually;
[7] negative query examples that users selected from previous results; [8] positive query
history records the positive queries was used before; [9] negative query history records
the negative queries from previous search.

4.1 Query Image Browsing Panel (Region 1)

The query image panel is a browsing panel. The user browses the query panel
and selects one or more images from the provided query images as an initial
query image(s) prior to starting the search.

4.2 Positive Query Panel (Region 2)

The positive query panel contains images that the user considers are good posi-
tive examples of what they are searching for. Users can provide as many images
as they want as positive queries. These images can be selected from the query im-
ages, the search results or a combination of both. Users are also able to eliminate
positive examples by simply clicking on them.

After the user selects positive images, the system automatically gives their
importance score by their display order. If the user is not happy with the default
score, he can re-score the importance of the images by changing the number
(integer 1-20, bigger is better) in the text box underneath each image. This
functionality delivers the ‘relevance level’ factor. The intention of the design
is to provide users an explicit control to the importance level of query image
examples.
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4.3 Negative Query Panel (Region 7)

The negative query panel has similar functionality to the positive query panel
but this time for negative queries. The only difference is that negative examples
may only be selected from the previous search results. The score of these nega-
tive example images indicates the level of non-relevance (integer 1-20, bigger is
worse).

In summary, both the positive and negative query panels deliver the ‘relevance
region’ factor, such as relevant and non-relevant region. The score of image ex-
amples in both panels indicates the ‘relevance level’ factor—a scale of relevance
and non-relevance. Combining the findings in [9,10] and [7,8], our hypothesis is
that blending the non-binary relevance level with both positive and negative re-
gions will enhance user interaction on the one hand and increase search accuracy
on the other.

4.4 Results Panel (Regions 4 and 5)

Whereas a common linear display search system may display only the best
matching results, our system displays both the best and poorest matches. In
our view this added functionality allows users to gain a better understanding of
the data set they are searching. By seeing both good and bad results, the user
can gain better understanding of the data they are searching. Additionally, for
experienced users, the extreme results can aid their special search purposes, for
instance, when a user searches for two extremely different colour images, say one
pink and one blue.

Furthermore, users can indicate positive examples from the good matches
and negative examples from the poorest matches by selecting them with a single
mouse click. The selected images will appear automatically in either the positive
or negative query panels. According to our simulated experimental results, taking
the worse matches as negative query examples outperforms the query example
from good matches. Therefore, we designed the interface to support the search
mechanism by showing the poorest as well as the best matches. Users will need
some training on the way that the interface works. We assume that the users
will be able to search naturally after a couple of search iterations although this
functionality is not intuitive to start with.

To aid navigation, we have inserted a horizontal line between the good and
bad results to clearly divide the two.

4.5 Positive History Panel (Region 8)

This is an important feature of our search system. This panel records the user’s
earlier positive queries used during previous search iterations. This enables the
user to go back and reuse a previous query if required. This might be needed,
for instance, if the user got lost during the search process.

In addition, this panel delivers two important factors to our four-factor user
interaction model: Firstly, the ‘time’ factor which is computed by the Ostensive
Model and takes a search iteration as a time unit. Secondly, the ‘frequency’
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factor that judges the importance of an image by reference to how many time
the image was used as a query.

These two factors are fully controlled by the system, and all previous queries
will be taken into account in the final weighting scheme.

4.6 Negative History Panel (Region 9)

This panel is similar to the positive history panel but instead records the neg-
ative queries selected from each search iteration. The negative query history is
introduced together with the negative query as two of the new features of our
search interface. The introduction of query history functionality has been en-
couraged in [2,12] and we would like to investigate the effects on user interaction
and search accuracy by adding the negative factor.

4.7 Summary

In summary, the key features of the proposed interface are:

(1) Users can provide both positive and negative examples to a search query,
and further expand or reformulate the query. This is a way to deliver the ‘rele-
vance region’ factor.

(2) By allowing the user to override the automatically generated score of
positive and negative query images, we are enabling the user to directly influence
the importance level of the feedback. The ‘relevance level’ factor is generated by
the score functionality.

(3) The display of the results in the interface takes a search-based linear
display format but with the addition of showing not only the best matches but
also the worst matches. This functionality aims to enable users to control the
model directly in a natural way.

(4) The query history not only provides users with the ability to reuse their
previous queries, but also enables them to expand future search queries by taking
previous queries into account. The positive and negative history panels together
with the current query feed the ‘time’ and ‘frequency’ factor of our four-factor
user interaction model.

5 Evaluation

The goal of our evaluation is testing whether users can adapt to the new search
strategy easily and whether users find the uInteract system useful.

5.1 Evaluation Baseline

The baseline systems we used to compare with the uInteract system are: base-
line1 - a typical Relevance Feedback (RF) mechanism, where users are allowed
to give positive RF from search results through a simplified interface; baseline2
- a system based on Urban, et al. model [12] provides positive query history
functionality which is in addition to baseline1; baseline3 - a system based on
Ruthven, et al. model [9] enhances baseline2 by adding partial relevance (we call
it importance score in this paper) functionality.
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5.2 Evaluation Setup

A total of 17 subjects, who are a mixture of males and females, undergraduate
and postgraduate students, and academic staff from a variety of departments
with different age and levels of image search experience, participated in the
evaluation. Subjects can be classified into two groups - younger/older and inex-
perienced/experienced - based on age and image search experience respectively.
We take 26 as the age cut off point. Everybody older then 26 is in the older
group, otherwise they are in the younger group. We consider that people are
experienced users if they search images at least once a week, and otherwise they
are inexperienced users.

The subjects attempted four different complexity level search tasks on the
four systems randomly in a random order (limited five minutes for each task)
and provided feedback on their experience through questionnaires and comments
made during informal discussions. The complexity of the tasks is based on the
task description. Task one provides both search topic and example images, so
we consider it is the easiest task. Task two gives example images without a
topic description. Task three has only a topic but no image examples. Task four
described a broad search scenario without any clear topic and image examples,
so it is the most complex task in our view. The questionnaires used five point
Likert scales. The questions are about the general feeling, ease of use, novelty,
search result, search performance and satisfaction with the systems, etc.

5.3 Evaluation Results

The following preliminary results were obtained based on the ANOVA analysis
(with α = 0.05) of questionnaires and informal feedbacks from the subjects.

(1) The uInteract system gain higher novelty score than the baseline1
(p-value≤0.05). The search result of uInteract showed better result than base-
line1 (p-value≤0.05). This result is promising, which encouraged us to do further
detailed analysis on other data we obtained from the evaluation, such as, videos
and actual image search results.

(2) Task factor had very strong impact on users’ responses to most of the
questions. Most of the subjects thought that task two and task four, and task
three and task four were significantly different (p-value≤0.05). One interesting
observation is that the subjects liked to give higher scores to the questions when
they performed easier tasks. Due to the tasks strong impact on the results, the
score of different systems will become less sensitive.

(3) The person factor is another important factor which affects some of the
question results. Different subjects seemed to have very different opinions on
scoring the questions, but what is the trend on this factor? In an effort to find
the trend, we took the age and image search experience into account. The sta-
tistical results showed that older subjects and experienced subjects feel more
comfortable with using the systems than younger and inexperienced subjects.

(4) The older subjects thought the systems helped them better understand the
quality of the results they could get from the collection data more than younger
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subjects, and the score is estimated to increase by 0.05 per year as age increases.
There is a clear evidence that age and image search experience affect system
satisfaction, and the score is estimated to be higher for older and experienced
users. There is also clear evidence that age and image search experience affect
feeling in control using the system and search result satisfaction, but the score
is estimated to be higher for younger and inexperienced users.

(5) The image search experience of the subjects also impacted on the opin-
ions of query history usefulness, negative query ease of use and negative result
usefulness. The experienced subjects gave higher score on these questions than
inexperienced subjects (p-value≤0.05).

(6) While the subjects though the uInterace framework was useful, they felt
the ease of use of the functionalities can be improved by making the negative
result optional, so that subjects can see and use it when they need to do, and
using drag and drop to higher or lower position to indicate the importance of
the query images in the query panel, enabling them to show the images in every
query when the mouse is over to the query history labels, etc.

6 Conclusions and Future Work

This work was undertaken to achieve three objectives: (a) to deliver an effective
interactive CBIR framework, in particular through a novel four-factor user in-
teraction model, (b) to design the interaction activities of the interface to enable
users to directly control the model in a natural way, and (c) to test the easy of
use and usefulness of the new search functionalities through a use study.

The uInterace framework was built on our observations about the insufficien-
cies of previous research and inspirations from the literature. In order to evaluate
the interactive framework, we have done a user evaluation on the ease of use and
usefulness of the framework. The preliminary evaluation result showed, while
the framework was considered as easy of use and useful in general, there are still
places to improve and more data to analyze.

Our next step is to extract some factors from the captured video of the evalu-
ation, such as, how many queries did the subjects use to complete the tasks, how
many pages did the subjects look through the results, etc. Furthermore, we will
also look into the image result data the subjects selected for completing each
tasks, and analyze the difference on the results of the evaluated systems.
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Abstract. When ranking texts retrieved for a query, semantics of each term t in 
the texts is a fundamental basis. The semantics often depends on locality con-
text (neighboring) terms of t in the texts. In this paper, we present a technique 
CTFA4TR that improves text rankers by encoding the term locality contexts to 
the assessment of term frequency (TF) of each term in the texts. Results of the 
TF assessment may be directly used to improve various kinds of text rankers, 
without calling for any revisions to algorithms and development processes of 
the rankers. Moreover, CTFA4TR is efficient to conduct the TF assessment 
online, and neither training process nor training data is required. Empirical 
evaluation shows that CTFA4TR significantly improves various kinds of text 
rankers. The contributions are of practical significance, since many text rankers 
were developed, and if they consider TF in ranking, CTFA4TR may be used to 
enhance their performance, without incurring any cost to them.  

Keywords: Text Ranking, Term Locality Context, Term Frequency  
Assessment. 

1   Introduction 

Ranking of those texts that are retrieved by natural language queries is essential. It 
helps users to easily access those texts that are relevant to the queries, and hence sig-
nificantly reduces the gap between users and the huge information space. Main diffi-
culties of text ranking lie on identifying semantics of each term, which is often  
diverse and depends on different contexts of discussion. 

In this paper, we explore how contextual information may be encoded to improve 
existing ranking techniques so that more information relevant to natural language 
queries may be ranked higher for users to access. More specifically, we focus on 
context-based assessment of the term frequency (TF) of each term in a document1. 
Since TF is a fundamental component of many ranking techniques, the refined TF 
assessment may be used to improve the ranking techniques.  

Therefore, we develop a context-based TF assessment technique CTFA4TR (Con-
text-based TF Assessment for Text Ranking). To assess TF of a term t, CTFA4TR 
employs locality contexts of t, based on the observation that semantics of a term t in a 
                                                           
1 TF of a term t in a document d is the times of occurrences of t in d. 
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document d often depends on locality context (neighboring) terms of t in d. We will 
show that, by encoding the locality contexts into TF assessment, many ranking tech-
niques are more capable of ranking relevant information higher. 

In the next section, we discuss related studies. CTFA4TR is then presented in  
Section 3. To evaluate CTFA4TR, experiments are conducted on OHSUMED [6], 
which is a popular collection of medical queries and literature (Section 4). CTFA4TR 
is efficient online, and the experimental results show that it may significantly improve 
many ranking techniques under various environmental settings.  

2   Related Work 

To rank texts with respect to a query, systems often assign a score to each text. There-
fore, many scoring methods were developed. They often estimated how the text 
matched the query, and hence each method was also treated as a feature of the text 
(for a list of popular features, the reader is referred to [9]). Since each of the features 
has its relative strengths and weaknesses, many techniques were developed to inte-
grate the features in the hope to achieve better ranking. The problem thus turned to 
learning to rank − the system actually learns to properly integrate the features to  
produce better ranking. Typical methods included support vector machines (Rank-
ingSVM [8] and its variants such as [3]), boosting [8][17], neural networks [4],  
association rules [15], and genetic algorithms [18].  

In contrast to the previous studies, we explore how the features (scoring methods) 
may be improved, so that those ranking techniques that employ the features may be 
improved as well. We employ term locality contexts to improve the features. Actu-
ally, contributions of term contexts to the retrieval of information was noted in previ-
ous studies. For example, considerations of adjacent terms (in fixed order [16] or 
whatever order [13]), nearby terms (e.g. in a locality distance smaller than 3 to 5 
words [1][5]), and distances between each pair of query terms [2][11][14] were shown 
to be helpful. 

In contrast to the previous approaches, we focus on encoding term contexts to re-
fine TF assessment so that many text rankers may be improved, without needing to 
revise the algorithms and training processes of the rankers. Although some previous 
approaches employed term proximity (distances between pairs of query terms) to 
improve text rankers [2][11][14], they only focused on very few basic scoring meth-
ods (e.g., BM25 [12]) by directly adding a proximity-based score to the scores from 
the methods. Their applicability to other scoring methods deserve more exploration, 
since scoring methods may produce scores in different scales, making it difficult to 
set a universal weight for the proximity-based score. The scale problem is more com-
plicated for those ranking techniques that integrate multiple scoring methods  
(features). 

3   Context-Based Term Frequency Assessment 

Fig. 1 illustrates an overview of CTFA4TR, which is proposed to improve text rank-
ers by context-based TF assessment, without requiring any change to the rankers. The 
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basic idea is that, for a term t appearing in both a query q and a text d, its semantics in 
q is more possible to be similar to its semantics in d if a higher percentage of terms in 
q appear around t (in d). In that case, TF of t in d should be amplified in order to  
direct the ranking techniques to promoting the score of d with respect to q.  

Text Ranker 
Development 

Training 

Testing

Underlying RankerCTFA4TR

Text 
Ranking 

Training 
Data

Ranked 
TextsTF in d

User

Query (q)

Text (d) 

TF As-
sessment

 

Fig. 1. Overview of CTFA4TR 

Given a document d and a query q, CTFA4TR assesses TF of each term t in d with 
respect to q. As illustrated in Fig. 2, each occurrence of t in d may have its term con-
texts, including a neighbor context and a window context. As defined in Fig. 3, for each 
occurrence of t in d, CTFA4TR computes a weighted occurrence value (WeightedOcc) 
based on the contexts. If a term t in document d is not in query q, its WeightedOcc is 
simply 1 (as done by traditional TF assessment); otherwise CTFA4TR increments its 
WeightedOcc value by a linear combination of its neighbor context score and window 
context score (Equation B in Fig.  3). Refined TF of t is simply the sum of the 
weighted occurrence values for all occurrences of t in d (Equation A in Fig. 3). 

3.1   Neighbor Context Score 

For a query term t occurring at position k in document d, its neighbor context terms 
are those distinct query terms that consecutively appear around position k in d. For the 
example in Fig.  2, two terms (w1 and w2) serve as neighbor context terms for t at 
position t1 if they are distinct terms in query q. Similarly, at position t2, four terms 
(x1~x4) serve as neighbor context terms for t if they are distinct terms in query q. 
Certainly, some occurrences of t might have no neighbor terms (e.g., position t3 in 
Fig. 2). 

For a query term t occurring at position k in document d, CTFA4TR computes its 
neighbor context score by considering percentage of distinct query terms that serve as 
neighbor context terms (including t per se) around position k in d (ref., Equation C in 
Fig. 3). Obviously, the larger the percentage is, the larger the neighbor context score 
at position k should be. In that case, CTFA4TR increases the weighted occurrence 
value of t at position k, which in turn amplifies TF of t in order to direct various kinds 
of ranking techniques to promoting the score of d with respect to q. 
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|w1t1w2..w3………….....
.............................……
….……….…………….
..……x1x2t2x3x4.………
.………..….…………
………………………
……………………....
………………………...
................t3..|

Neighbor Context: w1 and w2; 
Window context: w3. 

Neighbor Context: x1~x4; 
Window context: None. 

Neighbor Context: None; 
Window context: None. 

 

Fig. 2. TF of a term t in a document is the sum of the refined TF values for all occurrences 
(t1~t3) of t 

 

Fig. 3. Refining TF assessment by term locality 

3.2   Window Context Score 

For a query term t occurring at position k in document d, its window context terms are 
those distinct query terms that (1) are not considered as neighbor context terms at 
position k, and (2) appear in a term window whose center lies at position k. For the 
example in Fig. 2, one term (w3) serves as the window context term for t at position t1 
if it is a query term that appears in the term window at position t1 and not considered 
as a neighbor context term at position t1. Certainly, some occurrences of t might have 
no window context terms (e.g., positions t2 and t3 in Fig. 2). 

For a query term t occurring at position k in document d, CTFA4TR computes its 
window context score by considering percentage of distinct query terms that serve as 
window context terms around position k in d (ref. Equation D in Fig. 3). The size of 
the window depends on the number of terms in the query−a longer query leads to a 
larger term window. 

Procedure: ComputeRefinedTF(d, q) 
Given: A document d and a query q, with stopwords removed; 
Return: Refined term frequency RTF(t, d, q) for each term t in d; 
Equation:  

(A) RTF(t, d, q) = ΣkWeightedOcc(t, k, d, q), for each occurrence of t at position k in d. 
(B) WeightedOcc (t, k, d, q) =  

1, if t is not in query q; 
1 + α×NeighborContext(k, d, q) + (1−α)×WindowContext(k, d, q), otherwise. 

(C) NeighborContext(k, d, q) =  
0, if Nq=1; 
Log2Bk / Log2Nq, otherwise; where 
Nq = Number of distinct terms in q, 
Bk = Number of distinct terms in q that consecutively appear around position k in d. 

(D) WindowContext(k, d, q) =  
0, if Nq=1; 
1, if Nq=Bk; 
(Wk−Bk) / (Nq−Bk), otherwise; where 
Wk = Number of distinct terms in q that appear in the term window [Max(1, k−2×|q|), 

Min(|d|, k+2×|q|)] in d. 
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Therefore, both neighbor context scores and window context scores are computed 
by considering percentage of distinct query terms serving as contexts. CTFA4TR 
actually conducts query-dependent TF assessment−each term in a document may get 
different TF values with respect to different queries. Moreover, the relative weight of 
the neighbor context (i.e., α in Equation B) is set to 0.4, aiming to give a little bit 
more preference to the window context, since it governs the completeness of seman-
tics of query q appearing in the term window. 

It is interesting to note that, CTFA4TR mainly considers locality of query terms in 
the document being ranked. It is thus quite efficient to conduct TF assessment online2, 
without requiring any training processes and data. Moreover, the TF assessment may 
be directly input to various kinds of ranking techniques, without requiring any revi-
sions to the algorithms and development processes of the ranking techniques. 

4   Empirical Evaluation 

CTFA4TR is applied to several ranking techniques. To measure the contributions of 
CTFA4TR, experiments are designed and summarized in Table 1. Experimental re-
sults show that it may significantly improve the ranking techniques on ranking texts. 

4.1   Experimental Data 

Experimental data is from OHSUMED [6], which is a popular database of 348,566 
medical references. OHSUMED contains 106 queries that are descriptions of medi-
cal information requests. It also provides 16,140 query-reference pairs that indicate 
the relevance of a reference to a query: definitively relevant, possibly relevant, and 
not relevant. The relevance information helps to evaluate contributions of 
CTFA4TR. 

When ranking the references with respect to queries, we consider titles and ab-
stracts of the references (i.e., the .T and .W fields in OHSUMED) and information 
requests of the queries (i.e., the .W field in OHSUMED). A few steps are conducted 
to preprocess the data, including removing stopwords, removing non-alphanumeric 
characters, changing all characters into lower case, and removing 's' if it is the last 
character of a term. Moreover, those references that do not have abstracts in OH-
SUMED are not employed in  training and testing if ranking is based on abstracts of 
the references. 

To conduct 4-fold cross validation, we evenly partition the 16,140 pairs into four 
parts. Each experiment is conducted four times so that each part is used for testing 
only once (and the other three parts are for training). Average performance in the 
 4-fold experimentation is then reported. Moreover, to conduct more complete evalua-
tion, we set up two kinds of partitions, which are named CrossVaidation1 and  
CrossValidation2. Results on both partitions are reported separately. 

 
                                                           
2 Suppose query terms appear p times in document d, CTFA4TR only checks neighbor contexts 

and window contexts for the p occurrences, and hence is more efficient than those previous 
approaches (e.g., [2][11][14]) that computed the distance between each pair of occurrences. 
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Table 1. Summary of experiment design 

Aspect Setting 
Source of data 16140 query-reference pairs in OHSUMED 
Cross valida-
tion 

CrossValidation1 and CrossValidation2: Two splits,  with each partitioning the 
16140 pairs into 4 folds for cross validation 

Underlying 
rankers 

(1) Individual ranking methods: 5 methods that consider TF in ranking in 
Table 2, with each applied to abstracts of references in OHSUMED 
(2) Integrative ranking techniques:  

(2A) RankingSVM that integrates 15 methods (5 methods that consider TF 
in ranking in Table 2, with each applied to 3 parts of each reference: title, 
abstract, and title+abstract) 
(2B) RankingSVM that integrates 21 methods (7 methods in Table 2, with 
each applied to 3 parts of each reference: title, abstract, and title+abstract) 

Evaluation 
criteria 

(1) Mean Average Precision (MAP) 
(2) Normalized Discounted Cumulative Gain at x (NDCG@x) where x=1~10 

4.2   Underlying Rankers 

Many basic ranking methods were implemented and tested in previous studies (e.g., 
[3][9][10]). For each document being ranked with respect to a query, each method 
produced a score, and hence each method was also treated as a feature of the docu-
ment with respect to the query. In the experiment, we test the same set of features in 
[3], which is defined in Table 2. When performing ranking, the features are applied to 
the abstracts of the references in OHSUMED. Among the 7 features in Table 2, there 
are 5 features that consider TF of each term in the document being ranked (i.e., fea-
tures L1, L4, L5, L6, and L7), and hence CTFA4TR is applicable to the 5 features. 
We aim at exploring the extent to which CTFA4TR improves them individually. 

Moreover, as noted in Section 2, there were also techniques that aimed at achieving 
better ranking performance by integrating individual features. Among the integration 
techniques, we employed RankingSVM [8], which has been one of the most impor-
tant techniques routinely tested in many previous studies (e.g., [3] [9] [15] [17] [18]). 
It models the ranking problem as a classification problem whose input is an instance 
pair and output may be one of two categories: correctly ranked and incorrectly 
ranked. We employ SVMlight to implement RankingSVM3. 

To conduct more complete evaluation, two feature sets are constructed for Rank-
ingSVM. The first feature set is derived by the 5 features that consider TF (recall L1, 
L4, L5, L6, and L7 in Table 2). Following [9], we apply the 5 features to 3 parts of 
each reference in OHSUMED—title, abstract, and both title and abstract. Therefore, 
there are 15 features (=5×3) in the feature set. On the other hand, the second feature 
set is built by applying all the 7 features in Table 2 to the 3 parts of each reference, 
and hence the second feature set contains 21 features (=7×3). 

4.3   Evaluation Criteria 

Two evaluation criteria are employed to measure the contributions of CTFA4TR: 
mean average precision (MAP) and normalized discount cumulative gain at x 
 
 

                                                           
3 SVMlight is available at http://svmlight.joachims.org 
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Table 2. Individual ranking methods 

Basic ranking methods (features) 
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where k1=2, b=0.75, and avgdl is average document length
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Note: qi is a term appearing in both the query and the document; c(qi,d) is the times qi appearing in document d 
(i.e. term frequency, TF); idf(qi) is the inverse document frequency of qi; |d| is the length of d (i.e., number of 
terms in d); C is the set of training documents; c(qi,C) is the times qi appearing in C; |C| is number of terms in 
C. 

(NDCG@x) [7], which were commonly employed in previous studies in text 
ranking. MAP is defined to be 
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where k is number of relevant documents for the ith query, and Doci(j) is the number 
of documents whose ranks are higher than or equal to that of the jth relevant document 
for the ith query. That is, P(i) is actually the average precision (AP) of the ith query, 
and MAP is simply the average of the AP values of the 106 queries. On the other 
hand, NDCG@x is defined to be 
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where ri(j) is the relevance level of the text whose rank is j with respect to the ith 
query, and Zx is set to some value so that a perfect ranking for the ith query gets an 

                                                           
4 When compared with BM25 defined in [12], the score computation excludes the effect of term 

frequency in each query, since all queries in OHSUMED are quite short. Moreover, it em-
ploys traditional IDF(ti), i.e., (1+N)/(1+ni), instead of (0.5+N-ni)/(0.5+ni), where N is total 
number of training documents and ni is number of training documents containing ti. We avoid 
the possible problem of negative logarithm values, which might occur when N-ni < ni. 
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Ni(x) value of 1.0. That is, Ni(x) actually measures the relevance of top-x documents 
with respect to the ith query, with larger weights assigned to the relevance of  
higher-ranked documents. NDCG@x is simply the average of the Ni(x) values of the 
106 queries. In the experiment, we report experimental results when x ranges from 1 
to 10. 

Also note that MAP only considers binary relevance levels (i.e., relevent and non-
relevant), while NDCG@x may consider more relevancy levels. Therefore, following 
many previous studies (e.g., [9]), when computing MAP, only those references that 
are judged to be "definitively relevant" to a query are relevant to the query (i.e., both 
"possibly relevant" and "not relevant" are treated as ”non-relevant”). When computing 
NDCG@x, those references that are judaged to be “definitely relevant,” “possibly 
relevant,” and “not relevant” are given scores of 2 , 1, and 0, respectively. 

4.4   Result and Discussion 

We separately discuss contributions of CTFA4TR to individual ranking methods 
(features) and integrative ranking techniques (i.e., RankingSVM).  

4.4.1   Contributions to Individual Ranking methods 
Fig. 4 illustrates contributions of CTFA4TR to the 5 basic ranking methods that con-
sider TF. L1 ranks documents by considering TF of each term. CTFA4TR success-
fully improves L1 in all evaluation criteria (MAP and NDCG@1~NDCG@10) under 
both cross validations (i.e., CrossValidation1 and CrossValidation2). We also conduct 
a significance test to verify the significance of the improvement (two-tailed, paired t-
test with 95% confidence level), and those improvements that are statistically signifi-
cant are marked with ‘•’. The results show that, in addition to the large improvements 
on NDCG@1, CTFA4TR contributes statistically significant improvements to L1 on 
NDCG@6, NDCG@7, and MAP. The improvements in the two cross validations are 
quite similar. 

L4 ranks documents by considering normalized TF (or the probability of a term 
occurring in the document being ranked). Again, CTFA4TR successfully improves L4 
in all evaluation criteria under both cross validations, and the improvements in the 
two cross validations are quite similar. It is interesting to note that, L4 performs worse 
than L1, indicating that the normalization conducted by L4 is not helpful. In this case, 
CTFA4TR contributes much more statistically significant improvements (NDCG4~10 
and MAP). 

L5 ranks documents by considering both normalized TF (as L4 does) and IDF (in-
verse document frequency). Again, CTFA4TR successfully improves L5 in all 
evaluation criteria under both cross validations, while the improvements in the two 
cross validations are somewhat different. It is also interesting to note that, L5 per-
forms better than L4, indicating that the IDF component of L5 is helpful. On the other 
hand, performance of L5 is more stable than that of L1, especially in NDCG@7~10 in 
which CTFA4TR contributes more statistically significant improvements. 

L6 ranks documents by considering both normalized TF (as L4 and L5 do) and a 
component functioning like IDF (focusing on times of occurrences of terms in the 
training corpus). In this case, CTFA4TR improves L6 and provides several statisti-
cally significant improvements to L6, although the performance differences in many 



 Improving Text Rankers by Term Locality Contexts 285 

criteria are not large, which may be attributed to the fact that the component  
functioning like IDF (|C|/c(qi,C)) tends to have a larger value range than IDF, and 
hence has a more dominant effect in ranking. It is also interesting to note that, L6 
performs better than L5, especially in NDCG@1~3, and CTFA4TR contributes statis-
tically significant improvements to L6 in NDCG@2 and MAP. 
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L4: CrossValidation1
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L6: CrossValidation1
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L7: CrossValidation1
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Fig. 4. Contributions to individual ranking methods 

L7 ranks documents by BM25 scores. Again, CTFA4TR successfully improves L7 
in all evaluation criteria under both cross validations, while the improvements in the 
two cross validations are somewhat different. It is also interesting to note that, L7 has 
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the most stable performance than other methods, however, it performs worse than L6 
in NDCG@1~3. CTFA4TR contributes statistically significant improvements to L7 in 
many evaluation criteria, including NDCG@1~2. 

Therefore, the overall results justify the contribution and applicability of 
CTFA4TR to the basic ranking methods. It is also interesting to note that, for all the 5 
basic ranking methods, CTFA4TR contributes statistically significant improvements 
to their MAP in both cross validations. 
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Fig. 5. Contributions of CTFA4TR to RankingSVM that integrates 15 features 
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Fig. 6. Contributions of CTFA4TR to RankingSVM that integrates 21 features 

4.4.2   Contributions to Integrative Ranking Techniques 
Fig. 5 illustrates contributions of CTFA4TR to RankingSVM that integrates 15 fea-
tures derived from the above 5 basic ranking methods that consider TF in ranking 
(recall Section 4.2). Again, CTFA4TR successfully improves RankingSVM in all 
evaluation criteria under both cross validations, while the improvements in the two 
cross validations are somewhat different. As expected, RankingSVM with 15 features 
achieves much better performance than all the original individual 5 features, indicat-
ing that feature integration is helpful. In this case, CTFA4TR improves RankingSVM 
and contributes several statistically significant improvements as well. The results 
indicate that the refined TF values produced by CTFA4TR may be helpful even when 
multiple ranking methods are integrated in a collective manner. 

Fig. 6 illustrates contributions of CTFA4TR to RankingSVM that integrates 21 
features derived from all the 7 basic ranking methods in Table 2 (recall Section 4.2). 
We aim at exploring whether CTFA4TR is still helpful when the underlying ranker 
integrates several features that do not consider TF in ranking (i.e., L2 and L3 in Table 
2). Interestingly, the results show that CTFA4TR successfully improves RankingSVM 
in all evaluation criteria under both cross validations as well, and the improvements in 
the two cross validations are somewhat different. It is also interesting to note that 
RankingSVM with 21 features achieves much better performance than all the original 



 Improving Text Rankers by Term Locality Contexts 287 

individual 5 features, however, it performs worse than RankingSVM with 15 features 
in NDCG@1~3, indicating that adding more features is not necessarily helpful. In this 
case, CTFA4TR contributes more statistically significant improvements to Rank-
ingSVM with 21 features, and makes this version of RankingSVM able to achieve 
similar performance as RankingSVM with 15 features. 

5   Conclusion 

Text ranking is essential for the access of relevant information. In this paper, we ex-
plore how various kinds of text rankers may be improved by considering term locality 
contexts in the documents being ranked. We propose a technique CTFA4TR that 
recognizes term locality contexts by considering completeness of query terms appear-
ing in both neighbor contexts and window contexts of each term in the documents 
being ranked. To improve various kinds of text rankers by the term locality contexts, 
the technique identifies term frequency (TF) as the target into which the term locality 
contexts are encoded. Given that TF is one of the most common components consid-
ered by text rankers, CTFA4TR is applicable to many text rankers. Moreover, 
CTFA4TR is efficient online without requiring any training. Empirical evaluation 
justifies the contributions of CTFA4TR, which successfully improves various kinds of 
ranking methods both individually and collectively (integrated with machine learning 
approaches) under different experimental settings. The contributions are of practical 
significance, since many text ranking techniques were developed, and if they consider 
TF in ranking, CTFA4TR may be used to enhance them without incurring any cost to 
them, since neither their algorithms nor training processes need to be changed. 
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Abstract. Bootstrapping is a weakly supervised algorithm that has been the fo-
cus of attention in many Information Extraction(IE) and Natural Language 
Processing(NLP) fields, especially in learning semantic lexicons. In this paper, 
we propose a new bootstrapping algorithm called Mutual Screening Graph Al-
gorithm (MSGA) to learn semantic lexicons. The approach uses only unanno-
tated corpus and a few of seed words to learn new words for each semantic 
category. By changing the format of extracted patterns and the method for scor-
ing patterns and words, we improve the former bootstrapping algorithm. We 
also evaluate the semantic lexicons produced by MSGA with previous boot-
strapping algorithm Basilisk [1] and GMR (Graph Mutual Reinforcement based 
Bootstrapping) [4]. Experiments have shown that MSGA can outperform those 
approaches.  

Keywords: Lexical acquisition, Bootstrapping, MSGA. 

1   Introduction 

In recent years, Bootstrapping methods [1, 2, 4] have attracted great attention in many 
IE and NLP fields and achieved good results. Although supervised methods usually 
could get better results than weakly supervised methods, they are highly constrained 
by annotated corpus and transplantation from a field to another often costs approxi-
mately the same workload as we do in the initial field. As a method of the weakly 
supervised approach, Bootstrapping uses only a small set of seed words and a lot of 
unannotated corpus to build semantic lexicon. This feature makes bootstrapping a 
useful approach in many IE [4, 5] and NLP fields, such as exploiting role-identifying 
nouns [3].  

Semantic lexicons have been proved to be useful for many IE and NLP fields. 
Knowing the semantic classes of words (e.g., “Benz” is a brand of automobile) can 
be extremely valuable for many tasks, including question answer [15, 16], IE [17] 
and so on. Although some semantic dictionaries do exist (e.g. Word-Net), they are 
rarely complete, especially for large open classes (e.g., classes of people and objects) 
and rapidly changing categories (e.g., computer technology). It is reported that for 
every five terms generated by their semantic lexicon learner three were not present in 
Word-Net. Automatic semantic lexicon acquisition could be used to enhance existing 
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resources such as Word-Net, or to produce semantic lexicons for specialized  
categories of domains. In recent years, several algorithms have been proposed to 
automatically learn semantic lexicons using supervised methods [6, 7], and weakly 
unsupervised methods [1, 4]. As a weakly-supervised method requires little manu-
ally-labeled training data, it has received more and more attention [8-10]. 

In this paper, a weakly-supervised bootstrapping algorithm called MSGA-
Bootstrapping (Mutual Screening Graph Algorithm Based Bootstrapping) which 
automatically generates semantic lexicons is developed. Like other bootstrapping 
methods, MSGA-Bootstrapping begins with unlabeled corpus and a few seed words, 
and it will automatically iterate to learn lexicons. After analyzing the procedures of 
Basilisk [1] and GMR [4], we found that they both have a number of areas for im-
provement, such as the pattern format and the method of scoring patterns and words. 
Therefore, we develop a new format for extracted patterns and a more reasonable 
method for scoring patterns and words. We also add a new process to filter words 
without any field-related information. From the experimental results, lexicons ac-
quired by MSGA-Bootstrapping (more details in Section 4) are more precise than 
those of Basilisk and GMR-Bootstrapping.  

The reminder of the paper is organized as follows. In section 2, we introduce Basi-
lisk and GMR-Bootstrapping, and point out the problem occurred by using these algo-
rithms and explain why these problems occur. In Section 3, we introduce our MSGA-
Bootstrapping and its new feature. In Section 4, experiments are presented to show 
the improvements, and the experimental results are discussed. Conclusions are given 
in Section 5.  

2 Related Work 

Many research works have been done on Bootstrapping in recent years. Among them, 
Basilisk [1] and its improved algorithm GMR-Bootstrapping [4] get most attention. 

2.1 Basilisk 

Michael Thelen and Ellen Riloff developed a weakly-supervised bootstrapping algo-
rithm called Basilisk (Bootstrapping Approach to Semantic Lexicon Induction using 
Semantic Knowledge) [1], which automatically generates semantic lexicons. The 
input to Basilisk is an unannotated corpus and a few manually-defined seed words for 
each semantic category, as well.  

The bootstrapping process begins by selecting a subset of the extraction patterns 
with the AutoSlog system [11]. Then it scores each pattern using the RlogF metric 
[11]. The top N extraction patterns are put into a pattern pool. Then Basilisk collects 
all noun phrases extracted by patterns in the pattern pool and puts the result into the 
candidate pool. The top M words are added to the lexicon, and the process starts over 
again. 

In Basilisk, a pattern receives a high score if a high percentage of its extractions are 
category members. Or if a moderate percentage of its extractions are category mem-
bers and it extracts a lot of them. A word receives a high score if it is extracted by 
patterns that also have a tendency to extract known category members. 
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Basilisk gives us a good method to learn Semantic Lexicon at a less cost than other 
previous methods. However, after analyzing the procedure of Basilisk we found that 
the method treats every word extracted by patterns equal, and it does not distinguish 
how many times the word has been extracted and how many patterns have extracted 
it. In other word, Basilisk evaluates a word without any quality and quantity informa-
tion on the patterns that extract it. Suppose that word α has been extracted 10 times by 
three different candidate patterns in our corpus, while word β is extracted only once 
by one pattern. In Basilisk, word α and word β are equal. However, since word α is 
more popular than word β in this corpus, it should have a higher score than word α. 
Basilisk also has this problem in scoring patterns. 

2.2 GMR-Bootstrapping 

Hany Hassan, Ahmed Hassan and Ossama Emam proposed a new method based  
on bootstrapping called GMR-Bootstrapping (Graph Mutual Reinforcement based 
Bootstrapping) [4]. Different with Basilisk, GMR did not evaluate every word in the 
lexicon equal; every word in the lexicon has a score that represents its precision of 
belonging to this lexicon. When scoring patterns, the score of words will affect the 
result for making patterns, and patterns that have higher scores can be easily chosen 
as pattern candidates. So does the processing of extracting words.  

GMR-Bootstrapping introduces a good idea that it assigns every word (or pattern) a 
score which represents the precision how this word (pattern) should be added to this 
words candidate (patterns candidate). When we use these words (patterns) to score a 
new pattern (word), it can provide the quality information of words (patterns). From 
the experimental result given by the author, we saw that GMR got a better result than 
Basilisk for adding quality information of words/patterns. 

However, there is still some information we should add to in our effort to make the 
result more accurate. For example, we assume that pattern γ is a perfect pattern suit-
able for extracting words from the corpus, and word α has been extracted 10 times by 
pattern γ while word β has been extracted by this pattern only once. In GMR-
Bootstrapping these two words will be evaluated equal, even though intuitively it 
seems that word α should get a higher score than word β. This paper focuses on how 
to improve this bootstrapping algorithm to get a more accurate result, and the key 
improvement of MSGA to the previous method.  

3 MSGA-Bootstrapping 

MSGA is a weakly supervised machine learning method. Same as other bootstrapping 
methods, the input of MSGA-Bootstrapping are a large set of unlabeled data and a 
small set of labeled data. Then MSGA-Bootstrapping iteratively trains and evaluates a 
classifier in order to improve its performance. 

For lexical acquisition, we need a lot of unannotated corpus and a few seed words. 
Customarily, we select seed words by sorting the frequency of words in corpus and 
manually select some words which we think have more information on this field. Step 
1, MSGA-Bootstrapping selects a subset of the extraction patterns that tend to extract 
the seed words. We then add these patterns in a set called the pattern pool. Step 2 we 
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score every pattern in the pattern pool and select the best m patterns and put them in 
the pattern candidate pool. Step 3, we use patterns in the pattern candidate pool to 
extract words and put them in the word pool. Step 4, we sort the words in the word 
candidate pool and choose the best n words that do not belong to the common word 
dictionary. Then, we use the words in the word candidate pool to select patterns, and 
the whole process starts over again. After several rounds of iteration, the word candi-
date pool will expand and eventually it will become the semantic lexicons we need. 
Figure 1 shows the process of MSGA-Bootstrapping. 

 

Fig. 1. MSGA algorithm 

Figure 2 shows the MSGA-Bootstrapping process. 

 

Fig. 2. MSGA’s bootstrapping algorithm 
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We make three major changes to improve Basilisk and GMR-Bootstrapping.  

3.1 Pattern Formats 

In order to find new lexicon entries, extraction patterns are used to provide contextual 
evidence that shows which semantic class a word belongs to. Basilisk and GMR-
Bootstrapping use the AutoSlog system [12] to represent extraction patterns. 
AutoSlog’s extraction patterns represent linguistic expressions that extract a head 
noun of noun phrases in one of the three syntactic roles: subject, direct object, or 
prepositional phrase object.  

However, AutoSlog’s extraction patterns only can provide the evidence of linguis-
tic expressions and words extracted by it are head nouns of noun phrases. This feature 
make AutoSlog’s extraction pattern limited in processing corpuses of some field, for 
words that belongs to the lexicon of this field can be used as an adjective or other part 
of speech in our corpus. In other words, AutoSlog’s extraction pattern can work well 
in a few fields, but if we want make our algorithm processing available for more cor-
pus, we need find out a new format of extracted patterns. 

To solve this problem, we performed many experiments and finally choose the pos 
pattern as our pattern format. In every pattern, we only use pos tags and their combi-
nations to locate words in the text and extract them into the word pool. For example, 
suppose that we get a pattern “(*)/NN */AD */VV”, where the asterisk represents any 
word; the word in brackets is what we want to extract. Using this pattern, we use pos 
message instead of information of the special word to match. According to the com-
bination and the sequence of pos tag, we can extract patterns and words without 
knowing the exact word. Another advantage of using this pattern format is, for we do 
not need to know the exact word, we can use pos pattern format to process corpuses 
of different languages while AutoSlog’s extraction patterns only can deal with  
English corpus. 

3.2 Common Word Dictionary 

In our experiment, we find that many words without any field-related information 
appear in many semantic lexicons. After analyzing these words, we find they often 
have relatively high frequencies of appearance in more than one corpus. In order to 
solve this problem and exclude these words from our lexicon, we add a dictionary 
called Common Word Dictionary(CWD) in our MSGA-Bootstrapping. We build 
CWD with these steps: 

Step  1.  Calculate word frequency in every corpus. 
Step 2. Select words that have relatively high frequency in most corpuses. In our 

experiment, we use 200 as a threshold of frequency and words whose fre-
quency exceeds this threshold in more than 75% corpus will be added into 
the CWD.  

When scoring the words in the word pool, we filter out words contained in the CWD 
and this process can make words without any field-related information to be excluded 
from our lexicons. Experiments show that this method can greatly improve the preci-
sion of the lexicon we create. 
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3.3 MSGA Scoring 

MSGA is different with Basilisk and GMR-Bootstrapping in its method for scoring 
words and patterns. We assume patterns which match words that have a higher preci-
sion of belonging to the semantic lexicon tend to be important. For example, pattern γ 
can extract word α which has the possibility of 80% to belong the semantic and pat-
tern δ can only extract word β with the possibility of 60%, then we said pattern γ 
should get a higher score than pattern δ in this iteration. And if a pattern matches a 
word which proved to belong to the semantic lexicons many times, this pattern tends 
to be more important in this field. For example, pattern γ and pattern δ also can ex-
tract word α which has been proved to belong the lexicon. Pattern γ can extract this 
word 4 times in the corpus while pattern δ can only extract this word once in the same 
corpus. Then we assumed pattern γ is more important in this field than pattern δ, and 
it should achieve a higher score than pattern δ. Similar as processing the word. By this 
method, we can use not only quality information but also quantity information on 
calculating the score of patterns and words. 

 

Fig. 3. MSGA scoring 

Figure 3 shows an example of MSGA scoring, where left pool contains some words 
(such as a, b) and right pool contains some patterns (pattern A, B). The number beside 
words shows the score of these words, where the number of the line between a word 
and a pattern shows the times this word extract the pattern. With this figure, we can 
further explain the difference between MSGA and Basilisk and GMR, Basilisk only 
count on the information that whether exist a line between a word and a pattern. GMR 
involve the precision message of words in calculate the score of a pattern. MSGA use 
both quality information of words(score) and quantity information(times that words 
extract patterns) to calculate the score of patterns. 

When got a lot of patterns that extract by the words in word candidate pool, we cal-
culate these patterns with words’ score of previous step. The score for each pattern is 
computed as: 
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Where F(p) is a temporary variable used in calculating the score of a pattern; W(p) is 
the set of words which extract this pattern; sw(w) is the word’s score which is calcu-
lated by previous iteration; C(w) is the number of time that this word extracts the 
pattern; and i denotes the i-th iteration. Using this equation, we add both the quality 
information sw(w) and the quantity information C(w) in scoring patterns. 
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F(p) is the result of Eq. (1). |W(p)| is the number of words that extract this pattern. A 
pattern receives a high score if words that extract it many times have a high score 
(meaning that this word has a high possibility of belonging to the semantic lexicon) 
and they extract the patterns many times. We calculate SP(p), which is the normaliza-
tion factor: 
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Then the sp(p) is normalized by the following equations: 
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Where sp(p) is the final score of the pattern. Then we sort the patterns in the pattern 
pool by the score calculated by Eq. (4), and add the top 3+j patterns to the pattern 
candidate. Note that j is the number of iterations. We use the value j to avoid our word 
candidate pool stagnant. For example, we assume that our MSGA performs perfectly, 
and we have three reliable patterns. Initially, they work well and give us a lot of cor-
rect words. As the iteration continues, however, the quality of words these patterns 
extract decreases. Why? Because the word set that these three patterns can extract 
becomes stagnant. In each round of iteration, we only get the top five words and the 
second top five words in the next round. For this reason, the pattern pool needs to be 
infused with new patterns so that more words become available for consideration. 

Then we use these patterns to match the corpus again, and the words that have been 
matched are put into the word pool. We calculate the word score with the pattern that 
matches the words and the equation is: 
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Where sw(w) is the final score of the word. P(w) is the set which contains patterns 
match this word, and F(p) is the score of the pattern calculated by Eq. (1). C(p) is the 
number of time that this pattern matches the word in the corpus. |P(w)| is the number 
denoting how many patterns in the pattern pool can match this word. A word receives 
a high score if patterns that match it many times have a high score (meaning these 
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patterns have a high possibility on extracting words for this semantic lexicon) and 
match it many times. 

At the end of this iteration, SW, which is the normalization factor, is calculated as 

( )
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Then sw(w) is normalized by the following equation: 
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Where sw(w) is the final score of the word. Sorting the words in word pool, we 
choose best 5 words and add them in a set called word candidate pool. Then the boot-
strapping processing iterated.  

4 Experiments 

To compare the performance of MSGA-Bootstrapping with Basilisk and GMR-
Bootstrapping, we design several experiments on official corpus of COAE 2008 (Chi-
nese Opinion Analysis Evaluation) [13], which contains about 3000 texts (including 
both tests and training parts). All the words in the corpus are divided into four seman-
tic categories: automobile, notebook, digital camera and cell phone. We compare 
MSGA-Bootstrapping with Basilisk and GMR-Bootstrapping on all of these fields.  

 

 
Fig. 4. MSGA vs. GMR and Basilisk 
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In order to ensure the fairness of the experiment, we add CWD also in MSGA, 
GMR and Basilisk. The results we show next are ruled out the influence of this proc-
essing, and they just show the improvement of MSGA-Bootstrapping to Basilisk and 
GMR-Bootstrapping on scoring patterns and words. 

Figure 4 presents results of MSGA-Bootstrapping, Basilisk and GMR-
Bootstrapping. Table 1 shows the results of some specific point of the experiment. For 
each category, five most frequent words that belong to the category are extracted as 
seed words. It is the same as the Thelen and Riloff (2002)‘s method, and we ran the 
algorithm for N iterations, so 5*N words are extracted. The X axis shows the number 
of words extracted. The Y axis shows the number of correct ones. From the results we 
know that MSGA has a better performance on both precision and stability, contrasting 
with GMR and Basilisk. 

More specifically, MSGA-Bootstrapping receives better results than GMR-
Bootstrapping and Basilisk do in all four fields of our experiment. For precision, 
MSGA often gets a result more than 10 percent higher than GMR, and even more than 
30 percent higher than that of Basilisk. For stability, we saw GMR and Basilisk obtain 
bad results on the corpus of Car, worse than their average results on the others cor-
puses. MSGA, on the other hand, retains a stable and excellent result on all corpuses.  

By analyzing the experimental result, we found that the effect of segmentation di-
rectly restricted the operation of our algorithm results. Some words were wrongly 
segmented in the first step, so it was impossible for our algorithm to extract these 
words in semantic lexicons correctly, because we use pos tag as our patterns.  

Table 1. Lexicon Results 

Corpus Total words Basilisk GMR Bootstrapping MSGA Bootstrapping 

50 18(36%) 24(48%) 34(68%) 

100 26(26%) 40(40%) 53(53%) 

150 32(21.3%) 50(33.3%) 66(44%) 
Camera 

200 37(18.5%) 52(26%) 73(36.5%) 

50 14(28%) 27(54%) 29(58%) 

100 24(24%) 41(41%) 57(57%) 

150 29(19.3%) 51(34%) 75(50%) 
Notebook 

200 31(15.6%) 55(27.5%) 86(43%) 

50 9(18%) 13(26%) 27(54%) 

100 13(13%) 19(19%) 48(48%) 

150 18(12%) 25(16.7%) 66(44%) 
Car 

200 19(9.5%) 29(14.5%) 81(40.5%) 

50 16(32%) 24(48%) 32(64%) 

100 27(27%) 47(47%) 59(59%) 

150 34(22.7%) 62(41.3%) 80(53.3%) 
Phone 

200 37(18.5%) 67(33.5%) 91(45.5%) 
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5 Conclusion and Future Work 

In this paper, we present an approach for lexical acquisition using a novel bootstrap-
ping method called MSGA-Bootstrapping. We show the impact of both the quality 
information and quantity information of words and patterns when scoring the words 
and patterns created by them. Based on this idea, we improve the algorithm of scoring 
patterns and words so that it contains both quality information and quantity informa-
tion. Experiments show that with this improvement MSGA-Bootstrapping signifi-
cantly outperforms Basilisk and GMR-Bootstrapping in COAE corpus. By changing 
the pattern format, we also make our algorithm capable of processing corpuses of 
more languages, while Basilisk and GMR-Bootstrapping can only deal with English 
corpus. Furthermore, we add a new processing by using CWD in MSGA-
Bootstrapping, which can prevent words without any field-related information from 
being added to semantic lexicons acquired by MSGA-Bootstrapping.  

In the future, we will mainly improve our algorithm in two aspects: one is to add a 
step using frequency statistics to discover new words to solve the problem of error 
segment; another is to explore a new approach to use our algorithm as an unsuper-
vised method that needs no field-related information to acquire semantic lexicons.  
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Abstract. In this paper, we propose a method for image retrieval on the
web. In this task, we focus on abstract words that do not directly link to
images that we want. For example, a user might use a query “summer”
to retrieve images of “fireworks” or “a white sand beach with the sea”. In
this case retrieval systems need to infer direct words for the images from
the abstract query of the user. In our method, we extract related words
about a query from the web first. Second, we retrieve images from the web
by using the extracted words. Then, a user selects relevant images from
the retrieved images. Next, the system computes a similarity between
selected images and other images and ranks the images on the basis of
the similarity. We use the Earth Mover’s Distance as the similarity. The
experimental result shows the effectiveness of our method that uses text
and image information for the image retrieval process.

Keywords: Image retrieval, Abstract queries, Text and image, Feedback.

1 Introduction

As the World Wide Web rapidly grows, a huge number of online documents
are easily accessible on the web. Finding information relevant to user needs has
become increasingly important. There are many images on the web. Web image
retrieval systems are one of the most significant tasks in web applications. Most
of existing web image retrieval systems, such as Google image search1, utilize
keywords extracted from text areas surrounding images. The method is effective
for concrete queries.

In this paper, we focus on abstract queries. For example, a user inputs “sum-
mer” as a query to a search engine. The query “ summer”, however, is ambiguous
because it is an abstract query. The target images that related to the abstract
query “summer” depend on the user. Moreover, the concrete words related to
the abstract query do not always exist in text areas surrounding the images.
For example, assume that a user wants images about “a white sand beach with
the sea” and uses “summer” as a query. Existing systems can not often retrieve
images that the user wants. If a web image retrieval system can connect the
word “summer” with concrete words related to it, it is useful.
1 http://images.google.com/

G.G. Lee et al. (Eds.): AIRS 2009, LNCS 5839, pp. 300–309, 2009.
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Kato et al. [1] have proposed a web image search method for an abstract query.
They used social tagging information in Flickr2 for the image search method.
Freng and Lapata [2] have reported a automatic tagging system for images in
BBC news. The system tagged appropriate keywords extracted from the caption
of an image, the headline of the news and so on. These methods were useful.
However, they did not treate any information in images such as color. Many
researchers have proposed content-based image retrieval techniques[3,4]. Sezaki
and Kise [5] have proposed a recommending system about a tagging process for
images. They used the co-occurrence of tags and a similarity between images.
However, the method needed social tag information of images. Barthel et al. [6]
have reported an image search system on the web. First, the method retrieved
images from the web on the basis of a keyword-based search process. Next, it
sorted the images according to their visual similarity. However, they did not
argue abstract queries.

In this paper, we propose a web image retrieval system for abstract queries.
We focus on both of text and image information. First, we detect concrete words
associated with an abstract query by using results from a text-based web search
engine. Next, we search and sort the images extracted by the text-based web
search engine by using a similarity between images and user’s feedback. We use
the Earth Mover’s Distance as the similarity.

2 Problems

In this section, we discuss search results concerning concrete queries and abstract
queries on an existing system. We compared 6 concrete queries and 6 abstract
queries in terms of precision rates in the top 20 and top 50 search results. Table
1 and Table 2 show the precision rates3. We evaluated the correctness of the
extracted images from the existing system subjectively. The precision rates con-
cerning concrete queries such as “Rose” and “Snow” were high. However, the
precision rates concerning abstract queries such as “Summer” were generally low
as compared with concrete queries. The reasons of the low precision rates are as
follows:

1. a concrete query does not always appear in the text surrounding a target
image.

2. a concrete query frequently appear in the text surrounding non-target images.

An example of the 1st reason is a target image about “a white sand beach with
the sea” with an abstract query “Summer”. The same tendency is shown in other
abstract queries such as “Spring” and “Autumn”. Moreover, the precision rate
of a concrete query occasionally becomes low. See the case of “moon” in Table 1.
The word “moon” is expressed “tsuki” in Japanese. The word “tsuki” contains
two meanings; “tsuki as moon” and “tsuki as month”. The ambiguity is the 2nd
reason of the low precision rate.
2 http://www.flickr.com/
3 Actually, we used Japanese queries in this preliminary experiment.
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Table 1. The precision rates of an existing system for concrete queries

Queries Top 20 Top 50

Moon 0.25 0.14

Rose 0.95 0.92

Snow 0.90 0.70

Strawberry 0.80 0.76

Earphones 0.70 0.74

Pencil 0.85 0.60

Table 2. The precision rates of an existing system for abstract queries

Queries Top 20 Top 50

Spring 0.10 0.04

Summer 0.30 0.12

Autumn 0.15 0.08

Winter 0.65 0.34

Japan 0.30 0.18

Beautiful 0.30 0.22

To solve the 1st problem, we extract words related to an abstract query from
the web. For example, we detect concrete words, such as “sea”, “beach” and
“fireworks”, concerning “Summer”. For the 2nd problem, we apply a feedback
process from a user into our retrieval method.

3 The Proposed Method

In this section, we explain our proposed method using text and image informa-
tion. Also we apply user’s feedback to the method. Figure 1 shows the outline
of the proposed method.

Our method consists of three processes; (1) text processing, (2) feedback pro-
cessing and (3) image processing. If a user inputs an abstract query, the system
extracts concrete words associated with the query. Then, it searches images with
the extracted words and displays the images as initial outputs. Next, the user
selects images that he/she wants, namely relevant or positive examples. On the
basis of the selected images, our system computes a similarity between images
and sorts the images by using the similarity. The user iterates these processes
until the system outputs images that he/she wants. The following subsections
describe each process in our method.

3.1 Text Processing

In the text processing, our method detects related words concerning a query and
searches images on the basis of the words. For the related word extraction, we
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Input a query

Text processing
  * Extract related words
  * Search images with the related words
  * Display the images 

Image processing
  * Compute a similarity between images
  * Sort the images by the similarity
  * Display the sorted images

Feedback
  * Select relevant words or images 

User Actions

Fig. 1. The outline of our method

use snippets in search results. A snippet is a summary that is displayed in search
results from a search engine. Figure 2 shows an example. We use Yahoo! Web
search API4 as the search engine in this process

For the related word extraction, it is not suitable to extract related words by
using the original query that a user inputs. In the situation, the search engine
usually outputs pages that contain the origin or the explanation of the query
word. For example, one snippet of the word “spring” is “one of the four temperate
seasons. Spring marks the transition from winter into summer.” This snippet
does not contain effective information for our system because we need concrete
words to associate “Spring” such as “Cherry Blossom”.

To solve this problem, we add the phrase “to ieba” to the initial query. In
other words, we use the phrase “[Query] to ieba ([Query] is associated with)”
as the new query. Using this phrase leads to reduction of the number of pages
that we do not need in this process. First, we divide sentences in snippets of
top 30 pages into words by using the Japanese morphological analyzer ChaSen5.
Next, we compute frequency of each noun in the results. Finally, we employ high
frequency words (top 15 words) as related words of the query.

Our method retrieves images by the initial query and the extracted words.
Then, it displays top 10 images extracted by each query-set (the initial query
and an extracted word) for the feedback process mentioned below. We also use
Yahoo! Image search API for retrieving images in this process.

3.2 Feedback

Feedback methods are effective for the image retrieval systems [6,7]. We also
apply user’s feedback to our system to retrieve images that users want. Figure
3 shows the interface of our system.
4 http://www.yahoo.co.jp/
5 http://chasen-legacy.sourceforge.jp/
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Snippets

Fig. 2. An example of snippets on a search engine

As the 1st step, our system displays the images retrieved by each query-set in
the previous subsection. In Figure 3, the initial query is “spring”. In this case we
obtained 15 related words (including the initial query itself) such as “Cherry”
and “Flower”. Each line with a related word in the figure denotes a kind of
cluster of images that are retrieved with the related word. In our system, a user
can select the related words and the images with a check box in the list. On the
basis of the selected elements, our system retrieve images again from the web.
If images are selected by a user, it computes a similarity between the selected
images and other images retrieved and sorts the images by using the similarity.
The similarity calculation is described in the next subsection.

3.3 Image Processing

Image retrieval systems based on keywords only do not always refine the search
results. For example they can not distinguish between a image of a mouse as
animals and a image of a mouse as devices. One solution to the problem is to
apply a visual similarity measure6. In our system, we use a visual similarity
measure. The inputs of this image processing are the images that a user selects
in the feedback process described in the previous subsection. If a user select
images in the list on our system, it computes a similarity. The features for the
similarity calculation are a color signature which is a pair consisting of a color pi

and the ratio ri of the color in all pixels. To compute a distance between color
signatures, we use the Earth Mover’s Distance (EMD), which has been used by
Rubner et al for a metric for image retrieval [8]. In our method, we use the
L ∗ a ∗ b∗ color space and the Euclidean distance for the EMD calculation. Here

6 http://similar-images.googlelabs.com/
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An Input Query
Related words extracted 

by the text processing

Spring

Images retrieved 
by the related words

Spring only

Cherry

Season

Flower

 Song

Event

Fig. 3. The interface of our system

assume that the color signature consists of P = {(p1, rp1), (p2, rp2), ..., (pm, rpm)}
and Q = {(q1, rq1), (q2, rq2), ..., (qm, rqm)} for image P and Q . Also the distance
between elements of the color signature is dij = d(pi, qj), (1 ≤ i ≤ m, 1 ≤ j ≤ n).
In this situation, the EMD is computed by the following equation.

EMD(P, Q) =

∑m
i=1

∑n
j=1 fijdij∑m

i=1

∑n
j=1 fij

(1)

where fij is the optimal solution of Eq. (1) under the following conditions.

fij ≥ 0 (1 ≤ i ≤ m, 1 ≤ j ≤ n)

fij ≤ rpi (1 ≤ i ≤ m)

fij ≤ rqj (1 ≤ j ≤ n)
m∑

i=1

n∑
j=1

fij = min(
m∑

i=1

rpi,

n∑
j=1

rqj)

In our system, we compute the EMD between a selected image and top 50 images
from Yahoo Image search API. Our system displays top 20 images in ascending
order of the EMD value.

4 Experiment

We compared an existing web image search system with our method. We used
the Yahoo! image search API as the existing system. The criteria of evaluation in
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Table 3. The number of correct images extracted and precision rates

Que An example of Ext word Que only Ext only Que+Ext

Spring Cherry 2 46 44

Summer Fireworks 6 29 29

Autumn Japanese persimmon 4 18 23

Winter Mandarin orange 17 12 23

Fish Saury 12 15 13

Shrine Yasukuni Shrine 38 19 19

Animal Dog 7 15 36

Fruit Strawberry 13 14 14

Mountain Mt. Fuji 16 39 37

Beautiful Flower 10 26 35

# of correct images 125 233 273

# of extracted images 450 429 447

Precision 0.28 0.54 0.61

this experiment were (1) the precision rates of top 50 images7 from each method
and (2) appropriateness of related words extracted by our method.

For the 1st criterion (the precision rate), we prepared 10 abstract queries. We
subjectively defined the target images, namely the correct images for the queries.
If we can imagine a query from an image, we accept the image as the correct
image for the query. For example, the correct images for “Summer” were images
about “sea”, “watermelon” and “fireworks”. Table 3 shows the experimental
result. In the table, “Que” and “Ext word” denote an initial abstract query
and one example of extracted words from our method, respectively. “Que only”
denotes a naive method with the initial query only, namely the existing web
image search system with an abstract query. “Ext only” denotes a method with
the extracted word. As compared with “Que only”, the “Ext only” yielded high
precision rate (0.28 vs. 0.54). This result shows that the words extracted by our
method were suitable for image retrieval with abstract queries. “Que+Ext” in
the table denotes a system that used the initial query and the extracted word.
The combination of two words, namely the initial query and the extracted word,
produced the best performance.

The sorting process based on interaction including the EMD was not applied
to three methods, namely “Que”, “Ext word” and “Que+Ext”, in Table 3. Next
we evaluated a method with the EMD. Table 4 shows the experimental result
of the effectiveness of the EMD. n denotes the number of images extracted. In
other words, the precision rate on n = 1 denotes the correctness of the 1st out-
put. “Que+Ext+EMD” denotes a method with the EMD. By sorting the images
with interaction including the EMD, the change of the precision rates was small
even if the n became large, as compared with two method without the EMD. Our

7 Note that the number of images obtained from some queries in this experiment was
less than 50.
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system boosted correct images in lower ranks by using image information, i.e., the
EMD between images. However, the results about the query “beautiful” did not
improve by using the EMD. The query “beautiful” is too abstract word for our
system because it is an adjective. Adjectives such as “beautiful” are associated
with many words. To solve this problem, we need to apply other features or a
framework of KANSEI image retrieval to our method.

In general, synonyms are effective in information retrieval as query expansion.
We also evaluated a system based on synonyms extracted from some dictionaries
such as Nihongo-Goi-Taikei [9]. However, using synonyms from the dictionar-
ies was not effective. The reason was that the synonyms from the dictionaries
were not always concrete words. For example, the synonyms of “Summer” are
“Spring”, “Winter” and so on. These words are not suitable to retrieve images
about “Summer”. This result shows the effectiveness of our method based on
related words extracted from the web.

Table 4. Precision of Top n

n=1 n=3 n=5 n=10 n=20 n=30

Que only 0.70 0.80 0.70 0.58 0.42 0.33

Que+Ext 0.80 0.73 0.70 0.70 0.62 0.57∗

Que+Ext+EMD 0.70 0.70 0.74 0.71 0.71 0.64

∗Here, this value (0.57) is lower than the value in Table 3 (0.61).
The reason was that queries that contained correct images in lower ranks,
namely from the 31st to the 50th, existed for the method “Que+Ext”.

Table 5. Evaluation of the extracted words as tags for the images

Target image Query Ext A B C D Ave

Ichiro in a batter’s box Ichiro hit 2 2 4 1 2.3
(a baseball player) Mariners 4 4 3 4 3.8

Illuminated Tokyo Tower night 3 3 5 4 3.8
Tokyo Tower Tokyo 2 5 3 4 3.5

Let’sNote note PC mobile 2 4 3 3 3.0
(a PC’s name) (Laptop PC) Let’s 3 4 2 2 2.8

Mouse (as devices) Mouse optical 3 4 3 4 3.5

Mouse Nezumi rat 4 5 4 4 4.3
(as animals) rattus 2 3 2 3 2.5

HUB habu HUB 5 5 4 5 4.8
(as devices) switching 4 4 2 3 3.3

LAN 2 4 3 3 3.0

P.flavoviridis habu mongoose 1 1 3 1 1.5
(as animals) snake 4 5 5 4 4.3

poison 2 1 4 2 1.8

Ave 2.9 3.6 3.1 3.1 3.2
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In this experiment, we evaluated our system with abstract queries only. One
future work is to evaluate our system with both of concrete and abstract queries.

The 2nd criterion was appropriateness of related words extracted by our
method. In other words, we evaluated our method as a tagging system for im-
ages on the web. We regarded related words extracted by our method as tags
of images. The number of test subjects was 4. In this experiment, we defined
target images of each query first. For instance, “Ichiro who is a baseball player
standing in a batter’s box” as a concrete image for “Ichiro” as an abstract query.
Next we iterated the retrieval process until the system output images that we
wants. The test subjects evaluated the image and extracted word pairs that the
system output. The scores for the evaluation were as follows:

1: reject, 2: weak reject, 3: fair, 4: weak accept, 5: accept.

Table 5 shows the experimental result. “A” to “D” in the table are each test
subject. The score on average was 3.2. The result was fair but not enough for
a tagging system of images. We need to improve the related word extraction
process for the tagging system of images.

5 Conclusions

In this paper, we proposed a web image retrieval system for abstract queries.
Our method could retrieve images of “fireworks” and “a white sand beach with
the sea” from the query “summer”. We used both of text and image information
for the system. First, Our method extracted concrete words associated with an
abstract query by using results from a text-based web search engine. Next, It
searched and sorted the images by using a similarity between images and user’s
feedback. We used the Earth Mover’s Distance as the similarity.

In the experiment, we compared our method with a naive method based on
an existing web search engine. As a result, our method was effective as compared
with the naive method. We also evaluated our method as a tagging system for
images. The evaluation score was 3.2 (fair) on average. Future work includes (1)
evaluation of other abstract queries and a large-scale experiment and (2) im-
provement of the related word extraction process, especially as a tagging system
of images.
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Abstract. Nowadays, we are faced with finding “trustworthy” answers not only 
“relevant” answers. This paper proposes a QA model based on answer trustwor-
thiness. Contrary to the past researches which focused simple trust factors of a 
document, we identified three different answer trustworthiness factors: 1) incor-
porating document quality at the document layer; 2) representing the authority 
and reputation of answer sources at the answer source layer; 3) verifying the  
answers by consulting various QA systems at the sub-QAs layer. In our experi-
ments, the proposed method using all answer trustworthiness factors shows  
improvement: 237% (0.150 to 0.506 MRR) for answering effectiveness and 92% 
(28,993 to 2,293 min.) for indexing efficiency.  

Keywords: Question answering, answer trustworthiness, document quality. 

1   Introduction 

We are now faced with finding “trustworthy” answers not only “relevant” answers. 
Although IR pioneered some of the approaches used on the web for locating relevant 
information sources, trust-based retrieval is a relatively recent focus in that area of 
research.  

The main thrust of our talk will be based our experience in developing and apply-
ing an answer trustworthiness-based QA model. Contrary to the past researches which 
focused simple trust factors of a document, we identify three different answer trust-
worthiness factors. The following, we (1) review some past studies relative to identify 
trustworthiness of documents or answers; (2) illustrate an overview of the proposed 
QA model; (3) describe our three different answer trustworthiness factors in detail; 
(4) analyze the effect of the proposed QA model with several experiments; (5) finally 
conclude with a suggestion for possible future works. 

2   Related Work 

There has been extensive research to use “trust” in information retrieval or question 
answering area. Trust in information retrieval is motivated by the need for not just 
relevant documents, but high-quality documents as well.  
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QA systems have proven to be helpful to users because they can provide succinct 
answers that do not require users to wade through a large number of documents. As 
same with our model, Ko [1] applied a probabilistic graphical model for answer rank-
ing, which estimates the joint probability of correctness of all answer candidates. 
However, they focused on just candidate answers’ correlations, not their trustworthi-
ness or quality. 

Trust is also an important area in question answering, since contradictory answers 
can be obtained from diverse sources in answer to a question. JiWoon [2] extracted a 
set of features from a sample of answers in Naver, a Korean QA portal similar to 
Yahoo! Answers. They built a model for answer quality based on features derived 
from the particular answer being analyzed, such as answer length, number of points 
received, etc., as well as user features, such as fraction of best answers, number of 
answers given, etc. They applied the method to improve the quality of the retrieval 
service that is attached to a community-based question answering web site and 
achieved significant improvement in retrieval performance. 

According to Su [3], the quality of answers in commercial QA portals was good on 
average, but the quality of specific answers varies significantly. Agichtein [4] investi-
gated methods for exploiting the community feedback to automatically identify high 
quality content. They introduced a general classification framework for combining the 
evidence from different sources of information, that can be tuned automatically for a 
given social media type and quality definition. In particular, for the community QA 
domain, they showed that their system is able to separate high-quality items from the 
rest with accuracy close to that of humans. 

As the latest research, Cruchet [5] presented a solution using an existing QA sys-
tem and investigated whether the quality of the answers extracted depends on the 
quality of the health web pages analyzed. According to the result the trustworthiness 
of the database used influence the quality and accuracy of the answers retrieved by 
the HON question answering system.  

Most of works were based on only document quality analysis and a few researchers 
tried to use the quality of answers in a collection of question and answer pairs in the 
retrieval process. They used simple trust factor for improving only the quality of 
document in IR or answers in QA field. On the other hand, we propose a QA model 
using three different answer trustworthiness factors: 1) in the document layer incorpo-
rating document quality; 2) in the answer source layer representing the authority and 
reputation of answer sources; 3) in the sub-QAs layer verifying the answers by con-
sulting various QA systems. 

3   System Overview 

Fig. 1 illustrates our system overview, which consists of Question Analysis, Answer 
Manager, and Multiple sub-QA modules based on several Knowledge bases generated 
by Answer Indexing from heterogeneous Sources. In this section, we describe how to 
analyze user questions and how to select the best appropriate answer candidate for the 
given question. At the answer selection stage, three different answer trustworthiness 
factors, to be explained in the Section 4, are combined. 
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Fig. 1. System Overview of our QA model based on Answer Trustworthiness 

A user question in the form of natural language is entered into the system and ana-
lyzed by the Question Analysis component that employs various linguistic analysis 
techniques such as POS tagging, chunking, answer type (AT) tagging [6], and some 
semantic analysis such as word sense disambiguation [7]. An internal question gener-
ated from the Question Analysis has the following form: 

Q = <AF, AT, QT, SS> (1)

where AF is the expected answer format, AT is the expected answer type, QT is the 
theme of the question, and SS is the information related to the expected answer source 
or QA module from which the answer is to be found [8]. 

Our QA framework using a learnable strategy makes use of a number of independ-
ent QA modules employing different answer finding methods. A strategy that deter-
mines the QA modules to be invoked when finding an answer is selected based on 
several factors such as the question’s expected AF, AT, and SS corresponding to the 
expected answer sources [8]. 

The Answer Manager selects a strategy based on the internal query, translated by 
Question Analysis for the given question, invokes one or more QA modules depend-
ing on whether the answer confidence for each answer candidate is strong enough, 
and finalizes the answer by incorporating answers and their evidence values returned 
from multiple QA modules if necessary. For example of “How to play Starcraft be-
tween 2 computers connected by a router?”, the question should be analyzed as: 

 Answer Format (AF): Descriptive 
 Answer Type (AT): Method  
 Question Theme (QT): target=Starcraft, focus=H/W problem 
 Sub-QA Source (SS) = community-QA 

then, the strategy for invoking community-QA is selected. When the candidate answer 
from the community-QA is higher than a threshold, the candidate can be served as the 
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final answer to the user. If not, other QA modules are activated in sequence as in the 
strategy until the stopping condition is satisfied [8]. 

The goal of the Answer Manager is to determine which answer candidate has the 
maximum confidence value to support for the given question. Let Q and a be the user 
question and a candidate, respectively. Then the final answer a * is selected by:  

),(maxarg* QaCa =  (2)

where C(a, Q) computes the confidence value between a and Q. As Q is translated 
into a set of internal query <q1, q2, …, qN> (N is the number of the QA modules) for 
the chosen strategy by the Question Analysis module, C(a, Q) is defined as follows: 

1),(),(),( 321 =++++××=∑ γβαγβα iiii

N

i
i twtwtwqaSwQaC  (3)

where S(a, qi) is the semantic distance between the answer candidate and the original 
question term, wi is the weight assigned by the i-th QA module to the answer candi-
date a, and tw(1to3)i are three answer trustworthiness factors to be explained in the next 
Section. Semantic distance values can be computed with a lexical database [7] like 
Korean WordNet. When the original question looks for a “location,” for example, it 
can be matched with “city,” “province,” or “country” with a decreasing values of 
semantic distance. Additional details can be found in [8]. 

4   Answer Trustworthiness Factors 

We now focus on the task of determining trustworthiness of candidate answers and 
describe our overall approach to solving this problem. As shown in the Fig 1, we 
identify a set of trustworthiness factors for three different layers: document layer 
(Section 4.1), answer source layer (Section 4.2), and sub-QAs layer (Section 4.3). All 
these factors are used in Answer Manager as an input to the ranking equation (3) that 
can be tuned for confidence value for a particular answer candidate. 

4.1   tw1: Trustworthiness at the Document Layer 

The first trustworthiness factor, tw1, represents the intrinsic quality of answers and it is 
determined depending mainly on how the document’s contents are informative and 
readable. We assumed that a document is informative when it is at least not a spam 
(not an advertisement), has originality (not just clipping), and has good quality with 
the big potential of containing answers. The informative documents can be detected 
by following processes: 1) spam filtering, 2) duplicate detection, and 3) document 
quality evaluation [9]. 

For spam filtering, we classify input documents into three categories - adult page, a 
spam, and ham (valid document) using SVM (Supported Vector Machine [10]) classifi-
cation algorithm. Duplicated documents can be detected by breaking a document into 
sentences and comparing them with sentences of original documents. For efficiency of 
indexing process, duplicated documents should be filtered whereas “duplication” is an 
important clue for answer selection as the redundancy factor. To satisfy both sides, we 
only keep the original document, while remaining the number of duplication times. 
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Document quality is evaluated according to seven quality metrics reflecting text-
related features [9], such as: 

 Informativeness features: Document length, the # of words, the # of at-
tached multimedia (such as image and video), Descriptive vocabularies  

 Readability features: Lexical density, The # of frequency of internet 
words (such as emoticon), The # of frequency of vulgarism, and so on 

After the document quality scores are normalized from 0 to 1, we cut off documents 
which have lower scores than a threshold at the Answer Indexing stage.  

4.2   tw2: Trustworthiness at the Answer Source Layer 

The second trustworthiness factor, tw2, represents the authority and reputation of an-
swer sources. It is determined depending on how the answer source is associate and 
reliable. As shown in Fig 1, we collect documents from heterogeneous sources such 
as public media including news article, personalized media including blogs, internet 
community board articles, and commercial content providers (CPs). In usual, public 
media contents are more liable than blogs or community boards. Contrary to general 
expectations, in some cases, a particular community board might have a high reputa-
tion. For example, if a question is about “Starcraft”, then the answer is trustworthy 
when it is extracted from the official user BBS developed by “Blizzard Entertain-
ment” company, by which the game was created. It indicates that answer sources have 
different authority scores according to the question theme (QT), especially the ques-
tion target. We built 1,000 <question, answer> pairs which are annotated the question 
target and the source for each pair. At the result, we set authority scores for 312  
answer sources according to 137 high-frequently asked question targets.  

To calculate the reputation score of answer sources, we also use four reputation 
metrics reflecting non-textual features such as: 

 The publication date 
 The # of reply 
 The # of RSS feeds 
 The # of user’s recommendation  

The final tw2 can be calculated by authority scores and reputation scores in a ratio of 
five to three. 

4.3   tw3: Trustworthiness at the Sub-QAs Layer 

The third trustworthiness factor, tw3, represents the relevance to questions. It is deter-
mined depending on how the answering strategy is appropriate for the given question. 
As explain in Section 3, the strategy invokes the most suitable sub-QA module and 
attempts to verify the answers by consulting other modules. The performance of our 
QA depends heavily on the accuracy of the Question Analysis because a strategy is 
selected based on the sub-QA source (SS) of the analysis result, which determines the 
sub-QA module to be invoked first. Invoking more than one module can compensate 
any possible errors in the Question Analysis and in the answers from a sub-QA  
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module. In other words, answers from the first sub-QA module are verified, and their 
confidence values are boosted if appropriate [8]. 

For strategy learning, we use 250 question/answer pairs of training data of various 
sorts in terms of sub-QA sources and difficulty levels, which are part of the entire set 
of 1,000 pairs used in the prevision section. We assume 250 pairs in the training set 
and four QA modules without loss of generality. 

5   Empirical Results 

To evaluate our proposed QA model, various information of answer sources should be 
collected including non-textual data such as content provider’s name, publication 
date, and RSS feed tags. Therefore, we decide to develop a vertical QA focused on the 
“game” domain and analyzed the entire answer sources in advance. Nonetheless, it 
does not mean that our proposed methodologies are biased on a specific-domain.  

For effectiveness comparisons, we employed a mean reciprocal rank (MRR, [11]). 
We also used F-score, which combines precision and recall, with the well-known 
“top-5” measure that considers whether a correct nugget is found in the top 5 answers. 
Like the TREC QA track [11], we have constructed various levels of question/answer 
types. We collected 5,028 questions from the Korean commercial web portal logs 
(Navertm Manual QA Service (http://kin.naver.com), Parantm Game IR Service 
(http://search.paran.com/pgame/). Among them, a total of 250 question/answer pairs 
were used for building and tuning the system, and an additional 140 pairs were used 
for evaluation.  

As shown in Fig 1, the first trustworthiness factor, tw1, can be determined at  
answer indexing stage in document layer. If a document’s tw1 value exceeds a prede-
termined threshold, the document can be indexed as an answer candidate source. 
Otherwise, the document is considered as a noise then we ignored it. When the cut off 
threshold was 0.3, the total documents reduced by 96%; accordingly the indexing 
time also reduced by 92 % (28,993 to 2,293 min.) 

Contrary to the first trustworthiness factor, the second and third factors, tw2 and 
tw3, can be determined at answering stage in real-time since they reflects relatedness 
with the given user question and candidate answers. To see the value of the impact of 
trustworthiness in answer selection, four cases were examined: (1) a traditional QA, 
(2) using only tw1, (3) using tw1 and tw2, and (4) using all factors, the proposed model. 
For a traditional QA (the baseline), C(a, Q) in equation (3) is simplified as follows: 

),(),( i

N

i
i qaSwQaC ×=∑  (4)

To archive the best performance for each case, we optimized not only the four differ-
ent QA models but also individual sub-QA modules in Fig 1. The overall comparison 
shows in Table 1.  

As shown in Table 2, the final MRR values for the traditional QA (baseline), using 
only tw1, and using tw1 and tw2, and using all factors are, 0.150, 0.310, 0.385, and 
0.506, respectively. Our proposed model using all factors also shows the highest 
overall performance in both F-score on Top1 (0.464) and Top5 (0.571). 
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Table 1. Overall Comparisons 

 Top1 Top5 MRR 
 Precision Improv. Precision Improv. Precision Improv. 

Baseline 0.150 0.220 0.150  
tw1 0.280 86.7%1 0.380 72.7%1 0.310 106.7%1 

tw1+tw2 0.357 27.5%2

138.0%1 0.421 10.8%2

91.4%1 0.385 24.2%2 
156.7%1 

All 
(tw1+tw2+tw3) 

0.464 
30.0%3

65.7%2

209.3%1
0.571

35.6%3

50.3%2

159.5%1
0.506

31.4%3 
63.2%2 

237.3%1 
1: Improvement over the baseline; 2: over the using tw1; 3: over the using tw1+ tw2  

The relative improvement shows the impact of each trustworthiness factor. In 
comparison with the baseline and using only tw1, the improvement of MRR is up to 
100% (0.150 to 0.310), whereas the tw2 addition obtains only 24.2% (0.310 to 0.385) 
gains. By using all factors, 31.4% (0.385 to 0.506) gains can be achieved over the 
using tw1 and tw2. By reflecting this observation, the final QA model showed the best 
accuracy (0.506 MRR) when we set weight values, α, β, and γ, in Equation (3) respec-
tively are 0.5, 0.2, and 0.3. 

To sum up experimental results, the proposed method using all answer trustworthi-
ness factors showed dramatic improvement: 237% (0.150 to 0.506 MRR) for answer-
ing effectiveness and 92% (28,993 to 2,293 min.) for indexing efficiency. These  
results indicate that by referring answer trustworthiness, we can not only save time 
but also provide better answers, while suppressing unreliable ones. 

6   Conclusion 

This paper proposed a QA model based on answer trustworthiness. Contrary to the 
past researches which focused simple trust factors of a document, we identified 
three different answer trustworthiness factors: 1) incorporating document quality at 
the document layer; 2) representing the authority and reputation of answer sources 
at the answer source layer; 3) verifying the answers by consulting various QA sys-
tems at the sub-QAs layer. 

To prove the efficacy of the proposed model, we analyzed the impact of answer 
trustworthiness in indexing stage as well as the answering stage. In indexing, distill-
ing unreliable documents which have lower trustworthiness value than 0.3 brings not 
only 96% reduced document size but also 92% speedy indexing time. To reveal trust 
effects on answering, we have conducted experiments for four different cases: (1) a 
traditional QA, (2) using only tw1, (3) using tw1 and tw2, and (4) using all factors. The 
proposed method using all answer trustworthiness factors obtained an improvement 
over the traditional QA by 237% in effectiveness. 

We plan to improve each answer trustworthiness calculation method extending 
various features. In addition, to overcome false-alarm of reliable document in the 
indexing process, a dynamic cut-off scheme will be developed. 
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Abstract. Opinion retrieval is a novel information retrieval task and has  
attracted a great deal of attention with the rapid increase of online opinionated 
information. Most previous work adopts the classical two stage framework, i.e., 
first retrieving topic relevant documents and then re-ranking them according to 
opinion relevance. However, none has considered the problem of domain co-
herence between queries and topic relevant documents. In this work, we pro-
pose to address this problem based on the similarity measure of the usage of 
opinion words (which users employ to express opinions). Our work is based on 
the observation that the opinion words are domain dependent. We reformulate 
this problem as measuring the opinion similarity between domain opinion mod-
els of queries and document opinion models. Opinion model is constructed to 
capture the distribution of opinion words. The basic idea is that if a document 
has high opinion similarity with a domain opinion model, it indicates that it is 
not only opinionated but also in the same domain with the query (i.e., domain 
coherence). Experimental results show that our approach performs compara-
tively with the state-of-the-art work.  

Keywords: Opinion Retrieval, Domain Coherence, Opinion Model, Opinion 
Similarity. 

1   Introduction 

With the rapid development of novel Web applications (e.g. blogs) and users’ acces-
sibility to the Internet, opinionated information is turning to be an increasing impor-
tant type of online content. Compared with traditional content (e.g. news reports), 
people can benefit more from such information. Take a major type of opinionated 
information, i.e., product reviews, for example, consumers can make decision on 
whether to purchase a product by reading the reviews, while product manufacturers 
could keep track of their products in order to improve the quality.  

However, the volume of opinionated information has recently become extremely 
large, which consequently prevents people from finding opinions on some entity (i.e. 
products, events, organizations, etc.) manually. Current search engines, like Google, 
Yahoo!, Live Search, have provided excellent performance in traditional search tasks. 
Unfortunately, they perform poorly in this novel opinion retrieval task, i.e., retrieving 
documents which are both relevant to the queries and containing opinions on them. 
Obviously, the keyword-based matching strategy in those search engines does not 
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take into account the constraint of the occurrence of opinions. Consequently, lots of 
researchers have recently conducted intensive work to address this opinion retrieval 
task [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11]. Most previous work proposes solutions following 
the classical two stage framework, i.e., retrieving topic relevant documents using 
traditional retrieval models and then re-ranking the candidates according to opinion 
relevance [3, 4, 5, 6, 7, 8, 9, 10, 11]. There is also another line of recent work to solve 
this problem using a unified framework [1, 2].  

One obvious drawback of some work is that as they were designed for the Blog 
track in TREC (http://trec.nist.gov) [12, 13] (especially those perform well in this 
track), they have heavy dependence on the unique properties of blogspace. However, 
these evidences can not be utilized in ordinary Web pages. Another problem of all 
previous work is that they neglected the problem of domain coherence between topic 
relevant candidate documents and queries. Problems would rise if we consider any 
candidate documents which contain opinion words as the opinionated results for a 
query. There are cases that the documents may contain opinions on topics of other 
domains rather than the queries themselves. Another example is that for the classical 
ambiguous query “Apple”, it could be a kind of food or the well-known company, so 
the expressive opinions of the documents may be any one of these two kinds. Without 
imposing the domain coherence constraint, documents of different domains will be 
mixed up. Such results would not satisfy users’ information need consistently.  

In this paper, we propose to take use of only textual characteristics and address the 
second issue based on the idea of query classification. Specifically, in our work, we 
do not focus on how to classify queries into different categories but on addressing the 
mentioned issues using query category information. We make the assumption that the 
category information is known in advance. In practice, users could specify the cate-
gory manually with little additional efforts when issuing the query. In detail, our work 
falls into the traditional two stage framework and the major difference with previous 
work is that we propose to re-rank the topic relevant candidates using the opinion 
similarity measure between the candidate opinion models and corresponding domain 
opinion models. An opinion model captures the distribution of opinion words in 
document(s) and the opinion similarity measures the similarity between two opinion 
models. We will give detailed definitions later. The basic idea is that if a document 
has high opinion similarity with a domain opinion model, it is regarded as containing 
content that is not only opinionated but also coherence with the issued query in do-
main category. This idea is based on the observation that the opinion words, which 
users employ to express their opinions, are domain dependent [14]. For example, in 
domain of “Food”, opinion words like “delicious”, “yummy” would be used at large 
while in domain of “Sports”, frequent opinion words would be “winning”, “athletic”. 
So far as we know, we are the first to concern the domain coherence problem in opin-
ion retrieval. Note that the category information can also be utilized in the first step 
(i.e., topic relevant retrieval), which turns the issue to a traditional information re-
trieval problem. Experiments on the Blog track testing data show that our framework 
performs comparatively with the state-of-the-art approaches. 

The remainder of this paper is organized as follows. In Section 2, we give an over-
view on the related work. In Section 3, we describe the domain taxonomy used in our 
work. In Section 4 we elaborate our framework. The experimental results and analysis 
are demonstrated in Section 5, and conclusions are drawn in Section 6. 
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2   Related Work 

Lots of research has been done on opinion retrieval in last few years. The major part 
of previous work is proposed for the Blog track [3, 4, 5, 6, 7, 8, 9, 10, 11] initiated by 
TREC. Additionally, there is also another line of work to solve the problem using a 
general opinion retrieval framework [1, 2]. 

Since 2006, TREC has launched a special track on opinion retrieval in blogspace 
(i.e., Blog track), which aims to retrieve opinionated information for given queries 
from Blog data [12, 13]. Lots of organizations have participated in this task, and the 
prevailing systems adopt the two stage framework. In the first step, topic relevant 
documents are retrieved using the classical information retrieval models (e.g., TFIDF, 
Okapi, Language Modeling, etc. [15]) and each document is assigned with a topic 
relevance score. In the second step, opinion relevant ranking is performed and opinion 
relevance score is calculated for each document. There are two main strategies for the 
second step, namely lexicon-based and machine learning approaches. Lexicon-based 
methods take use of an existing opinion lexicon [3, 4, 5] or the word distribution over 
the data set [3, 4], and the opinion relevance score is calculated based on the occur-
rences of the opinion words in the documents, with constraint on the distance of topic 
words and the opinion words. Machine learning approaches treat the opinion rele-
vance identification problem as a classification problem by employing a bunch of 
features learned from the training data [6, 10, 11]. The final re-ranking of documents 
is performed through some combination (mostly linear [3, 4, 5]) of the scores of topic 
relevance and opinion relevance. Our work falls into this category. Due to limited 
space, we only show some representative work following such framework.  

In [3], Mishne adopted the language modeling based retrieval model to select the 
topic relevant documents as the candidates, and then employed lexicon-based way to 
compute the opinion relevance values of those candidates. He also considered the post 
quality as a component in determining the final ranking scores. In his following work 
[7], he refined the system and improved the performance by considering the temporal 
and comment information and enhancing the quality measure according to the query 
dependent context. Zhang et al. [10] proposed to use concept-based topic retrieval as 
the topic retrieval method and built the support vector machine classifier to identify 
the opinionated documents. The final ranking component utilized the NEAR operator 
to find the query relevant opinions. In [11], they proposed to improve the system 
effectiveness by employing techniques like spam filtering.  

In addition to the two stage framework, Zhang et al. proposed to solve the problem 
under a unified framework [1]. They started from the classical probabilistic based 
retrieval model and considered the information need of opinion searchers as a subset 
of opinionated ones in the original topic relevant documents. They characterized this 
information need as the implied opinionated expressions towards the query and re-
formulated the posterior probability of fitting document to a particular query to the 
query and the opinionated expressions. In their framework, the final ranking is a 
quadratic combination of topic and opinion scores. In the work of [2], Eguchi and 
Lavrenko also proposed a generative model for this task but did not get good results. 

However, all previous work neglected the domain coherence between queries and 
candidate documents. In cases of ambiguous queries or documents containing opin-
ions on more than one topic (partly solved by the distance constraint of topic words 
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and opinion words), the mismatch of domains would result in inconsistent perform-
ance. Our work is the first to address such issues in opinion retrieval through the idea 
of opinion similarity. Besides, similar to [1, 2], we only exploit the textual informa-
tion in ranking, thus our approach can be applied to the general Web opinion retrieval 
task. 

3   Domain Taxonomy 

As described above, the foundation of our work is the classification of queries into 
different domains. This classification task is known as the query classification in 
traditional information retrieval area [16], which can be regarded as a type of short 
text classification task. However, it is still a challenging problem considering few 
words in queries. In our work, we focus on the utilization of the domain information 
rather than the classification task itself. Additionally, the domain information can be 
easily provided by users in practical applications. We argue that users would be will-
ing to submit such information in addition to queries in order to refine the search 
results. Therefore, in following sections we make the reasonable assumption that the 
domain information of a query is known in advance. The automatic classification task 
can be investigated in future work.  

Another critical issue with domain classification is the design of a proper domain 
taxonomy. Some efforts have already been made in the area of query classification. In 
[16], they use a taxonomy containing 67 hierarchal categories, including “Entertain-
ment\Movies”, “Entertainment\TV”, “Computers\Software”, etc. Unfortunately, this 
fine-grained taxonomy is not suitable for our task. For example, in opinionated docu-
ments of “Entertainment\Movies” and “Entertainment\TV”, the opinion words may 
have high overlap. Our taxonomy is aimed to discriminate the usage of opinion words 
of different categories. Consequently, in this paper, we define a new coarse-grained 
taxonomy for our task by investigating the information need of opinion searchers. 
Table 1 shows the details.  

Table 1. Domain taxonomy designed for the opinion retrieval task 

Domains Explanations 
Society Topics on policies, politics, cultures, histories, etc. 

Entertainment Topics on movies, music, books, TV programs, etc. 
Sports Topics on football, basketball, etc. 

Food and Health Topics on food, health. 
Technology Topics on digital products, high technology, etc. 

Other Other topics 

As can be seen, we only define totally six categories in our taxonomy. One important 
reason of using such small size taxonomy is to minimize users’ efforts when providing 
category information for the query. This kind of taxonomy also makes the future auto-
matic query classification easier and thus practical. It is known that classification is 
extremely hard using fine-grained taxonomies. We will show the wide coverage of this 
taxonomy in a publicly available collection of queries for opinion retrieval. 
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4   Domain Specific Opinion Retrieval 

Given the taxonomy defined above, user queries are assigned with corresponding 
categories (which are provided by users in current work). In other words, our opinion 
retrieval system (Domain Specific Opinion Retrieval, DS-OpR) has queries and their 
category information as input. In following sections, we first give an overview of our 
retrieval system, and then elaborate the critical components in detail.  

4.1   Overview of the DS-OpR System 

As stated before, our retrieval system falls into the classical two stage opinion re-
trieval framework, which typically contains a classical task of retrieving topic rele-
vant documents and a re-rank module to sort the document candidates considering the 
opinion relevance. In this way, the resulted documents are both topic and opinion 
relevant to the queries. Figure 1 illustrates the framework of our retrieval system  
DS-OpR in detail.  

 

Fig. 1. The framework of our DS-OpR opinion retrieval system 

In the framework, given the query Q and its category C, we first employ a classical 
retrieval model to get documents relevant to the query Q in the first stage TIR. The 
returned documents {di} are those matching the keywords in Q and each document di 
is assigned with a topic relevance score TScorei. Several retrieval models are available 
for this stage, such as TFIDF, Okapi, Language Modeling, etc. One main advantage 
of the two stage framework is that there is no constraint on the selection of retrieval 
model as long as the returned documents are assigned with TScores.  

In our second stage OIR, we first construct the opinion model Oi of each candidate 
document di given the opinion lexicon (in practice, the modeling can be done in the 
indexing phase for TIR.), and then compute the opinion relevance score OScorei for 
di by measuring the opinion similarity OSi of Oi and the domain opinion model of 
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category C Dom-OC. Note that the domain models are computed offline in advance 
using a collection of documents of the corresponding domain and the opinion lexicon. 
Specifically, an opinion model is represented as a probability distribution of opinion 
words and thus the opinion similarity is measured between two distributions.  

To generate the final ranking list, TScorei and OScorei of the document di are com-
bined in some way. Most previous work adopts the linear strategy, while Zhang et al. 
take a quadratic combination [1]. In our work, we follow the first combination strat-
egy as shown in equation 1. Alpha balances the importance of OScore and TScore. 
Documents are then ranked by the final combination Score.  

(1 ) , 0 1Score TScore OScoreα α α= − × + ×     ≤  ≤  (1)

From the above description of our system, we can see that the most critical compo-
nents in the framework are (1) Opinion Modeling for domains and documents; (2) 
Opinion Similarity measure between opinion models. In next section, we describe the 
details of these two components. 

4.2   Opinion Modeling and Opinion Similarity Measure 

So far, no previous work in opinion retrieval has considered the opinion word distri-
bution in computing the opinion relevance scores. We propose that the distribution is 
helpful in both measuring the opinion relevance scores and discriminating the domain 
ambiguity of queries (recall the example queries “Apple”). In this work, we call a 
distribution of opinion words as an Opinion Model (O). The generation of O is thus 
named as opinion modeling. The main intuition of this idea is that opinionated docu-
ments can be regarded as a mixture of opinion models and topic models (i.e., distribu-
tion of topic relevant words other than opinion ones), which is enlightened by the 
work of topic modeling [17, 18]. Formally, we define opinion model as follows. 

Definition (Opinion Model): An opinion model O for a collection of documents {dm} 
or a single document dm is a probability distribution {P(wi|O)} of opinion words {wi} 
representing either positive or negative polarities. 

These opinion words {wi} are taken from an existing opinion lexicon. The construc-
tion of opinion lexicon has already received lots of attention in the research area of 
opinion mining and there are several publicly available lexica, such as General In-
quirer [19], SentiWordNet [20], etc. When separately applying opinion modeling to 
{dm} and dm, we have two specific kinds of opinion models correspondingly. 

Definition (Domain Opinion Model): A domain opinion model Dom-Ok for domain 
Dk is a general opinion model for documents of that domain. In other words, it captures 
the probability distribution {P(wi|Dk)} of opinion words {wi} in those documents. 

In this paper, we totally construct six domain opinion models according to the catego-
ries defined in our taxonomy. Clearly, the construction of a domain opinion model 
demands a collection of documents belonging to the corresponding domain.  



324 G. Qiu et al. 

Definition (Document Opinion Model): Similar to domain opinion model, a docu-
ment opinion model Doc-Om is a specific opinion model for a document dm, repre-
sented as a probability distribution {P(wi|dm)} of opinion words {wi}. 

Specifically, we compute P(wi|O) (O can be Dk or dm) using following formula: 

( , )
P( | )

( , )
i

i

w

TF w O
w O

TF w O
=
∑

 (2)

where TF(wi, O) is the frequency of wi in O and ( , )
w
TF w O∑  is the frequency of all 

words (including both opinion and non-opinion ones) in O. 
According to our definitions, for different domains, we have different domain 

opinion models, which means that the distributions of opinion words are different. 
This is quite natural in opinion expressions of different domains, i.e., people choose 
different words to express their attitudes towards topics of different domains. For 
example, considering domains of “Food and Health” and “Entertainment”, people 
would choose “yummy” to express their satisfaction with some food, while using 
“moving” for some movie. Therefore, if the document opinion model of an opinion-
ated document is similar to a domain opinion model, it indicates that there is high 
possibility that the opinionated document belongs to that domain. In this way, we can 
guarantee the domain coherence of the returned opinionated documents with the is-
sued query with designated domain. From this perspective, we argue that previous 
work can be regarded as using a universal opinion model to cover opinions of all 
domains, which is not reasonable according to our analysis.  

As opinion models are represented as probability distributions of opinion words, 
we compute the similarity between two opinion models based on the well known 
probability distribution similarity measure Kullback-Leibler (KL) divergence [21]. 
Formally, given two opinion models Oi {P(wk|Oi)} and Oj {P(wk|Oj)}, their opinion 
similarity is measured using following formula:  

1
( , ) ( ( ) ( ))

2i j i j j iOSim O O KL O O KL O O= +  (3)

( | )
( ) ( | ) log

( | )
k i

i j k i
k k j

P w O
KL O O P w O

P w O
=∑  (4)

( )j iKL O O  is defined similarly as equation 4. KL divergence measures the similarity 

asymmetrically; we take the average value to make it symmetric.  

5   Experiments and Results 

In our experiments, we use the Blog track data set in TREC as the testing data as 
previous work. Details of the data set can be found in [12]. The 100 topics in the 2006 
Blog track (Blog06) and the 2007 Blog track (Blog07) (topics 851-900 in Blog06 and  
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topics 901-950 in Blog07) are evaluated. We only take the titles of topics as queries 
as in [1]. This strategy also suits the scenery of traditional search engines in which the 
issued queries are always composed of several keywords. The opinion lexicon used in 
our experiments is provided by Hu and Liu [22], which comprises of 1752 opinion 
words including 1098 negative ones and 654 positive ones. For the first stage of our 
framework (i.e., topic relevance retrieval), we employ Lemur (www.lemurproject.org) 
as the retrieval tool and use the simple retrieval model TFIDF. Top 1000 documents 
are kept as the candidates for re-ranking as in previous work.  

To construct the domain opinion model for each category in our taxonomy, we use 
the TREC labeled results of the queries other than the testing ones as the documents 
for different domains, i.e., if we are testing queries of Blog06, we use the results of 
Blog07 and Blog08 for model construction. Each of the 150 queries is assigned with 
one of the six categories and thus the labeled document results of a query can be cate-
gorized into corresponding domain. Note that the 50 topics in the 2008 Blog track 
(Blog08) are only utilized for the construction of domain opinion models.  

The system performance is evaluated using the traditional evaluation metrics, i.e., 
precision in top 10 results (P@10), mean average precision (MAP) and R-precision 
(R-Prec). All these results are computed using the program in Lemur. In following 
sections, we first show the results of the category distribution in the 150 queries of 
Blog06, Blog07 and Blog08, and then demonstrate the detailed evaluation results of 
our system.  

5.1   Taxonomy Examination 

The domain taxonomy is fundamental in our work. To validate the coverage of the 
taxonomy, we conduct an examination on the category distribution of Blog06, Blog07 
and Blog08 queries (i.e., titles of the topics). The 150 queries are analyzed by annota-
tors and the final category of a query is determined by voting. Note that the examina-
tion should have been carried out in a large scale query collection for justified results. 
However, it is almost impossible for us to collect large number of such queries that 
users issue for opinionated information. Additionally, till now, there is no such query 
log publicly available. We believe that the results of the Blog track data from TREC 
would be capable of reflecting the ground truth to some extent. 

Figure 2 shows the detailed distribution of the queries among different domains. 
From the results we can see that majority queries (90%) can be categorized into one 
of the five categories, i.e., “Technology”, “Food and Health”, “Society”, “Entertain-
ment” and “Sports”. The results indicate that our definition of the domain taxonomy is 
reasonable. Among these five ones, queries of “Society” make up the large percentage 
(29.3%) and then those of “Technology” and “Entertainment”. This observation 
shows that when users are seeking opinions, they are mostly concerned with popular 
topics like politics, digital products and movies. This conclusion is quite obvious in 
real life. When checking the queries of the “Others” category, we find extremely 
ambiguous queries such as “brrreeeport” of Topic No. 907 in Blog07, which are hard 
to be assigned to any one of the five categories.  
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Fig. 2. Query distribution over the six domains 

5.2   Performance Evaluation 

In our final combination of topic relevance and opinion relevance scores, we adopt 
the linear way. The optimal value of the weight parameter alpha is tuned empirically. 
Hence, we give the results of using different values for alpha first.  

5.2.1   Parameter Selection 
We conduct the parameter selection experiments on queries of Blog06. Totally, we 
conduct 11 comparative experiments using different values of alpha ranging from 0 
to 1 with a step length of 0.1. Furthermore, we argue that alpha may take different 
values for queries of different domains, which means that the opinion relevance plays 
different roles in different domains for the final ranking. Hence, we perform the same 
experiments for queries of each of the six domains individually. Figures 3 and 4 show 
the results of MAP and P@10 respectively. 

 

Fig. 3. MAP results of our approach using different values of alpha 

From the results we can see that queries belonging to “Society” reach the best 
P@10 and MAP when alpha is set to 0.2; while queries of the other five categories 
get their best performance when alpha takes the value of 0.6. The results show that 
we should impose less weight on the opinion relevance score for queries of “Soci-
ety”. One possible reason might be that “Society” includes topics about politics, 
policies, etc., whose topic relevant documents are mostly already opinionated in 
blogspace. Therefore, it makes sense to lower the weight of opinion relevance 
scores, because once the documents are retrieved as topic relevant, they are more 
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likely to be opinionated already. However, documents of the other five categories 
are relatively objective in blogspace; therefore the weight of opinion relevance 
scores should be enhanced. 

 

Fig. 4. P@10 results of our approach using different values of alpha 

5.2.2   Evaluation Results and Discussions 
We take the optimal values of alpha from above parameter tuning for the performance 
comparison of our system with others. Table 2 demonstrates the results of the best 
title-run at Blog tracks, Zhang et al. (Zhang) [1] and ours (DS-OpR). From the re-
sults, we can see that our approach outperforms the other approaches in P@10 in the 
Blog06 topics and has close result to the best one in Blog07. In the MAP measure, we 
outperform the best title-run and have close result to Zhang in Blog06. Unfortunately, 
we have relatively poor MAP in Blog07 compared to others, although not far from 
Zhang. However, as the retrieval performance of the opinion retrieval task is strongly 
dominated by the performance of the underlying topic relevance task [12], we argue 
that our approach still has large room for improvement considering the naïve retrieval 
model employed in current experiments. Another reason is that we currently only take 
use of one simple opinion lexicon. The experiments of Zhang et al. [1] show that 
different opinion lexica would affect the final performance. In all, the current results 
show that our approach of considering the domain coherence of queries and docu-
ments is promising and comparative to others in some measures.  

Table 2. P@10, MAP, R-Prec Results of different approaches in topics of Blog06 and Blog07 

Data set Method P@10 MAP R-Prec 
Best title-run at Blog06 0.512 0.1885 0.2771 
Zhang 0.507 0.2257 0.3038 

Blog06 

DS-OpR 0.514 0.2064 0.2689 
Best title-run at Blog07 0.690 0.4341 0.4529 
Zhang 0.606 0.3371 0.3896 

Blog07 

DS-OpR 0.614 0.2915 0.3363 

Figure 5 illustrates the effect of opinion modeling re-ranking per topic in P@10. The 
results show that 22 out of 100 queries get improvement by over 50%, including 11 
queries with improvement over 200%. Only 7 out of 100 get adverse effects. It indicates 
that the re-ranking method is helpful. Specific examples are also given in Table 3. These 
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two queries demonstrate the effectiveness of our approach in re-ranking. On one hand, it 
proves the correctness of our re-ranking method; on the other hand, it indicates the po-
tential of getting a better topic relevance retrieval model as well. 

 

Fig. 5. Illustrations of effects of opinion modeling re-ranking per topic 

Table 3. Results of example queries of Blog06 and Blog07 

Topic Title Category Description 

West Wing Entertainment 
Provide opinion concerning the  
television series West Wing. TREC06_ID886 

MAP P@10 P@30 P@100 P@1000 
Before re-ranking 0.0869 0.1000 0.2000 0.1600 0.1670 
After re-ranking 0.1241 0.9000 0.5667 0.2400 0.1670 

 
Topic Title Category Description 

grammy Entertainment 
Find opinions regarding the Grammy 
awards. TREC07_ID936 

MAP P@10 P@30 P@100 P@1000 
Before re-ranking 0.0661 0.0000 0.0000 0.0000 0.1660 
After re-ranking 0.1144 0.8000 0.5000 0.2100 0.1660 

6   Conclusions 

Opinion retrieval has received a great deal of attention from both areas of information 
retrieval and natural language processing. Lots of work has been proposed to solve this 
problem; however none of them considers the domain coherence between topic relevant 
documents and queries. In this paper, we follow the classical two stage framework in 
opinion retrieval and propose to compute the opinion relevance scores according to the 
opinion similarity between the opinion models of candidate documents and correspond-
ing domain opinion model of the query. High opinion similarity means that the docu-
ments are both opinionated and coherent with the query from the perspective of domain 
specific opinion word distributions. Experiments are carried out on the Blog track data 
set, and the results show that our framework performs comparatively with state-of-the-art 
methods. 
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Abstract. Learning to rank has become a hot issue in the community of infor-
mation retrieval. It combines the relevance judgment information with the ap-
proaches of both in information retrieval and machine learning, so as to learn a 
more accurate ranking function for retrieval. Most previous approaches only 
rely on the labeled relevance information provided, thus suffering from the  
limited training data size available. In this paper, we try to use Singular Value 
Decomposition (SVD) to utilize the unlabeled data set to extract new feature 
vectors, which are then embedded in a RankBoost leaning framework. We ex-
perimentally compare the performance of our approach against that without in-
corporating new features generated by SVD. The experimental results show that 
our approach can consistently improve retrieval performance across several 
LETOR data sets, thus indicating effectiveness of new SVD generated features 
for learning ranking function.  

Keywords: Information Retrieval; Learning to rank; Machine learning; SVD.  

1   Introduction 

Learning to rank is a cross field of machine learning and information retrieval. It aims 
to learn the rank function with the relevance judgments from training set, while the 
rank function is used to sort by the document relevance. The core issue of the learning 
to rank is how to construct a model or function to predict the relevance of the docu-
ments. Ranking task is defined as follows. The training data (referred as D), which 
consists of a set of records of the form < q, d, r >, where q is a query, d is a document 
(represented as a list of features {f1, f2, …, fm}), and r is the relevance judgment of d 
to q. The relevance draws its values from a discrete set of possibilities (e.g., 0, 1). The 
test set (referred as T) consists of records < q, d ,? > in which only the query q and the 
document d are known, while the relevance judgment of d to q is unknown. The train-
ing data is used to construct a model which relates features of the documents to their 
corresponding relevance in order to predict the relevance of the document of test data 
for getting ranking list. 

Although many algorithms and models based on labeled data set were introduced 
to learning to rank, the research on unlabeled data is still insufficient. In view of this, 
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this paper deals with the data set composed of labeled and unlabeled data by SVD, 
introducing the information of unlabeled data into the training set, in order to improve 
the performance of the RankBoost and the ranking result. 

The paper is divided as follows: Section 2 introduces the related work about learn-
ing to rank. Section 3 proposes the idea that to use SVD introduce the unlabeled data 
information. Then section 4 presents the experimental results. Finally, we conclude 
this work and point out some directions for future research. 

2   Related Work 

Many models and theories have been introduced to the field of learning to rank for 
obtaining the ranking function. Freund et al. use AdaBoost to the web meta-search 
task, and propose the RankBoost algorithm [1] for learning to rank. Herbrich et al. 
propose a learning algorithm for ranking on the basis of Support Vector Machines, 
called RankSVM [2]. Zhe Cao et al. propose the Listnet [3] based on neural network 
and gradient descent. Guiver et al. get satisfactory ranking result for introduce Gaus-
sian processes [4] to the task. Adriano Veloso et al. extract the interval association 
rules from features to improve the ranking performance [5]. Although they are  
rewarded by a pretty success, none of them utilize the unlabeled data to improve the 
results. 

Information retrieval and machine learning algorithms used to ranking task achieve 
a great success, most of the experts and scholars on the basis of using labeled data sets 
for researching. It appears inadequate on the study of unlabeled data. However, some 
scholars try to improve the performance of ranking on unlabeled data set. They pro-
pose some methods to introduce unlabeled corpus to training model. Massih-Reza 
Amini et al, [6] assume that an unlabeled instance that is similar to a labeled instance 
should have similar label, and introduce the instance to the training set. The experi-
mental results show it can improve the ranking result. Kevin Duh et al. apply kernel 
PCA (kernel-based principal component analysis) [7] on the test set mode principal 
component pattern extraction, and use this pattern to extract new features from the 
training set. And thus it is adding the information of test set to training set implicitly, 
and gets good ranking result. This method is only adding test set of information to the 
training set, and it does not take introducing the training set information to the test set 
to improve the performance of ranking model prediction. In addition, it does not take 
the impact of the feature normalization in to account for principal component pattern 
extraction. These two issues are the main research contents of this paper. 

In this paper, drawing on previous research methods, we try to make more efficient 
apply unlabeled corpus to improve the predicting model for the relevance using a new 
idea originated from transfer learning. SVD is more suitable for mining information 
and relationships in the document features. In this paper, there are two phases to rank-
ing task. In phase 1, we use SVD to look for the new features as a preprocessing step. 
The training set is combined with test set; the combined collection is processed by 
singular value decomposition. In this way not only it can introduce the unlabeled 
information but also the two feature sets can be projected to a same dimension space 
for extracting new set of feature vectors. Further more we deal with the feature vector 
by normalizing at query level, then select the appropriate feature subset to SVD  
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processing; finally extract new feature vectors from decomposed feature set. In phase 
2, we use the RankBoot to learn a new ranking model from the feature set added new 
features, so as to improve the ranking performance. 

3   A SVD and RankBoost-Based Approach 

Feature-representation-transfer is one of transfer learning methods. Its aim is to look 
for “good” features in order to reduce the difference of source domain and target 
domain and lower error rate of model predicting. These features are generated by the 
pivot features that are contained in both source domain and target domain. In this 
paper we propose an approach similar to the SCL (Structural Correspondence Learn-
ing) [8] that is often used to structure new features for transfer learning, we use SVD 
to do that to introduce the unlabeled data information. The training set and test set are 
seemed as source domain and target domain; all the features of them are used as pivot 
features. it is different that we simply use SVD to process the set(has been normal-
ized) merged by training set and test set in order to construct association relation with 
the labeled data(training set) and unlabeled data(test set),and introduce the informa-
tion to each other at the same time. Unlabeled data information can be used in Rank-
Boost model training process, while it is useful for predicting the relevance of the 
document in the test set. Meanwhile, SVD is a method for extracting principal com-
ponent features; this method can implicitly obtain the more effective feature vectors. 
By adding such identical distribution feature vectors to the training set and test set it is 
meaningful to the iterative training and the relevance predicting. After SVD, the ei-
genvectors with the largest eigenvalues can form a projection matrix. RankBoost is 
based on training the features to obtain the ranking model for predicting the document 
relevance, so it is helpful to expend the feature set, especially by adding the features 
which contains unlabeled data information for improving the performance of ranking 
model. Therefore, this paper apply RankBoost for training ranking model with new 
feature set to study whether it is helpful to introduce the SVD to rank. 

3.1   SVD for Extracting Features 

Singular value decomposition (SVD) is a feature extraction methods based on matrix 
transformation. After SVD, we can get tree matrixes: one is the document- potential 
feature matrix U, the second is the eigenvalue matrix S, and the third is the potential 
feature-original feature matrix P. The eigenvalue shows how much information of 
original matrix, which its corresponding eigenvector contains. The bigger the eigen-
value is, the more information the eigenvector contains. So we choose the SVD-
feature subset F based on the eigenvalues. The method is as table 1 showing. 

Algorithm 1 shows the pseudo code for this SVD-feature extracting. After that, we 
obtain the new training set which is introduced the test set information, and the new 
test set also contains the information of training set. Naturally, we project the new 
features to the same dimensional space for next process of RankBoost training. Step 2 
is used to normalize the feature value into scaling of (0, 1) at query level. The docu-
ments associated with the same query may have the same value with respect to one 
feature, after Step 2 we can see that all of the values for that feature become zero. It 
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will not be used for SVD, so we used Step 3 to filter the features like that. In the next 
part of our experiment we can use the U to choose the most appropriate new feature 
subset to learn the rank model, taking the result and time-cost into account.  

Table 1. SVD for Extracting Features - algorithm 

Algorithm 1. SVD for Extracting Features -algorithm 
Input: Training set D ; Test set T; 
Output: New training set D′ ;New test set T′; 
Start: 1: Combine(D,T) => DT; 

2: Normalize_Querylevel(DT)=>(DT)*; 
3: Filter((DT)*)=> (DT)** 
4: SVD((DT)**) => U, S, P; 
5: Extract_newFeature(U)=>F; //F denotes SVD-feature subset; 
6: Merge((DT)*,F)=>(DT)′; 
7: Decomposition((DT)′, D.length, T.length)=> D′, T′;   

//|D|=| D′|,|T|=| T′|; 
End 

3.2   RankBoost Algorithm 

RankBoost is a kind of pairwise approach which can reduce ranking to classification 
on document pairs with respect to the same query, no longer assume absolute rele-
vance. Its primary task is to make document pairs based on relevance judgments with 
respect to the same query. <x0 , x1> denotes a document pair, and x0 is unrelevance 
document, x1 is relevance document. Meanwhile, RankBoost is one of the improved 
AdaBoost algorithms for ranking task. A high weight assigned to a pair of documents 
indicates a great importance that the weak learner orders that pair correctly. We also 
assign to the weak learner to show its performance of predicting the document rele-
vance. Once iterative it generates a weak learning. Reserving weak learning of each 
iterative and accumulating them multiplied by their weights; we can obtain the final 
ranking model. RankBoost Algorithm [1] we use is as table 2 showing. 

Weak rankings have the form ht(x). We think of these as providing ranking infor-
mation in the same manner as ranking features and the final ranking. The weak learn-
ers we used in our experiments are based on the original given ranking features and 
new features extracted by SVD. We focus in this section and in our experiments on 
{0, 1}-valued weak rankings that use the ordering information provided by the rank-
ing features, but ignore specific scoring information. In particular, we will use weak 
rankings h of the form: if fi > θ, h(x) =1; else h(x) =0.where θ∈R .That is a weak 
ranking derived from a ranking feature fi by comparing the score of fi on a given in-
stance to a threshold θ.α t is the weight of the weak learning which can be generated 
at each iteration and computed by RankBoost. It shows the importance of the corre-
sponding weak learning, with respect to predicting the relevance of document. Zt is a 
normalization factor (chosen so that Dt+1 will be a distribution).Let T equal to D′ , and 
we can get the ranking model by introducing the new features extracted by SVD. 
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Table 2. RankBoost for learning ranking model 

Algorithm 2. RankBoost for learning ranking model 
Input: Training set T; Relevance judgments R; 
Output: Ranking Function H(x); 
Start: 

1: Pair(T,R) => Document pair set D; 

2: Initialize(D)=> Dt : ∀ D1(x0,x1)=1/|D|; 
3: For t=1,…,T: 

1) Train weak learner using distribution Dt; 
2) Get weak ranking ht; 
3) Choose αt∈R; 

4) Update: 0 1 0 1
1 0 1

( , ) exp( ( ( ) ( ))
( , ) t t t t

t
t

D x x h x h x
D x x

Z

α
+

−= ； 

4: Output the final ranking: 
1

( ) ( )
T

t t
t

H x h xα
=

= ∑ 。 

    End 

4   Experiments 

4.1   Data Description 

We used the Letor2.0 [9] data set released by Microsoft Research Asia. This data set 
contains three data sets: the OHSUMED data set, the TREC2003 data set (TD2003) 
and the TREC2004 data set (TD2004). The OHSUMED data set derived from medi-
cine retrieval task, while TD2003 and TD2004 come from TREC task. 

Letor2.0 is based on many query-document features. For each query-document pair 
of OHSUMED, there is a 25-dimensional feature vector that contains the most fre-
quently used features in information retrieval, for example tf-idf, BM25 [10] score etc., 
while that in TD2003 and TD2004 is represented by a 44-dimensional feature vector, 

the feature in the vector such as HITS[11]、Page Rank[12] and LMIR[13] etc . 
In this paper, we deal the matrix constructed by 44 features in TREC data set with 

SVD, to choose 10 new features based on its quantity of information with respect to 
the original matrix [14], and for the OHSUMED data set we choose 5 new features 
adding to training set. 

4.2   Experimental Results 

In order to evaluate the performance of the proposed approach, we adopt MAP [15] as 
evaluation method. The average precision of a query is the average of the precision 
scores after each relevant document retrieved. Average precision (AP) takes the posi-
tions of relevance documents on ranking list into account to give scores of the list 
with respect to one query. Finally, MAP is obtained by the mean of the average preci-
sion over a set of queries. There are three data subsets in the Letor2.0, and 5 groups of 
training set and test set in each subset. Our Experiments give the result of SVD-
RankBoost (using SVD features and original features) compared with a baseline  
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released by letor2.0 (using original features only).There are tree tables: table 3, table 4 
and table 5 used for showing the results of OHSUMED, TD2003 and TD2004. 

Table 3. MAP of the test sets in OHSUMED 

   OHSUMED    Baseline   SVD 
Fold1 0.3391 0.3618 
Fold2 0.4470 0.4678 
Fold3 0.4456 0.4565 
Fold4 0.5059 0.5147 
Fold5 

Average 
0.4637 
0.4403 

0.4668 
0.4535 

Table 3 shows the results of baseline and adding five SVD features with the top 5 
largest eigenvalues, according to the ranking model used to OHSUMED.  

Table 4. MAP of the test sets in TD2003 

   TD2003    Baseline   SVD 
Fold1 0.1444 0.1452 
Fold2 0.2572 0.3001 
Fold3 0.2174 0.2109 
Fold4 0.2523 0.2275 
Fold5 

Average 
0.1912 
0.2125 

0.1938 
0.2155 

Table 4 shows the results of baseline and adding ten SVD features with the top 10 
largest eigenvalues, according to the ranking model used to TD2003. 

Table 5. MAP of the test sets in TD2004 

   TD2004    Baseline   SVD 
Fold1 0.4133 0.4914 
Fold2 0.3402 0.3885 
Fold3 0.4397 0.4293 
Fold4 0.3467 0.2992 
Fold5 

Average 
0.3777 
0.3835 

0.3666 
0.3950 

Table 5 shows the results of baseline and adding ten SVD features with the top 10 
largest eigenvalues, according to the ranking model used to TD2004. 

We compare the performance of other boosting method for ranking with our ap-
proach using SVD. For comparisons of the different models, we report the perform-
ance measured by both the MAP and NDCG at position 1, 5 and 10.We average 
these performance measures over 5 folds for each data set. The results are shown in 
Table 6. 
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Table 6. Performance comparisons over Letor2.0 data set 

 MAP NDCG@1 NDCG@5 NDCG@10 

           RankBoost 0.4403 0.4977 0.4502 0.4356 

OHSUMED AdaRank 0.4419 0.5420 0.4554 0.4385 

 SVD 0.4535 0.5131 0.4529 0.4435 

 RankBoost 0.2125 0.2600 0.2789 0.2851 

TD2003 AdaRank 0.1373 0.4200 0.2424 0.1940 

 SVD 0.2155 0.3800 0.2761 0.2798 

 RankBoost 0.3835 0.4800 0.4368 0.4716 

TD2004 AdaRank 0.3308 0.4133 0.3932 0.4063 

 SVD 0.3950 0.4933 0.4368 0.4392 

4.3   Experimental Analysis 

The experiment results show that it is helpful to improve the documents ranking list 
according to the relevance to the query in most of test set. We use the both the SVD 
and original features for ranking model training and relevance predicting. These SVD 
features reduced the difference of the training set and test set, so they can improve the 
ranking model trained by training set and used to predict the relevance of the docu-
ments in test set. Therefore we can get better ranking list in this way. There are still 
some results of test sets that aren’t improved, it is may be caused by the features that 
aren’t chosen furthermore, and the experiment is based on the average the number of 
new features extracted by SVD. Especially for some test set the average number are 
not perfectly fit for them, we focus on that average result is best based on the same 
number of new features added to training set. 

In order to get most appropriate features and the number of them, our work is as 
follows. Firstly, we merge the training set and test set for SVD in order to introduce 
the information to each other, for the training set it is introduced the unlabeled infor-
mation for RankBoost to training ranking model to improve its relevance prediction 
effect. Meanwhile, the training set information is added to the test set, which project 
the new features of the training set and test on the same dimensional vector space, 
which make the ranking model more meaningful for using the new features. Sec-
ondly, on the detail of experiment, we normalize every feature to (0, 1) scaling. After 
that we can see the values of a few features are equal to zero with respect to the same 
query. We think that these features are no use to training ranking model by Rank-
Boost, so in the process of the SVD, we introduce the original features without them, 
and the table 4 show the differences of results between the features after normalizing 
and filtering and not ,that used for SVD. Finally, we choose 10 SVD features accord-
ing to top 10 eigenvalues for TD2003 and TD2004, 5 features according to top 5 
eigenvalues for OHSUMED, after taking the performance of final ranking model and 
the cost of training time into account. 
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For RankBoost, there are two factors that should be considered to implement algo-
rithm: 1) the number of iterations; 2) the initial weight of document pairs. We use 
cross validation to select the number of iterations. In this paper, the initial weight 
distribution of document pairs is set to uniform distribution as D1(x0, x1)=1/|D|. Table 
7 shows the results of all the methods we used to rank. The approach SVD-1 denotes 
we only use the original features to SVD process compared with SVD-2 that the fea-
tures are processed with normalizing, while we use SVD-3 to show the results after 
normalizing and filtering. Finally we list the result of RankSVM and the result of the 
PCA approach [7] as compare. We can see that SVD-1, SVD-2, SVD-3 are all helpful 
to improve the performance of ranking, and for the different test set, they have differ-
ent effects. However, in our work SVD-3 get the best result. It is our further work to 
study how to merge the different ranking model to improve the result of ranking. 

Table 7. Average MAP of the test sets in OHSUMED�TD2003 and TD2004 

 Baseline RankSVM PCA SVD-1 SVD-2 SVD-3 
OHSUMED 0.4403 0.4469 0.4455 0.4530 0.4519 0.4535 

TD2003 0.2125 0.2564 0.3226 0.2066 0.2075 0.2155 
TD2004 0.3835 0.3505 0.3703 0.3729 0.3903 0.3950 

5   Conclusions 

In this paper, we propose an approach whose idea is derived from transfer learning to 
use the unlabeled data for ranking. We apply SVD to extract new features from  
training set and test set, and add these features to each other. The difference between 
training set and test set can be decreased, so as to improve the ranking model. The 
experiment shows that it is meaningful for the learning to rank to introduce the SVD  
features and unlabeled data information to training sets, but it can’t improve the re-
sults of all the test set. It may be caused by the detail of the experiments. For all that, 
this method improves the ranking performance in most of test sets. We will continue 
to research on the application of unlabeled data set in order to perfect the approach 
proposed in this paper. In addition, the other methods will be also our research con-
tents. Possible extensions and future work include: using ties [16] (the documents 
pairs with the same relevance judgment) to learning to rank, which can expand the 
sample space, whose key is how to combine this ranking model with the model 
trained by document pairs with the different relevance judgment. Furthermore, it is an 
important research direction to apply the other model and algorithm used in the field 
of information retrieval and machine learning.  

Acknowledgement 

This work is supported by grant from the Natural Science Foundation of China 
(No.60373095 and 60673039) and the National High Tech Research and Develop-
ment Plan of China (2006AA01Z151).  



338 Y. Lin et al. 

References 

1. Freund, Y., Iyer, R., Schapire, R., Singer, Y.: An efficient boosting algorithm for combin-
ing preferences. Journal of Machine Learning Research 4, 933–969 (2003) 

2. Herbrich, R., Graepel, T., Obermayer, K.: Support vector learning for ordinal regression. In: 
International Conference on Artificial Neural Networks, Edinburgh, UK, vol. 1, pp. 97–102 
(1999) 

3. Cao, Z., Qin, T., Liu, T.-Y., Tsai, M.-F., Li, H.: Learning to Rank: From Pairwise Ap-
proach to Listwise Approach. In: International conference on Machine learning, Corvalis, 
Oregon, USA, pp. 129–136 (2007) 

4. Guiver, J., Snelson, E.: Learning to Rank with SoftRank and Gaussian Processes. In: ACM 
Special Interest Group on Information Retrieval, Singapore, pp. 259–266 (2008) 

5. Veloso, A., Almeida, H.: Learning to Rank at Query-Time using Association Rules. In: 
ACM Special Interest Group on Information Retrieval, Singapore, pp. 267–274 (2008) 

6. Amini, M.-R., Truong, T.-V., Goutte, C.: A Boosting Algorithm for Learning Bipartite 
Ranking Functions with Partially Labeled Data. In: ACM Special Interest Group on Infor-
mation Retrieval, Singapore, pp. 99–106 (2008) 

7. Duh, K., Kirchhoff, K.: Learning to Rank with Partially-Labeled Data. In: ACM Special 
Interest Group on Information Retrieval, Singapore, pp. 251–258 (2008) 

8. Blitzer, J., McDonald, R., Pereira, F.: Domain Adaptation with Structural Correspondence 
Learning. In: Proceedings of the 2006 Conference on Empirical Methods in Natural Lan-
guage Processing, Sydney, Australia, pp. 120–128 (2006) 

9. Liu, T.-Y., Qin, T., Xu, J., Xiong, W., Li, H.: LETOR: Benchmark dataset for research on 
learning to rank for information retrieval. In: SIGIR 2007 Workshop on Learning to Rank 
for IR, ACM SIGIR Forum, vol. 41(2), pp. 58–62 (2007) 

10. Robertson, S.E.: Overview of the okapi projects. Journal of Documentation 53(1), 3–7 
(1997) 

11. Kleinberg, J.: Authoritative sources in a hyperlinked environment. Journal of the 
ACM 46(5), 604–622 (1999) 

12. Page, L., Brin, S., Motwani, R., Winograd, T.: The PageRank citation ranking: bringing 
order to the Web, Technical report. Stanford University (1998) 

13. Zhai, C., Lafferty, J.: A study of smoothing methods for language models applied to Ad 
Hoc information retrieval. In: Proceedings of SIGIR 2001, pp. 334–342 (2001) 

14. Lin, H.-F., YAO, T.-S.: Text Browsing Based on Latent Semantic Indexing. Journal of 
Chinese Information Processing 14(5), 49–56 (2000) 

15. Järvelin, K., Kekäläinen, J.: IR evaluation methods for retrieving highly relevant docu-
ments. In: The 23rd Annual International ACM SIGIR Conference on Research and De-
velopment in Information Retrieval, New York, USA, pp. 41–48 (2000) 

16. Zhou, K., Xue, G.-R., Zha, H.-Y., Yu, Y.: Learning to Rank with Ties. In: ACM Special 
Interest Group on Information Retrieval, Singapore, pp. 275–282 (2008) 



G.G. Lee et al. (Eds.): AIRS 2009, LNCS 5839, pp. 339–350, 2009. 
© Springer-Verlag Berlin Heidelberg 2009 

Opinion Target Network and Bootstrapping Method 
for Chinese Opinion Target Extraction 

Yunqing Xia1, Boyi Hao1,2, and Kam-Fai Wong3 

1 Tsinghua National Laboratory for Information Science and Technology,  
Tsinghua University, Beijing 100084, China 

yqxia@tsinghua.edu.cn 
2 Department of Computer Science and Technology, Tsinghua University 

Beijing 100084, China 
haoby@cslt.riit.tsinghua.edu.cn  

3 Department of System Engineering and Engineering Management, 
The Chinese University of Hong Kong, Shatin, Hong Kong 

kfwong@se.cuhk.edu.hk 

Abstract. Opinion mining systems suffer a great loss when unknown opinion 
targets constantly appear in newly composed reviews. Previous opinion target 
extraction methods typically consider human-compiled opinion targets as seeds 
and adopt syntactic/statistic patterns to extract opinion targets. Three problems 
are worth noting. First, the manually defined opinion targets are too large to be 
good seeds. Second, the list that maintains seeds is not powerful to represent re-
lationship between the seeds. Third, one cycle of opinion target extraction is 
barely able to give satisfactory performance. As a result, coverage of the exist-
ing methods is rather low. In this paper, the opinion target network (OTN) is 
proposed to organize atom opinion targets of component and attribute in a two-
layer graph. Based on OTN, a bootstrapping method is designed for opinion 
target extraction via generalization and propagation in multiple cycles. Experi-
ments on Chinese opinion target extraction show that the proposed method is 
effective. 

Keywords: Opinion target extraction, opinion mining, information extraction. 

1   Introduction 

Opinion mining is a text understanding technology that assists users to automatically 
locate relevant opinions from within a large volume of review collection. A typical 
opinion mining system integrates two modules, i.e. opinion extraction and sentiment 
analysis. This paper addresses the opinion target extraction task, which seeks to find 
out the subject of the opinions. The opinion targets discussed in this paper are equiva-
lent to attribute and features discussed in [1] and [2]. 

Many research works on target extraction have been reported. Popular approaches 
attempt to combine lexicon and corpus statistics in various manners to achieve good 
results. Lexicon is a handcrafted opinion dictionary or a review corpus that covers 
opinion targets, sentiment keywords, modifiers and negations. To improve coverage, 
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the lexicon is further expanded with synsets. The corpus statistics are usually frequen-
cies of co-occurrences. Ghani et al. (2006) proposes a direct solution [1], where opin-
ion targets in the dictionary are considered to be seeds to detect attribute-value pairs 
within the review texts using co-EM algorithm. It is due to these works that a funda-
mental framework for opinion target system has been setup. However, there is a lot of 
room for improvement to achieve better performance. Study on the previous works on 
opinion target extraction leads to following observations. 

Human-compiled opinion targets are used as seeds in the previous researches. For 
instance, brightness of image is a human-compiled opinion target involving both 
brightness and image. However, they are too large to be considered effective seeds so 
far as granularity is concerned. One undesirable consequence of this is low coverage. 
It is suggested that smaller and more general seeds should be defined. With better 
seeds, more powerful patterns for opinion target extraction can be made. Meanwhile, 
the seeds should work well with synsets so that the synsets can be fully used to  
improve coverage. 

Opinion targets i.e. seeds and opinion target candidates have been organized with 
independent lists in previous works. However, lists provide limited ability to model 
relations. There are always exceptions and new occurrences of opinions despite a try 
to build a complete dictionary.  Hence, one cycle of opinion target extraction cannot 
give a satisfactory performance.  

In our work, manually compiled opinion targets are viewed as compound opinion 
targets and an atomization algorithm is designed to extract atom opinion targets from 
the compound opinion targets. We define atom opinion target and compound opinion 
target as follows. 

Definition 1: Atom opinion target (AOT) 
An atom opinion target is an opinion target that is: 

(1) internally cohesive, i.e., words within the opinion target strongly adhere to 
each other; and  

(2) externally flexible, i.e., the opinion target can combine with many different 
opinion targets to form opinion targets. 

Definition 2: Compound opinion target (COT) 

A compound opinion target is an opinion target that combines atom opinion targets in 
particular patterns. 

For example, brightness of image is a human-compiled opinion target. We define 
brightness of image a compound opinion target and define brightness and sensitivity 
atom opinion targets. Intention to define atom opinion target lies in generalization 
demand. As they are smaller and more general, the atom opinion targets are deemed 
better seeds for opinion target extraction.  

With atom opinion targets, the opinion target patterns (OTP) can be generated ac-
curately. The atom opinion targets work effectively with synsets, so synsets can be 
used fully to improve coverage. Furthermore, atom opinion targets are classified into 
components (COM) and attributes (ATT) from the perspective of ontology to further 
improve power of opinion target patterns. A novel framework to organize atom opin-
ion targets, compound opinion targets, synsets and opinion target patterns, the opin-
ion target network (OTN) is proposed in this work, where component atom opinion 
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targets and attribute targets are located in different layers, synsets for the atom opin-
ion targets are considered as nodes, and patterns are represented by paths that con-
nect the nodes. To construct OTN, the generalization algorithm is designed to 1) 
extract atom opinion targets from compound opinion targets, 2) assign the atom 
opinion targets appropriate synsets, 3) classify the atom opinion targets, and finally 
4) generate the opinion target patterns. To make the OTN more generalized, propa-
gation algorithm is designed to utilize of atom opinion targets as seeds to synthesize 
new compound opinion targets with opinion target patterns. In order to improve 
performance, a bootstrapping algorithm is designed to call the generalization algo-
rithm and the propagation algorithm iteratively for a few years so that the OTN can 
be updated and verified. Experiments on Chinese opinion target extraction show that 
the method outperforms the baseline by 0.078 on f-1 score in the first cycle and by 
0.112 in the last cycle. 

The rest of this paper is organized as follows. In Section 2, related works are ad-
dressed. In Section 3, the opinion target network is presented. In Section 4, opinion 
target extraction method is presented. We present evaluation in Section 5 and con-
clude the paper in Section 6. 

2   Related Works 

Opinion target extraction research is either viewed as a subtask of opinion mining or 
taken as an independent information extraction task. We summarize the related works 
as follows. 

Hu and Liu (2004) proposed to find frequent opinion targets with association miner 
and infrequent opinion targets with syntactic patterns based on opinion words [2]. To 
improve coverage of opinion target extraction, Hu and Liu (2006) further adopted 
WordNet to find synonyms for the known opinion targets [3]. Popescu and Etzioni 
(2005) considered opinion targets as concepts forming certain relationships with the 
product and proposed to identify the opinion targets connected with the product name 
through corresponding meronymy discriminators [4]. Ghani et al. (2006) developed a 
system that is capable of inferring implicit and explicit opinion targets using co-EM 
algorithm [1]. Generic and domain-specific opinion targets are considered as seeds 
and the seeds were applied to locate real product opinion targets with attribute-value 
pairs. Kobayashi et al. (2007) adopted machine learning techniques to extract aspect-
of relation from a blog corpus, which is viewed as statistical patterns for opinion tar-
get extraction [5]. Xia et al. (2007) proposed to make use of collocations of opinion 
targets and sentiment keywords to find unknown opinion targets [6]. 

Our work is closely related to but different from the aforementioned spellings.  
The idea of seed-based learning is followed. However, unlike previous works, we 

do not consider human-compiled opinion targets as seeds directly. In this work, we 
consider these opinion targets as compound opinion targets and attempt to generate 
atom opinion targets automatically. The atom opinion targets, being smaller and more 
general than the compound opinion targets, are used as seeds to find new opinion 
target candidates. Synsets are also adopted in this work to organize synonyms for the 
atom opinion targets. Also, in addition, it is used to classify the atom opinion targets 
into components and attributes. This work is deemed necessary because, in real  
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reviews components and attributes make different contributions in forming opinion 
targets.  

Opinion targets including seeds and opinion target candidates are organized in lists 
in previous works. We design a graph-based opinion target network to maintain atom 
opinion targets, compound opinion targets, synsents and opinion target patterns. The 
opinion target network shows obvious advantages over list in representing seeds, 
candidates and patterns.  

An iterative mechanism of the co-EM algorithm is mentioned in [1]. But their opin-
ion target extraction method is still one-cycle. In this work, a bootstrapping method is 
designed to optimize the opinion target extraction task in multiple cycles and this 
method has proven worthwhile which will be shown later in the paper. 

3   Opinion Target Network 

3.1   Formalism 

The opinion target network is a two-layer graph GOTN defined as follows, 

, ; , ;OTN COM COM ATT ATTG V E V E EΘ=< >  

where VCOM and VATT represents component node set and attribute node set, respec-
tively; ECOM and EATT denotes component edge set and attribute edge set, respectively; 
EΘ denotes the set of edges that connect component nodes and attribute nodes. Note 
that the edges are all directed, which point from the subsequent atom opinion target to 
the antecedent atom opinion targets. Opinion target network follows the two-layer 
architecture and the edges bridging components and attributes are of peculiar interest. 
Meanwhile, paths in the opinion target network forms compound opinion targets and 
often discloses opinion target patterns.  

Note that a node within the opinion target network is a synset, which covers all al-
ternative names of the component or attribute. In this work, synsets for attributes are 
extracted from HowNet [7] while those for components are extracted from the Opin-
mine corpus [8]. 

3.2   An Illustrative Case 

An illustrative opinion target network is given in Figure 1. 
In this case, the nodes on the component layer, i.e. DC, lens, button and shuttle, are 

component atom opinion target synsets, and the paths, e.g. lens of DC, shuttle of lens, 
button of lens and button of panel, are compound opinion targets. 

On the attribute layer, the node scale is the root attribute, which is used for catego-
rization purpose. The nodes, i.e. price, voice and speed are attribute synsets, and the 
edges merely reflect the categories they belong to. Normally, there is no edge between 
sibling nodes, e.g., voice of speed is not a valid attribute. Thus, the attribute layer 
forms a tree.  
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Fig. 1. An illustrative opinion target network for digital camera (DC) contains a component 
layer and an attribute layer 

Note that it is beyond the scope of this work to investigate the semantic relation 
that each edge in the component layer represents. The edges are just naturally created 
based on opinion target patterns that some atom opinion target follows to form com-
pound opinion target. 

3.3   The Advantages 

Three advantages of opinion target network have been found. (i) The inference ability 
comes into being as seeds become cohesive and patterns effective. With atom opinion 
target synsets and opinion target patterns, hundreds of opinion target candidates can 
be inferred. This greatly helps to improve coverage of the opinion target extraction 
method. (ii) The opinion target network created by our opinion target extraction 
method reveals some interesting information. The opinion target network shows that, 
in real reviews, attributes and components must work with each other in order to form 
opinion targets. Another finding is that the core part of opinion is the attribute, which 
contacts opinion keyword explicitly or implicitly. These findings help understand how 
opinion is formed. (iii) Synsets in opinion target network help find concepts, and 
patterns within the component layer disclose part-of semantic relations. We assume 
that the opinion target network may help to construct domain-specific ontology  
automatically. 

4   Opinion Target Extraction 

4.1   The General Workflow 

Overall, our opinion target extraction method comprises two major parts, i.e. gener-
alization and propagation, and executes in a bootstrapping manner (see Fig.2). 

In the workflow, the annotation review corpus provides the initial compound opin-
ion target set for generalization and propagation. After the first cycle, more compound 
opinion targets are extracted from the raw review corpus. Then after a few cycles, size 
of the compound opinion target set starts to stabilize and the opinion target extraction 
task is deemed accomplished. 
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Fig. 2. Workflow for construction of the opinion target network 

In the generalization algorithm, compound opinion targets are first resolved into 
atom opinion targets, referred to as atomization process.  Then atom opinion targets 
are classified into components and attributes, referred to as classification process, and 
are further assigned proper synset labels, referred to as clustering process. Finally, 
opinion target patterns are generalized from the compound opinion targets, referred to 
as patternization process. In the propagation algorithm, synsets and patterns are ap-
plied on raw review corpus to find compound opinion targets. 

Note that in every cycle, parsers should be updated with newly obtained atom opin-
ion targets so that atom opinion targets would be considered normal words in lexical 
analysis and dependency parsing. 

4.2   Generalization 

The generalization algorithm seeks to extract atom opinion targets from compound 
opinion targets, then to classify atom opinion targets to components and attributes, 
and then to find the synset label that every new atom opinion target carries, and fi-
nally to generate opinion target patterns from the compound opinion targets.   

Atomization 
Atom opinion targets are extracted based on degree of cohesion and degree flexibility 
degree. The cohesion degree is obtained by calculating the point-wise mutual infor-
mation [4]. 
The flexibility degree of word W is calculated as follows, 
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where NL denotes the set of neighboring words to the left, NR is the set of neighboring 
words to the right. The function NL(x) returns number of unique left-neighboring 
words, and NR(x) returns those of right-neighboring words. It can be seen from Equa-
tion (2) that flexibility degree reflects flexibility from both sides. We select the words 
as atom opinion targets if cohesion degree and flexibility degree both satisfy empiri-
cal thresholds, which are obtained in our experiments. 
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Classification 
A probabilistic classifier is designed to recognize components and attributes consider-
ing the following two features. 

(1) Average Edit Distance (dAVG) 

Average edit distance measures string similarity which is calculated as follows, 

1
( | ) ( , )

i
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i

x X

d t X d t x
X ∈

= ∑  (2)

where t denotes the to-be-classified atom opinion targets, X={xi} represents atom 
opinion targets set of component or attribute, |X| represents size of set X and d(t, xi) is 
the function to measure edit distance between t and xi. With Equation (2), we are able 
to calculate how likely it is for an atom opinion target to be from component set C or 
attribute set A. 

(2) Overall Position Tendency (tOVA). 

Overall position tendency measures how likely an atom opinion target is to be a com-
ponent or an attribute according to position heuristics. In certain language, the attrib-
utes tend to appear at the end of compound opinion targets. So, the overall position 
tendency is calculated as follows, 

( , )
( )

( , )
OVA count t A

t t
count C t

=  (3)

where count(t, A) returns number of compound opinion targets in which t appears 
before the attributes, and count(C,t) returns number of compound opinion targets in 
which t appears after the components. 

Note that the initial component and attribute sets are extracted from annotation re-
view corpus. To improve coverage, we extract human-compiled attribute words from 
WordNet and HowNet. Finally, atom opinion target can be classified as component or 
attribute by simply comparing dAVG and tOVA. 

Clustering 
To assign synset labels to every new atom opinion target, we first apply k-means 
clustering algorithm to group the atom opinion target set into a few clusters. Then we 
adjust parameters to find a cluster that satisfies the following two conditions:  

(i) The cluster contains more than three atom opinion targets carrying same  
synset label;  

(ii) The cluster contains at least one new atom opinion targets. 

Once such a cluster is found, the atom opinion targets with unknown synset label are 
considered synonyms of the other atom opinion targets. This updates the atom opinion 
target set. We repeat the clustering process until no unknown atom opinion targets can 
be assigned any synset label. The following two features are considered in atom opin-
ion target clustering. 
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(1) Opinion words neighboring the atom opinion targets in the raw review sen-
tences.  

(2) Edit Distance between unknown atom opinion targets and known ones. 

There must be some unknown atom opinion targets that cannot be assigned any synset 
label. We run the clustering algorithm merely on these unknown atom opinion targets 
and attempt to find new synsets. A new synset is created if one cluster is found satis-
fying the following two conditions. 

(i) The cluster contains more than three atom opinion targets. 
(ii) Number of atom opinion target occurrences is over three on average for this 

cluster.  

Now a synset label should be selected for the new synset. We choose the atom  
opinion target with most occurrences. 

After the above procedure, there might still be some atom opinion targets with  
unknown synset label. These atoms could be catered for in the next iteration. 

Patternization 
The opinion target patterns follow regular expressions of the form 

* * *{ } { { } }  c cA string B , 

where Ac and Bc represent constant synset labels for the atom opinion target; string is 
constant in the pattern. For example, we have a pattern color of image. In this pattern, 
image is the synset label named after image, color the synset label named after color, 
and of the pattern string. 

4.3   OTN Update 

Once new atom opinion targets and new opinion target patterns are found, we create 
nodes and/or edges in the OTN. Note that no node will be created if a new atom opin-
ion target carries known synset label. New edges should be drawn when new opinion 
target patterns are found. 

4.4   Propagation  

The propagation algorithm aims to extract unknown opinion targets with OTN. To do 
so, the algorithm first makes use of OTN as well as dependency parsing tool to infer 
the opinion target candidates. Then the raw review corpus is used to filter out false 
candidates. 

Inference with Opinion Target Network  
OTN is capable of inferring new opinion targets with atom opinion targets and opin-
ion target patterns. In other words, if an edge exists between atom opinion target syn-
sets A and B, combinations between atom opinion targets in synset A and in synset B 
probably exist. Based on this assumption, a large number of opinion target candidates 
can be inferred. 
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This assumption might lead to false candidates. To filter them, we apply sequence 
confidence measure on the raw review corpus to estimate how likely atom opinion tar-
get A appears before atom opinion target B. Given that a candidate X contains N atom 
opinion targets, i.e. {Ai}i=1,…,N, the sequence confidence (SC) is calculated as follows, 

2

( , )
( )  i j

i j N

count A A
SC X

C<

=∑  (4)

where count(Ai, Aj) denotes number of occurrences of Ai, before Aj, and 2
NC  is the 

number of binary combinations. An empirical threshold for sequence confidence is set 
in our experiments. 

Inference with Dependency Relations 
OTN helps to find new atom opinion targets but new synset can hardly be detected. 
To boost propagation ability, we further adopt dependency parsing tool to find un-
known atom opinion targets that the patterns fail to cover. In real reviews, known 
atom opinion targets may syntactically depend on some words or vice versa. We fol-
low the dependency relations to find atom opinion target candidates. To make the 
dependency-based propagation reliable, we setup the following constraints: 

(1) No more than four dependency relations, i.e. ATT (modifying), COO (coor-
dinating), QUN (numbering) and DE (DE structure1).  

(2) Atom opinion target candidates should adjoin the known atom opinion tar-

gets accept when a conjunction or 的(de0) appears in the middle.  
(3) An atom opinion target candidate is not adjective or pronoun.  

Experiments show that inference with dependency relations does help to find high 
quality atom opinion targets that carry unknown synset labels. 

4.5   Bootstrapping  

The bootstrapping algorithm dispatches the generalization and propagation algorithm 
and updates the opinion target network in multiple cycles. The incremental learning 
process terminates when the opinion target network is stabilized. In other words, 
when no new atom opinion target or pattern is extracted any longer. This goal can be 
achieved in a few cycles. 

5   Evaluation 

5.1   Setup 

Two corpora are used in our work. Opinmine corpus [8] contains 8,990 human-judged 
opinions on digital camera. The raw review corpus contains 6,000 reviews in the same 
domain. We divide Opinmine corpus into training set and test set evenly and adopt 
precision (p), recall (r) and f-1 score (f) in this evaluation.  
                                                           
1 In Chinese DE structure refers to the clause that contains 的(de0, of). 
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We apply HIT Language Technology Platform [9] for Chinese word segmentation 
and dependency paring. 

5.2   Experiments 

Baseline Method  
The baseline method is defined as the one that uses human-compiled opinion targets 
as seeds. To find more opinion targets, similar dependency relations and rules are also 
considered. The intention is to prove necessity and effectiveness of OTN for the opin-
ion target extraction task. The fundamental difference is that OTN views atom opin-
ion targets as seeds. 

Our Method 
Our method is described in Section 4. The thresholds in our method are determined 
empirically, e.g., threshold for cohesion degree is set as 0.001, for flexibility degree as 
0.333, and that for sequence confidence as 0.8. The thresholds are configured based 
on parameter optimization. 

Results 
Providing no generalization ability, the baseline method finishes in one cycle. Our 
method concludes in eight cycles. Experimental results are shown in Fig.3. 

 

Fig. 3. Experimental results on precision (p), recall (r) and f-1 measure (f) of the baseline 
method (BL) and our method in eight cycles 

5.3   Discussions 

Two comparisons are done based on the experimental results. Firstly, we compare our 
method in the cycle C1 against the baseline method. Our method outperforms the 
baseline by 0.051 on f-1 score, in which recall is improved by 0.085 while the loss of 
precision was an insignificant 0.014. This proves that OTN is necessary and suitable 
for the generalization and propagation algorithms to improve recall without signifi-
cant loss of precision. 

Secondly, we compare our method against the baseline in terms of final perform-
ance. Our method outperforms the baseline by 0.117 on f-1 score, in which recall is 
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improved by a huge 0.239 with loss of precision of 0.063. This reveals enormous 
significance of the bootstrapping process. 

To understand how the bootstrapping process contributes, we present statistics on 
component set, attribute set, compound opinion target set and opinion target pattern 
set for every cycle in Table 1. 

Table 1. Size of component (COM) set, attribute (ATT) set, compound opinion target (COT) 
set and opinion target pattern (OTP) set for the cycles. Note that cycle C0 refers to the human 
annotation phase 

Cycle COM ATT COT OPT 
C0 – – 978 – 
C1 213 84 13898 294 
C2 324 84 22706 5008 
C3 476 100 28434 6902 
C4 636 132 34519 7601 
C5 803 148 41306 8159 
C6 942 180 46161 8817 
C7 1133 223 48917 9027 
C8 1291 254 51742 9077 

It is shown in Table 1 that component set, attribute, compound opinion target and 
opinion target pattern sets are all extended in every cycle, in which the compound 
opinion target set is extended to the largest extent. Another observation is that the 
extension tends to converge in five cycles. Then we review Table 1 and Fig.3 at the 
same time. We find that with extension of the above sets, performance of our method 
tends to converge. The above observations reveal that the cycles are limited and the 
bootstrapping process may finally produce an optimal performance of our method. 
This proves that OTN is reasonable and effective. 

6   Conclusions 

Two issues are addressed in this paper. First, the opinion target network is proposed 
to manage synsets of atom opinion targets as nodes in two layers and the atom opin-
ion targets interact with each other via paths that represent opinion target patterns. 
Second, an OTN-based opinion target extraction method is presented to extract 
opinion targets from raw reviews via generalization and propagation in multiple 
cycles. The experimental results show the OTN is necessary and suitable for the 
generalization and propagation algorithms to improve overall performance in lim-
ited cycles. 

This work is still preliminary and future work is planned as follows. Firstly, we  
intend to refine the OTN-based opinion target extraction method further in pattern 
generation. Secondly, we intend to conduct more experiments to evaluate how our 
method fits other domains such as mobile phone, movie and hotel scenarios. 



350 Y. Xia, B. Hao, and K.-F. Wong 

Acknowledgement 

Research work in this paper is partially supported by NSFC (No. 60703051), MOST 
(2009DFA12970) and Tsinghua University under the Basic Research Foundation (No. 
JC2007049). We thank the reviewers for the valuable comments. 

References 

1. Ghani, R., Probst, K., Liu, Y., Krema, M., Fano, A.: Text mining for product attribute ex-
traction. SIGKDD Explorations Newsletter 8(1), 41–48 (2006) 

2. Hu, M., Liu, B.: Mining opinion features in customer reviews. In: Proc. of AAAI 2004,  
pp. 755–760 (2004) 

3. Hu, M., Liu, B.: Opinion Extraction and Summarization on the Web. In: Proc. of AAAI 
2006 (2006) 

4. Popescu, A., Etzioni, O.: Extracting product features and opinions from reviews. In: Proc. 
of HLT-EMNLP 2005, pp. 339–346 (2005) 

5. Kobayashi, N., Inui, K., Matsumoto, Y.: Extracting Aspect-Evaluation and Aspect-Of Rela-
tions in Opinion Mining. In: Proc. of EMNLP-CoNLL 2007, pp. 1065–1074 (2007) 

6. Xia, Y., Xu, R., Wong, K.-F., Zheng, F.: The Unified Collocation Framework for Opinion 
Mining. In: Proc. of ICMLC 2007, vol. 2, pp. 844–850 (2007) 

7. Dong, Z., Dong, Q.: HowNet and the Computation of Meaning. World Scientific Publish-
ing, Singapore (2006) 

8. Xu, R., Xia, Y., Wong, K.-F.: Opinion Annotation in Online Chinese Product Reviews. In: 
Proc. of LREC 2008 (2008) 

9. Ma, J., Zhang, Y., Liu, T., Li, S.: A statistical dependency parser of Chinese under small 
training data. In: Proc. of Workshop: Beyond shallow analyses-formalisms and statistical 
modeling for deep analyses, IJCNLP 2004, pp. 1–5 (2004) 



G.G. Lee et al. (Eds.): AIRS 2009, LNCS 5839, pp. 351–362, 2009. 
© Springer-Verlag Berlin Heidelberg 2009 

Automatic Search Engine Performance Evaluation with 
the Wisdom of Crowds∗ 

Rongwei Cen, Yiqun Liu, Min Zhang, Liyun Ru, and Shaoping Ma 

State Key Laboratory of Intelligent Technology and Systems, 
Tsinghua National Laboratory for Information Science and Technology, 

Department of Computer Science and Technology, Tsinghua University, Beijing, China 
crw@mails.tsinghua.edu.cn 

Abstract. Relevance evaluation is an important topic in Web search engine re-
search. Traditional evaluation methods resort to huge amount of human efforts 
which lead to an extremely time-consuming process in practice. With analysis 
on large scale user query logs and click-through data, we propose a perform-
ance evaluation method that fully automatically generates large scale Web 
search topics and answer sets under Cranfield framework. These query-to-
answer pairs are directly utilized in relevance evaluation with several widely-
adopted precision/recall-related retrieval performance metrics. Besides single 
search engine log analysis, we propose user behavior models on multiple search 
engines’ click-through logs to reduce potential bias among different search en-
gines. Experimental results show that the evaluation results are similar to those 
gained by traditional human annotation, and our method avoids the propensity 
and subjectivity of manual judgments by experts in traditional ways. 

Keywords: Performance evaluation, click-through data analysis, Web search 
engine, the wisdom of crowds. 

1   Introduction 

How to evaluate the performance of search engines promptly, accurately and objec-
tively, is of vital importance for Web search users, online advertisers and search en-
gine system engineers. The evaluation of information retrieval (IR) systems, which is 
the procedure of assessing how well a system satisfies user information requirements 
[19], is one of the most important research topics in IR research field. As noted by 
Saracevic [15], “Evaluation became central to R&D in IR to such an extent that new 
designs and proposals and their evaluation became one.”  

Kent et al. [10] was the first to propose the criterion of relevance and the measures 
of precision and relevance (later renamed recall) for evaluating IR systems. While 
most current IR evaluation researches, including the famous workshop TREC (Text 
Retrieval Conference), are based on the Cranfield methodology [4]. A Cranfield-like 
                                                           
∗  Supported by the Chinese National Key Foundation Research & Development Plan 

(2004CB318108), Natural Science Foundation (60621062, 60503064, 60736044) and National 
863 High Technology Project (2006AA01Z141). 
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approach is based on a query set and corresponding answers (called qrels). Queries in 
the query set are processed by an IR system. Then results are compared with qrels 
using evaluation metrics. Finally, the performance of the IR system is represented in 
the value of the relevance metrics. 

The annotation of qrels for a query set is usually the most difficult part in IR sys-
tem evaluations. Manual assessment is such a time-consuming task that Voorhees 
[19] estimated that about nine person-months is required to judge one topic for a col-
lection of 8 million documents. For the task of search engine performance evaluation, 
the content of Web is significantly larger than TREC-based corpuses, and real time 
character is of vital importance for engineering concerns. Therefore, the evaluation 
method should not be one in which lots of human efforts are involved. 

Recently, the wisdom of crowds is paid much attention to in the area of Web re-
search (eg. [6][9]). This paper focuses on inferring implicit preference of Web search 
users by observing their querying and clicking behavior and the wisdom of crowds is 
used to evaluate the performance of Web search engines reliably and timely. 

The contributions of the paper are: 

1. A framework of automatic search engine evaluation is proposed, which is based 
on click-through data analysis and estimate the performance reliably and timely. 

2. An automatic qrel annotation algorithm is designed to annotate Web search que-
ries with user behavior analysis. 

3. A user behavior model (called Multiple Click-through Rate model, MCTR) 
which combines user behavior information from multiple search engines is proposed 
to reduce potential bias in information collected from a single search engine. 

2   Related Work 

Several attempts have been made towards automatic IR system evaluation to tackle 
difficulties related to manual assessment. Some of methods avoid manual assessments 
by adopting pseudo-relevance feedback information. Soboroff et al. [17] randomly 
selected a subset of documents from the results of each topic as relevant documents. 
Nuray and Can [12] made similar attempts by selecting documents with the highest 
RSV values from the result pool as relevant documents. While these methods bypass 
manual assessment, they have to compromise the loss of the accuracy and reliability 
because pseudo-relevance feedback cannot provide reliable relevance judgment. 

Oard and Kim [13] were among the first to model Web users’ information acquisi-
tion process by behavior analysis. They presented a framework for characterizing 
observable user behaviors in order to understand the underlying behavior goals and 
the capability scope provided by information systems. Later, through the eye-tracking 
equipments, Joachims et al. [8] pointed out that clicks reflect relative relevance of 
queries and results. In 2006, Agichtein et al. [1] proposed an idea of aggregating in-
formation from many unreliable user search session traces instead of treating each 
user as a reliable “expert” and pointed out that user behaviors were only probabilisti-
cally related to relevance preferences. Dou et al. [9] studied the problem of using 
aggregate click-through logs, and found that the aggregation of a large number of user 
clicks provided a valuable indicator of relevance preference. 
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Different from the previous work, our approach assesses the relevant documents by 
employing the click-through data of statistically significant users in real Web search 
settings. Hence, rather than manually judged by few experts, our assessment is deter-
mined by thousands even millions concerned users, robust to the noise inherently in 
individual interactions. A Cranfield-like evaluation framework is constructed to 
evaluate the performance of search engines automatically with the wisdom of crowds. 

3   Automatic Web Search Engine Evaluation Framework 

As outlined in the introduction, our evaluation method measures an engine's quality 
by examining users’ querying and clicking behavior extracted from real world search 
logs. The general process is similar to the Cranfield-like approach in the adoption of a 
query topic set and corresponding answers (qrels). But both the topic set and the an-
swer set are generated automatically according to user click-through logs.  

An advantage of adopting the Cranfield-like framework is that there is no need to 
design new evaluation metrics. Existing metrics such as MAP, MRR, P@N and Bpref 
have been used in the evaluation of IR systems for a long time and lots of research 
work is based on them. Once the topic and qrel sets are generated automatically, 
Cranfield approach is a better choice than adopting new architectures and metrics. 

 

Fig. 1. The framework of the automatic search engine evaluation method 

The flow chart of our automatic evaluation framework is shown in Fig. 1. First, 
click-through logs are pre-processed and several user-behavior features are extracted. 
These features are then adopted in query selection, classification and annotation steps. 
Queries are sampled and grouped into two categories, navigational type and informa-
tional type, because their qrels are annotated with different strategies and their per-
formance is evaluated using different metrics. After annotating relevant documents 
respectively, search engines’ result of these queries are crawled and extracted.  
Finally, traditional Web IR evaluation metrics are used to assess the performance of 
search engines by comparing their result lists and the automatic annotated answers. 

Data Cleansing and Feature Extraction 

Query Selection 
& Classification

Informational Type 
Query Annotation

Navigational Type 
Query Annotation 

Search Engine Result Crawling 

Performance Evaluation with Metrics

Search Engine Click-through Logs 
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4   Query Set Construction 

How to construct a suitable query set is challenging for Cranfield-like evaluation 
methods. For traditional methods such as those adopted in TREC, query topic sets are 
developed by assessors or participants. Sometimes, queries are selected from search 
engine query logs by human efforts but the query set usually contains no more than 
several hundred query topics. 

For the evaluation purpose, we construct a query set representing the information 
needs of Web users. Since our qrel annotate method needs to aggregate a reasonable 
number of user clicks to provide a valuable indicator of relevance and we cannot 
extract the reliable relevance preference from an individual click, we select queries 
with a number of user requests to construct the query set from click-through data. 

After the query set is constructed, the information need of each query should be 
annotated automatically. According to Broder [2] and Rose et al. [14], there are three 
major types of Web search queries: navigational, informational and transactional. For 
evaluation purposes, these three query types should be treated respectively. MRR 
(Mean Reciprocal Rank) is adopted in the evaluation of navigational queries. For both 
informational and transactional queries, there is usually more than one correct answer. 
Mean average precision (MAP) and precision at top N documents (P@N) are there-
fore used in evaluation of these two types of queries. Because transactional queries 
use the same metrics with informational ones, we use “informational query” instead 
of “informational and transactional query” in the latter part of this paper. 

Because different metrics should be adopted according to queries’ types, we have 
to classify user queries into navigational and informational categories. In this paper, 
we adopt the classification method proposed in [11]. In that paper, two new user be-
havior features, nCS and nRS, were proposed based on user click-through logs, and 
the decision tree learning algorithm was adopted to identify the types of queries 
automatically. 

5   Qrels Annotation with User Behavior 

The most important step in our evaluation method is automatic qrel annotation. Web 
search user interaction with search engines is noisy and we cannot treat each user as 
an “expert”. Therefore, not all clicks are related to relevance preferences which 
should be derived from massive user click logs using statistics strategy. 

5.1   The Feature of Click Distribution 

Click-through logs provide detailed and valuable information about users’ interaction 
with search engines. Based on previous studies [8][9], we have the intuitive idea that 
one result with a large number of clicks might be more relevant to the query than the 
one with less clicks probabilistically. 

We defined the number of clicks on result d for query q, N(d|q), and the probability 
that d is relevant to q, P(d is relevant to q), then we have the following assumption: 

Assumption 1. If N(d1|q) > N(d2|q) , then P(d1 is relevant to q)> P(d2 is relevant to q) 
for query q. 
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Assuming that we have a search query q, assumption 1 says that a single click on a 
document d does not mean d is relevant to q absolutely. However, if d1 is clicked M 
times and d2 is clicked N (M>N) times by users who propose q, d1 may be more rele-
vant to q than d2 probabilistically. 

Due to different queries with different frequency of user visits, we normalize 
N(d|q) as CTR(d|q) (Click-through Rate) for query q: 

( | )
( | )

( | )
i

id

N d q
CTR d q

N d q
=
∑

 . (1)

According to Joachim’s work [8], the assumption 1 does not hold well, and the rank 
bias shows that the results at top positions have more chance to be viewed and 
clicked. Fig. 2 shows the relevance precision of query-doc pairs with different CTR 
values. From the figure, we can know that the relevance precision of pairs with large 
CTR values higher than the ones with lower CTR values, and it indicates that the pairs 
with large CTR values is more likely to be relevant in a probabilistic notion. 
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Fig. 2. The relevance precision of query-doc pairs with different CTR values 

5.2   Multiple Click-Through Rate (MCTR) Model 

Due to differences in crawling, indexing and ranking strategies, search engines may 
return completely different results for a same query. In addition, the quality of the 
summarizations or snippets of results is a factor to affect user’s click behavior. Hence, 
users may click different result pages using different search engines. 

For example, Fig. 3 shows the click distributions of one sample query in four dif-
ferent Chinese search engines (referred to as SE1, SE2, SE3 and SE4). We collected 
ten of the most-frequently clicked result from each of these four engines and con-
structed a result pool which contained 27 unique pages. The “Click Distribution” axis 
is the CTR value of result pages and the curves show the different click distributions. 
Meanwhile, each point on the “Clicked Pages” axis represents one click result. Ac-
cording to Fig. 3, we note the discrepancy of user clicks in different engines and find 
that no search engine covers all these 27 pages. For instance, most of the clicks in 
SE1 focus on the 1st clicked page, while SE2 focuses on the No.3 and No.10. 
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Fig. 3. Click distributions of a sampled query in different search engines 

Since click distributions in different search engines are discrepant and biased to the 
search engine of itself, the relevance information of single search engine logs is not 
able to be used directly. It is not reasonable to use click-through data from one single 
search engine for assessing another search engine. There may be some strategies to 
decrease or prevent the bias and shortcomings, and comprehensive utilization of user 
behavior from multiple search engines is one of these accessible ways. We give the 
second assumption here:  

Assumption 2. The click-through data from multiple search engines are more  
informational. 

Now, we see that it is important to extract and combine user behavior information 
from multiple search engines to get a more reliable and complete result set for each 
query. However, there remains a problem, how to exploit user interaction information 
from multiple engines. Different search engines have different market shares and user 
visits. If click-through logs are aggregated simply, there would be biased to the search 
engines with relatively larger user visits. Therefore, we propose a model of integrat-
ing user behavior information based on click distributions of individual search en-
gines to generate multiple click distribution. To our best knowledge, there are no 
studies about click-though data of multiple search engines. 

In section 5.1, we mentioned the CTR feature normalized in probability, which is 
seen as a probability function to approximate the probability that a click locates ran-
domly on a result document. Supposing that there is a virtual meta-search engine 
which integrates all search engines’ results, a similar probability function is adopted 
to characterize the click-through information from multiple search engines. This vir-
tual engine indexes more Web data than any subsistent search engines, has lower bias 
to single search engine, and gathers more accurate user behavior information. 

The user click-through information is characterized as a triple <q, d, MCTR> ex-
pression, where q is a submitted query, d is a click result, and MCTR is a multiple 
click-through rate with integrating click distributions from single search engines. 
Since MCTR (d|q) is a probability distribution function, it follows some probability 
principles and is rewritten as Pi(d|q), which means the probability that a click locates 
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randomly on a result d giving query q. According to the full probability distribution, 
the equation is constructed as follows: 
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where Pi(d|sej,q) is the probability of clicking d given q on search engine sej, equaling 
to the CTR value of result d for query q on engine sej. Pi(sej|q) is the probability 
weight of search engine sej for query q and we use Bayes theorem and maximum 
likelihood estimation method to rewrite it as: 
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where, Pi(q) is the proportion of queries submitted by users in whole Web search, 
which is regarded as a constant value for query q. Pi(sej) is considered as the prob-
ability weight of search engine sej, which is difficult to be estimated. Pi(q|sej) is  
described using the proportion of user sessions of query q to ones of all queries for 
engine sej. Combining expressions (2) and (3), we obtain: 
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After normalized by all Pi(d|q) for all documents, we have the following formula: 
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This means that MCTR of each result d for query q is able to be achieved from CTR of 
single search engines with some additional user session information. 

5.3   Automatic Qrel Annotation for Query Set 

According to [16], users only view or click a few top-ranked pages of the result list. 
Therefore, it is difficult for an evaluation method to find all search target pages for 
submitted queries. In order to solve this problem, pooling technology [3][18]  
supposes that only the documents in the result pool are relevant. Similar to this as-
sumption, we assume that relevant Web pages should appear in search engines’ result 
lists and be clicked by users. In our experiments, we only care whether the results 
annotated by our method are really qrels. 

For informational queries, there is a set of frequently-clicked results, due to the fact 
that informational queries don’t have a fixed search target. A search engine may re-
turn several related results, and users click some of them according to their informa-
tion needs. In Section 5.1 and 5.2, the CTR and MCTR features are described to reveal 
the relative relevance of clicks statistically based on two assumptions. According to 
the relative relevance, queries are able to be annotated and the most relative relevant 
pages are regarded as the results of corresponding queries. We give the third assump-
tion here: 
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Assumption 3. Search target pages for a corresponding query are several results 
with the largest CTR or MCTR values. 

According to this assumption, the annotation process is described as follows: 

Algorithm 1. Query annotation with CTR or MCTR 

1:For a given query q in the Query Set and its clicked result list r1, r2, …, rM 

2:R1 ,…, RM = Sort r1, r2, …, rM according to CTR or MCTR; 
3:FOR (i=1; i<=N; i++) 
4:    IF Ri < T or i=N 
5:        Annotate q with R1 ,…, Ri-1 

6:        EXIT 
7:    END IF 
8:ENDFOR 
9:q cannot be annotated. 

In the annotation process, there are two parameters: T and N. T is used as a lower 
limit for that each target page has sufficient CTR or MCTR value to guarantee the 
annotating accuracy. N is used as an upper limit for the qrels numbers of queries. The 
choice of T and N selects the tradeoff between recall and relevant reliability. 

For navigational queries, there is a fixed search target and the purpose of the query 
is to reach a particular Web page. For most navigational request, the target is unique. 
Therefore, the result R1, which is the most frequently clicked in search engines’ result 
set, is likely to be the correct answer probabilistically. Thus, navigational queries are 
considered as special cases of informational queries and we use the process described 
in Algorithm 1 to annotate navigational queries by setting N to 1. 

When the search engines failed to return correct answers in result lists, it is almost 
impossible for users to click those answers and as such the annotation process return 
“q cannot be annotated”. 

6   Experiments and Results 

6.1   Experiment Settings 

With the help of a popular commercial Chinese search engine, click-through logs of 
four most frequently-used Chinese search engines were collected from October 1st to 
November 20th, 2008. These click-through logs (recording altogether 53,367,427 
querying and clicking events, about 33.0M, 9.4M, 9.0M and 1.9M respectively) were 
applied in our evaluation experiment. The four search engines are referred to as SE1, 
SE2, SE3 and SE4. 

In order to verify the reliability of the proposed qrel annotation method and user 
behavior model, we first performed experiment to examine the correctness of the 
automatically-annotated qrels. After that, effectiveness of our evaluation method was 
examined by comparison with manual-based evaluation results. 

As for the manual annotation process, we had three product engineers to work as 
assessors. All of them are familiar with search engine products and is able to estimate 
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user information needs according to context of queries. The correctness of their anno-
tation was also examined by co-checking each other’s judgment results and the final 
labeling results were determined by the majority opinion of assessors. 

6.2   Qrel Annotation Experiments 

With the query set construction strategy proposed in Section 4, we randomly selected 
7000 queries from query logs to evaluate search engines’ performance. After auto-
matic classification and annotation, our methods successfully annotated 5996 queries 
with qrels (the others were regarded as “cannot be annotated” by algorithm 1). 
Among these queries, 1225 are navigational and the rest are informational. 

Annotation of Navigational Queries 
One qrel was automatically annotated to each of these navigational queries using the 
algorithm 1 with setting N to 1, and the results were compared with manual annota-
tion. Table 1 shows the consistent and inconsistent results number. 

Table 1. The number of consistent and inconsistent annotation results 

#(navigational query) #(consistent results) #(inconsistent results) 
1225 1093 (89.2%) 132 (10.8%) 

The inconsistent results are mainly caused by two reasons, and most of these in-
consistent queries meet users’ information need in real world scenario: 

[1] When people refer a certain Web site with its name, it is not necessarily that 
they want to visit the homepage. For example, the query “163” is annotated with 
http://mail.163.com/ instead of http://www.163.com/ with our method. The reason is 
that http://mail.163.com/ is the most famous free e-mail service provider in China. 
People are more likely to visit this site to get free mail service rather than navigating 
the main Web site. Therefore, most users who query “163” visit the mail sub-site and 
the wisdom of crowds annotates the frequently visited URL as the qrel. For this kind 
of queries, we believe that the automatically-annotated answer is more suitable than 
the manual ones because it meets users’ information need more closely. 

[2] There are also several cases in which the automatically-annotated qrels are not 
so suitable. Some of these wrongly-annotated cases are due to query-type misclassifi-
cation. These queries are then reclassified as informational ones. Other problems are 
caused by mirror sites, which mean our algorithm annotates a certain URL but the 
assessors considers a different URL with the same content.  

Annotation of Informational Queries 
In our experiments, altogether 4771 informational queries were sent to be annotated 
and assessors were asked to check the correctness of annotation results. 1000 (about 
21%) queries were selected by random sampling and labeled by assessors. 

Fig. 4 compared the precision of qrels annotated by MCTR and CTR of four search 
engines. We find that the proposed MCTR strategy from multiple search engines has 
better performance than the CTR strategies from individual search engines. 
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Fig. 4. Precision of Qrels annotated by MCTR and CTR strategies of four search engines 

In order to verify the reliability of our automatic method, we compared our 
method’s annotation results with those of human assessors. The annotated results of 
our method and all three assessors were checked with a cross validation method. In 
Table 2, the result annotated by a certain assessor was used to evaluate another asses-
sor’s or our automatic method’s performance. The results in Table 2 show that human 
assessors do not agree with each other totally. The results of our automatic method are 
similar to that of assessors. With assessor 2’s annotation results as the correct answer, 
the precision of assessor 3’s annotation is about 92.2%, while our method gains a 
precision of 88.6%, which means the automatic annotated results are close to the one 
of assessor 3’s using assessor 2’s results as the correct answer. 

Table 2. Comparison between automatic annotation results and manually annotated ones 

 Assessor 1’s results as  
the correct answer 

Assessor 2’s results as  
the correct answer 

Assessor 3’s results as 
the correct answer 

Assessor 1 1 0.953 0.956 
Assessor 2 0.966 1 0.925 
Assessor 3 0.989 0.922 1 
Our method 0.880 0.886 0.858 

6.3   Performance Evaluation Results 

With the query set constructed according to the descriptions in Section 4 and the qrel 
set annotated in Section 5, search engine performance was evaluated with traditional 
IR metrics. MRR (Mean Reciprocal Rank) and P@10 (precision of the top 10 docu-
ments) were used for evaluating navigational and informational type queries, sepa-
rately. Besides that, MAP (Mean Average Precision) was adopted in both query 
types’ evaluation processes. 

In Fig. 5(a), MAP values equal to MRR because queries are all navigational and 
annotated with one correct answer only. The differences in MAP between Fig. 5(a) 
and (b) reveal that search engines have better performance while processing naviga-
tional type queries than informational ones. This conclusion accords with previous 
studies in [5][7]. 
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Fig. 5. Automatically Performance Evaluation of four commercial search engines (a: perform-
ance of navigational type queries; b: performance of informational type queries) 

6.4   The SearchE System 

A demo called SearchE System (http://searchE.thuir.cn/) is constructed to evalu-
ate online commercial search engines based on the framework and MCTR model 
proposed in this paper. It collects click-through information of multiple search 
engines, generates query set, annotates them with MCTR, collects results from 
online search engines, and show evaluation results on the Web. The performances 
of these search engines and top queries with corresponding results are provided 
every day. 

7   Conclusions and Future Work 

In this paper, we introduced an automatic method to evaluate the Web search engines' 
performance with the wisdom of crowds. It involves a statistically significant number 
of users for unbiased assessment, is robust to the noise in individual interactions and 
evaluates the performance reliably and timely. 

First, we proposed a framework of automatic performance evaluation for Web 
search engines. It is a Cranfield-like approach based on users’ click-through behavior 
information. Second, the method of large scale query set construction was introduced 
and queries were classified into informational and navigational categories automati-
cally. Third, qrel annotation algorithm was described to annotate queries. The MCTR 
strategy combined user behavior information from multiple search engines. 

Experimental results show that most of the qrels are annotated correctly and auto-
matic evaluation results are highly correlated with manual-based evaluation results. 
By this approach, different with traditional, automatic search engine evaluation based 
on large scale queries for real world is easy to conduct. 

Future study will focus on the following aspects: How much click-through data is 
needed for a reliable and efficiency evaluation method?  How to improve the evalua-
tion reliability using more user behavior except click-through data? 
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Abstract. Traditional clustering algorithms often suffer from model misfit 
problem when the distribution of real data does not fit the model assumptions. 
To address this problem, we propose a novel clustering framework based on 
adaptive space mapping and rescaling, referred as M-R framework. The basic 
idea of our approach is to adjust the data representation to make the data distri-
bution fit the model assumptions better. Specifically, documents are first 
mapped into a low dimensional space with respect to the cluster centers so that 
the distribution statistics of each cluster could be analyzed on the corresponding 
dimension. With the statistics obtained in hand, a rescaling operation is then 
applied to regularize the data distribution based on the model assumptions. 
These two steps are conducted iteratively along with the clustering algorithm to 
constantly improve the clustering performance. In our work, we apply the M-R 
framework on the most widely used clustering algorithm, i.e. k-means, as an 
example. Experiments on well known datasets show that our M-R framework 
can obtain comparable performance with state-of-the-art methods. 

Keywords: Document Clustering; Space Mapping; Data Representation. 

1   Introduction 

With the explosion of documents on the Web, there has been increasing need for 
efficient and effective analysis methods to manage massive text collections. Docu-
ment clustering, as one of the primary analysis techniques in text mining area, has 
then been applied in different kinds of IR tasks [2], e.g. speeding up the information 
retrieval procedure [1], improving the precision or recall in information retrieval sys-
tems [3], browsing a collection of documents [4], and organizing the search results for 
a given query [5].  

However, the performance of clustering algorithms often suffers from the model 
misfit problem [7]. Most clustering algorithms are based on some underlying model 
assumptions. When real data fits the assumptions well, the performance of the cluster-
ing algorithm would be reasonably good, otherwise not. Typically, there are two kinds 
of approaches to addressing the model misfit problem: adjusting algorithms’ strate-
gies to deal with the real data distributions [7, 8], or applying space transformation 
(e.g., kernels) to alter the data representation (or distributions) [9, 10]. The first kind 
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of approaches usually makes refinement on local regions where training errors occur, 
while the global characteristics of data distribution are often ignored. However, such 
global characteristics should be reasonably considered because they may be directly 
related to the model misfit problem. The second kind of approaches tries to apply 
space transformation to alleviate the problem. However, since space transformation is 
usually proposed based on some assumptions without the consideration of algorithm's 
model, the performance improvement may be limited. In this paper, we present a 
framework in the way of space transformation. However, unlike the previous ap-
proaches, our transformation is proposed with respect to the clustering algorithm’s 
model assumptions. 

The framework we propose is referred as M-R framework. It is a clustering frame-
work based on adaptive space mapping and rescaling. Considering that real data dis-
tribution usually may not fit the model assumptions of clustering algorithms very well, 
our solution is to regularize the data distribution such that it is more consistent with 
the model assumptions. Specifically, the M-R framework consists of two important 
steps as follows. 

Step 1: Space Mapping. Since the distribution features of data in high dimen-
sional space are usually complicated and hard to analyze, we choose to map all docu-
ments into a low dimensional coordinate which is constructed with respect to the 
cluster centers. In this way, the distribution statistics of each cluster could be analyzed 
on the corresponding dimension. 

Step 2: Rescaling. With those distribution statistics obtained in hand, we apply a 
rescaling operation to regularize the data distribution based on the model assumptions. 
In this way, we are able to make the data distribution more consistent with the model 
assumptions to help make better clustering decisions. 

By conducting these two steps iteratively along with the clustering algorithm, we 
are able to constantly improve the clustering performance. In our paper, we apply our 
M-R framework on the most popular clustering algorithm, i.e. k-means, to verify the 
effectiveness of our framework. 

The rest of this paper is organized as follows. Section 2 discusses related work and 
Section 3 proposes the M-R framework in detail. We apply our framework on  
k-means in Section 4 and present the experimental results in Section 5, which is fol-
lowed by some concluding remarks in the last section. 

2   Related Work 

Different clustering algorithms [6] take different point of views of data spaces. Hierarchi-
cal clustering algorithms hold the assumption that any cluster is composed of smaller sub 
clusters that semantically related to each other, while partitioning algorithms (e.g., k-
means) believe that clusters obey isotropic Gaussian distributions that are distributed in 
spherical regions with the same radius. Density-based algorithms and grid-based algo-
rithms, however, focus on local attributes that restricted in an ε-neighborhood or in a 
small unit named grid, and make clustering decisions with these attributes. Actually, such 
ideal models more or less misfit real data distribution. Therefore, model misfit becomes a 
common problem in text mining. To address this problem, researchers make their efforts 
to figure out solutions in both algorithm layer and data presentation layer. 
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In algorithm layer, most research approaches require training errors to refine the 
model, and thus are mainly proposed in supervised learning area. Wu et al. [7] retrain 
a sub-classifier using the training errors of each predicted class with the same learning 
method to refine the algorithm models. Tan et al. [8] propose an effective and yet 
efficient refinement strategy to enhance the performance of text classifiers by means 
of on-line modification of the base classifier models. However, as in the clustering 
field, little work has been done for solving the model misfit problem due to the lack of 
labels. Generally, this kind of approaches improves performance by achieving local 
refinements, but the global feature of real data distribution is usually ignored. 

As for approaches in the data representation layer, the basic idea is to apply space 
transformation such that certain problems in the old feature space could be properly 
solved. Dumais [1] proposes LSI decomposition to rectify the deficiency in VSM 
model that takes correlated terms as independent dimensions. Kernel method [9] aims 
to find a proper implicit mapping φ via kernel functions such that in the new space, 
problem solving is much easier. Another novel and important approach in feature 
space transformation for unsupervised learning is spectral clustering [10]. The basic 
idea of spectral clustering is to model the whole dataset as a weighted graph, and aims 
to optimize some cut value (e.g. Normalized Cut [11], Ratio Cut [12], Min-Max Cut 
[13]). Since those criterions could be guaranteed global optimums via certain eigen-
decompositions, spectral clustering algorithms often achieve better results than tradi-
tional clustering algorithms. On the whole, this kind of approaches concentrates on 
solving existing problems in the current feature space. Most of them seldom account 
in the algorithm’s model assumptions during the mapping procedure. And the compu-
tational and memory requirements are usually high. 

3   M-R Framework 

3.1   Model Misfit in Clustering 

A simple but direct example about model misfit problem of clustering algorithm (e.g., 
k-means) is shown in Figure 1. There are two intrinsic clusters in the dataset that are 
marked out with dashed lines (labeled with “+” and “○” respectively). Points with 
label “+” distribute in a narrow elliptic region while points with label “○” distribute in 
a circular region. Obviously, the distribution of the dataset violates the underlying 
assumption of k-means. Therefore, without knowledge of the distribution characteris-
tics, k-means probably organizes all the points into two clusters which are marked 
with the two solid circles, i.e. Cluster1 and Cluster2. As a result, part of the points 
with label “+” is assigned to the wrong cluster. 

How can we avoid such kind of mistakes caused by model misfit? According to the 
decision criterion of k-means, a point should be assigned to the nearest cluster. Take a 
point x in Figure 1 as an example. Assume the distance from x to the centroid of Clus-
ter1 is d1, and the distance to the centroid of Cluster2 is d2. Since d2<d1, document x 
will be assigned to Cluster2 improperly. To avoid the mistake, we can make a trans-
formation according to the distribution characteristics, such that in the new scenario 
d1<d2, and thus point x will be assigned to Cluster1 more reasonably. 
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Fig. 1. An example of model misfit in K-means. Point x which should belong to Cluster1 is 
assigned to Cluster2 as a result of improper distance comparison. 

An intuitive solution is to use Gaussian Mixture Model together with Expectation-
Maximization [14] which would estimate the parameters of different distributions. 
However, the disadvantage is that GMM could not be directly applied in a sparse and 
high dimensional feature space and therefore high computational operation (i.e., LSI) 
is introduced to reduce the dimensionality. While in this paper, the M-R framework, 
as our proposed solution to address the model misfit problem, would not bring in any 
time consuming operations. 

3.2   Rationale 

In our solution of M-R framework, we analyze the data distribution and transform it 
to better fit the model assumptions. However, the analysis work in a high dimensional 
space is complicated and the sparsity feature of data distribution makes the analysis 
impractical. To solve this problem, we first map all documents into a lower dimen-
sional space which is suitable for distribution analysis. 

Suppose we have a dataset of n documents which contains k classes/clusters 
marked as C1,…,Ci,…,Ck (1≤i≤k). The corresponding document numbers of these 

clusters are n1,…,ni,…,nk. Let 
1

i

i
Cin ∈

= ∑
x

m x be the centroid of Ci, and 
1

n
= ∑

x

m x  be 

the mass center of the dataset. According to the Fisher Linear Discriminant [15] for 
multiple classes, a matrix W constructed with the best set of discriminant vectors can 

be obtained by maximizing the between-class scatter T
BW S W  and minimizing the 

within-class scatter T
WW S W . This is equivalent to solve the criterion function de-

fined as ( ) T T
B WJ =W W S W W S W , where 

1
( )( )

k T
B i i ii

n
=

= − −∑S m m m m is the 

between-class scatter matrix and 
1

( )( )
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k T
W i ii C= ∈

= − −∑ ∑ x
S x m x m is the within-

class scatter matrix. In our framework, we assume that the rescaling operation would 
constrain the within-class scatter properly. Therefore, to simplify the criterion func-
tion, only the maximization of the between-class scatter will be considered. Thus, our 
criterion function is defined as 
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1
( ) ( )( )

kT T T
M R B i i ii

J n− =
= = − −∑W W S W W m m m m W  . (1)

The columns of W could be obtained by solving the eigenvectors of SB. Specifically, 
the space spanned by the eigenvectors is the same spanned by 

1 ,... ,...,i k− − −m m m m m m  (1≤i≤k). Therefore, we may directly use this set of direc-
tions to construct a new coordinate as well. 

M-R Coordinate: For a dataset containing k clusters, a coordinate system could be 
constructed by taking the mass center m of the dataset as the origin and 

1 ,... ,...,i k− − −m m m m m m  (1≤i≤k) as the directions of coordinate axes, This coor-

dinate system is called M-R coordinate. The coordinate value of point xj in M-R coor-
dinate is marked as ,1 , ,( ,..., ,..., )c c c

j j i j kx x x , where 

,

2

( )c T i
j i j

i

−= −
−

m m
x x m

m m
 . (2)

Although the choice of axes in M-R coordinate may not be optimal (better axes could 
be obtained by applying orthogonalization to those directions), there are proper fea-
tures of these directions that may facilitate the rescaling operation. While the whole 
set of directions 1 ,... ,...,i k− − −m m m m m m  (1≤i≤k) optimizes the criterion function 
(1), any single direction i −m m (1≤i≤k) in this set is also a discriminative direction to 
distinguish corresponding cluster Ci and other clusters. Suppose a partition containing 
two clusters, one of the clusters consists of documents in Ci and the other one consists 
of documents out of Ci, referred as Ci’, and the centroid of Ci’ is marked as 'im . Sig-
nificantly, the best direction to maximize the between-class scatter of Ci, and Ci’ is 

'i i i= −d m m . And this direction is identical with i −m m  because 

( )'

1

i

i i
i i i i i i

Ci i i

n n n

n n n n n n∉

−
= − = − = − = −

− − −∑
x

m m
d m m m x m m m . 

Therefore, for every cluster in the dataset, there is a corresponding axis which gives a 
discriminative direction to distinguish the current cluster and other clusters by maxi-
mizing the between-class scatter. The benefit is that the rescaling operation on this 
axis could be applied according to the distribution statistics of the current cluster.  

We apply the rescaling operation by designing rescaling functions on all dimen-
sions according to the distribution statistics of data. Assume the rescaling functions of 
different axes in M-R coordinate are 1 ( ),..., ( ),.., ( )i kR R Ri i i (1≤i≤k), where ( )iR i  
could be either linear functions or nonlinear functions. Especially, if the adopted func-
tions are linear functions, i.e., , ,( )i i i i iR x xξ= +i i (1≤i≤k), and we directly introduce 
them into traditional distance measure, more simplified form of the rescaling opera-
tion could be obtained. 

M-R Distance: If the adopted rescaling functions on all dimensions are linear func-
tions i.e., , ,( )i i i i iR x xξ= +i i (1≤i≤k), we may directly introduce them into traditional 

Euclidian distance to form a new distance measure, referred as M-R distance: 
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( ) ( )2 2
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where iξ (1≤i≤k) could be regarded as the rescaling coefficients of different axes. The 

scales of axes are expanded or shrunken according to the rescaling coefficients such 
that the coordinate values on different axes are more comparable. 

Considering that the rescaling operations are applied to regularize the data distribu-
tion, an intuitive but effective solution is to choose a statistic that reflects the distribu-
tion characteristics on the corresponding directions as the rescaling coefficient. Since 
the standard deviation is a parameter that reflects how a distribution spreads out, it is 
a reasonable choice for the rescaling coefficient. Thus, we can calculate the standard 
deviation of a cluster’s projection on the corresponding axis, and take the reciprocal 
value of the standard deviation, 1i iξ σ= , as the axis’ rescaling coefficient. There-

fore, Formula (3) could be represented as: 

2 2
, ,1

( , ) ( )
k c c

M R i j i t j t tt
d σ− =

= −∑x x x x  . (4)
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, 2

1
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Ctn
σ

∈
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x

x m m  . (5)

By using 1i iξ σ=  as the rescaling coefficient, the scales of clusters on the corre-

sponding directions are regularized according to their standard deviations. As a result, 
the scales of different axes are more comparable and the distance measure is more 
reasonable. 

From another perspective, the rescaling operation could be regarded as a kind of 
space transformation. The feature space is transformed according to the rescaling 
coefficient, such that under the new scale the distribution of the dataset fits the model 
assumptions of the algorithm better. It is worth noting that the choice of 1i iξ σ=  is 

only a special case of all possible rescaling functions. Any kinds of dedicated and 
reasonable rescaling function could be constructed according to the real distribution 
of datasets to bring better clustering results. 

3.3   The Framework 

The remaining question is that how we can obtain information of different clusters. 
Our solution is to execute the given clustering algorithm to generate a rough partition 
that reflects the intrinsic clusters to some extent. With this rough partition obtained, 
M-R coordinate could be constructed and rescaling coefficients could be calculated 
via statistical analysis. With more reasonable distance measure in the M-R coordinate, 
all documents could be re-clustered under the given clustering algorithm. The new 
result will be more appropriate than the initial rough partition. As a result, we may 
conduct the M-R framework iteratively along with the clustering algorithm to con-
stantly improve the clustering performance. And the optimization procedure is quite 
similar to that of the co-clustering algorithm [16]. By taking iteration strategy, our 
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framework and the clustering partition will be improved simultaneously until the final 
result is obtained.  

For any clustering algorithm, the M-R framework works as bellow: 

 

Fig. 2. Applying M-R framework on a given clustering algorithm 

4   M-R K-means 

To give a direct example, we apply our M-R framework on the traditional k-means to 
form the M-R k-means algorithm. For a dataset with n documents, the M-R k-means 
clustering algorithm works as follows. 

 

Fig. 3. M-R K-means algorithm 

The parameter r that controls the initial k-means iteration time is a small integer to 
guarantee fast generation of the rough partition.  Usually, r=2 or 3. 

Obviously, the time complexity of generating the rough partition of k-means is 
O(krn), where k is the cluster number, r is the iteration time and n is the total docu-
ment account. In each iteration of M-R k-means, there are mainly three kinds of op-
erations: adjusting the M-R coordinate, calculating the coordinate values of every 
document, and calculating the document-to-cluster distances while finding the nearest 
cluster. The time complexity of adjusting the M-R coordinate is O(n) which is mainly 
induced by updating centroids of all clusters. When calculating the coordinate values 
of all documents, k dot products per document is required according to Formula (2), 
so the time complexity is O(kn). With new coordinate values calculated, the dimen-
sionality is reduced to k, i.e. the number of clusters. Comparing with the operations in 
the original space with tens of thousands of dimensions, the complexity of the docu-
ment-to-cluster distance computation in the new coordinate could be omitted. There-
fore, the time complexity of each iteration is O(n)+O(kn)=O(kn). Assume that the 

Step  1.  Start up the given clustering algorithm to generate a rough partition; 
Step 2. Construct/reconstruct the M-R coordinate according to the current partition. 

 Calculate/recalculate the rescaling coefficients of different axes in the M-R  
coordinate; 

Step  3. Execute the given clustering algorithm in the M-R coordinate with M-R distance to 
generate a new partition; 

Step  4.  If the stop criterion is achieved, then stop the iteration. Otherwise, go to Step 2. 

1 Run r iterations of k-means to generate a rough partition of k rough clusters; 
2 Re-calculate the centroids of all clusters and Re-construct the M-R coordinate; 
3 For i=1 to n do: 

3.1 Calculate coordinate value of xi in the new M-R coordinate; 
3.2 Find the nearest cluster for xi in the M-R coordinate and assign xi to it.  

4. Repeat steps 2 and 3 until no documents shift to other clusters or maximum iteration 
time is achieved. 
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total iteration time of M-R k-means is T (including the r iterations while generating 
the rough partition), the time complexity of M-R k-means is O(knT), which remains 
the same as k-means. 

5   Experiments 

In this section, we describe the datasets and evaluation measures used in our experi-
ments, analyze the model misfit problem on the real datasets and eventually conduct 
experiments to prove the effectiveness of our M-R framework. 

5.1   The Datasets 

In our experiments, we use two corpora: RCV1-v2 [17] and 20Newsgroup [18]. 
RCV1-v2. The RCV1 dataset contains a corpus of more than 800,000 newswire 

stories in 103 classes from Reuters. From RCV1 we randomly select documents to 
construct a series of datasets (R1, R2, R3, R4 and R5) with cluster numbers vary from 
7 to 15. And the document numbers vary from 1932 to 3330. 

20NewsGroup. The 20Newsgroup (20NG) contains approximately 20,000 articles 
evenly divided into 20 Usenet newsgroups. From 20NG, we construct another series 
of datasets (N1, N2, N3, N4 and N5) by randomly select classes. The cluster numbers 
of these datasets vary from 6 to 15, and document numbers vary from 2112 to 3406. 

The overview of the 10 datasets is illustrated in Table 1. Both RCV1 series and 
20NG series are designed to keep a large range on cluster numbers and document 
numbers. The reason is that we want to give a global view of performance comparison 
on datasets of different sizes.  Stop words are removed, and simple feature selection is 
applied, e.g., words appear in less than three documents or more than 80% of the 
documents are automatically removed. Finally, the normalized VSM vector of every 
document is calculated. 

Table 1. Overview of the datasets (corpus type: R- RCV1 series, N-20NG series) 

Dataset R1 R2 R3 R4 R5 N1 N2 N3 N4 N5 
#Classes 7 9 11 13 15 6 9 11 13 15 
#Documents 1932 2482 2932 3220 3330 2112 3168 3248 3398 3406 
Avg. class size 276 257.8 266.5 247.7 222 352 352 464 377.6 227.1 

5.2   Evaluation Measures 

For clustering, there are many different quality measures, among which the most 
commonly used ones are F-measure and entropy.  

F-measure combines the precision and recall metrics from information retrieval. 
For a given class in the dataset, the F-measure is determined by the most similar clus-
ter in the result. F-measures of all classes, weighted by the size of each class, are 
finally averaged to form the total F-measure. 

Entropy is a measure that analyzes the homogeneity of all clusters (with the caveat 
that the best entropy is obtained when each cluster contains exactly one data point). 
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The total entropy for a set of clusters is calculated as the sum of the entropy of each 
cluster weighted by the size of each cluster. 

Both F-measure and entropy are used to evaluate our experimental results. 

5.3   Model Misfit Problem Verification 

As presented before, the M-R framework is proposed since the data distribution often 
misfit the model assumptions of the clustering algorithms. Here we conduct experi-
ments to show this problem on the real datasets. Specifically, standard deviation is 
used to illustrate the irregular data distribution of clusters on the directions of corre-
sponding axes defined in the M-R coordinate. Therefore, standard deviation is also 
used to illustrate the model misfit problem in our experiment. 

 

Fig. 4. Std. deviation values of classes in R5 and N5 

As an example, we choose the datasets with most clusters and documents (R5 and 
N5) to verify the model misfit problem. For both datasets, we first construct the M-R 
coordinate according to the document labels and then calculate the standard devia-
tions of clusters’ projections on corresponding axes. Those standard deviations are 
plotted in the form of column sections in Figure 4.  As shown in this figure, for data-
set R5, the standard deviation values vary from 0.045 (class ID=1) to 0.092 (class 
ID=11). And for N5, the values vary from 0.038 (class ID=8) to 0.077 (class ID=3). 
The results clearly show the differences of standard deviation values, which reflect 
the misfit between data distribution and algorithm model. Therefore, it is improper to 
run clustering algorithms with original model assumptions while ignoring the irregu-
lar nature of real data distributions. It is better to combine clustering algorithms with 
M-R framework which is capable of normalizing the irregular data. 

5.4   Performance Improvement 

In this section, we conduct experiments to verify the performance of M-R framework. 
Three clustering algorithms are included in our experiments for performance com-
parison. They are k-means, M-R k-means and spectral clustering with normalized cut 
(Ncut) [11]. K-means and M-R k-means are compared to verify the performance im-
provement of M-R framework. Ncut is selected since it is one of the most successful 
clustering algorithms proposed by researchers in recent years. We can demonstrate 
the effectiveness of our M-R framework through the comparison between our  
approach and the state-of-the-art clustering method. 
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The k-means and M-R k-means in our experiments are implemented with C++ lan-
guage while the Ncut code is obtained from Spectral Clustering Toolbox provided by 
University of Washington1. For all algorithms in our experiments, i.e. k-means, Ncut 
and M-R k-means, the algorithm results are affected by the selection of initial points. 
To avoid the influence of initial points, we run 10 times of all algorithms. For every 
run, k-means, Ncut and M-R k-means are launched with the same set of randomly 
selected initial points. At last, we average the F-measure and entropy scores of 10 
runs for comparison. For experiments of every dataset, the cluster number of all algo-
rithms is set the same with the category numbers in the dataset. We use Euclidean 
distance in k-means for comparison with our M-R distance. The k-means algorithm 
stops when the difference value of the sum-of-square criterion function in the recent 
two iterations is less than 0.001, or maximum iteration time (which is set to 20) is 
achieved. For Ncut, the convergence criterion is set to the same value with K-means. 
For M-R k-means we run 3 iterations of k-means to generate a rough partition to setup 
the M-R framework. M-R k-means iterates until no documents shift to other clusters 
or maximum iteration time (which is also set to 20) is achieved. 

The F-measure and entropy results of the experiments are shown in Table 2 and 
Table 3. Those results are also drawn in Figure 5 and Figure 6 to give an intuitive 
view of performance comparison. From the results we observe that: 

1. Comparing with k-means, M-R k-means achieves overall improvement in all 
datasets on both F-measure and entropy scores. It proves the effectiveness of M-R 
framework.  

2. As for comparison with Ncut, the result is quite interesting. When cluster num-
ber is small, the performance of Ncut is superior to M-R k-means. However, with the 
growth of cluster numbers, M-R k-means is capable of getting comparable results 
with Ncut. In detail, the results of M-R k-means are comparable to or slightly weaker 
than Ncut on datasets of RCV1 series, and are comparable to or even better than Ncut 
on datasets of 20NG series when the cluster number is large. Here we give some brief 
explanation on the result. On one hand, Ncut constructs the new feature space with 
the best k eigenvectors. Therefore, when k is small, the quality of new feature space 
would be very good. However, when k increases, the quality of new feature space 
would decrease. On the other hand, for our M-R k-means, the improvement compar-
ing with k-means is quite significant and stable. As a result, for large datasets, M-R k-
means would generate comparable results with Ncut. 

We omitted the execution time comparison in this section because we have proved 
that the time complexity of M-R k-means remains the same as k-means in Section 4. 
That is to say, M-R k-means is capable of executing as fast as k-means but generating 
better result. 

Table 2. Average F-measure of the clustering result for all datasets 

Dataset R1 R2 R3 R4 R5 N1 N2 N3 N4 N5 
k-means 0.568 0.534 0.529 0.483 0.468 0.702 0.672 0.647 0.605 0.632 
Ncut 0.698 0.567 0.578 0.550 0.521 0.811 0.691 0.662 0.652 0.701 
M-R k-means 0.630 0.577 0.562 0.528 0.535 0.792 0.737 0.699 0.673 0.713 

                                                           
1 http://www.cs.washington.edu/homes/sagarwal/code.html 
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Table 3. Average entropy of the clustering result for all datasets 

Dataset R1 R2 R3 R4 R5 N1 N2 N3 N4 N5 
k-means 0.545 0.548 0.513 0.538 0.514 0.424 0.399 0.388 0.408 0.362 
Ncut 0.403 0.472 0.446 0.474 0.488 0.324 0.407 0.393 0.382 0.317 
M-R k-means 0.468 0.463 0.474 0.470 0.476 0.313 0.319 0.318 0.311 0.269 

 

 

Fig. 5. F-measure and entropy scores of experiments on datasets of RCV1 series 

  

Fig. 6. F-measure and entropy scores of experiments on datasets of 20NG series 

6   Conclusions and Future Work 

In this paper, we propose a novel clustering framework based on adaptive space map-
ping and rescaling, referred as the M-R framework. The M-R framework maps all 
documents into a low dimensional coordinate which is constructed with respect to the 
cluster centers. In this way, the distribution statistics of each cluster could be analyzed 
on the corresponding dimension. A rescaling operation is then conducted with respect 
to such statistics to regularize the data distribution based on the model assumptions. 
By conducting the framework iteratively along with the clustering algorithm, we are 
able to constantly improve the clustering performance. It is worth noting that M-R 
framework does not introduce any time consuming operation to the original algo-
rithm. Experiments on well known dataset show that by combining the M-R  
framework, traditional algorithm like k-means is capable of achieving comparable 
clustering performance with respect to the state-of-the-art methods.  

The distribution regularization idea introduced by M-R framework is novel and in-
teresting, and is applicable to more text mining areas. In future work, we will focus on 
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theoretical study of our M-R framework and try to apply the framework to supervised 
learning area like text classification. 
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Abstract. Cross-Language Information Retrieval (CLIR) combines the tradi-
tional Information Retrieval technique and Machine Translation technique. There 
are many aspects related to the problem of polysemy, which are good cut-in 
points for the application of WSD in CLIR. Therefore, an attempt in this paper is 
to apply WSD in English-Chinese Bi-Directional CLIR. The query expansion 
and the proposed Lesk-C WSD strategy are explored. Although limited im-
provement on WSD can be obtained, query expansion and disambiguation based 
on the related strategies of WSD are beneficial to CLIR, and can improve the 
whole retrieval performance. Specially, by considering the “Coordinate Terms”, 
the Lesk-C algorithm shows the better performance and has more extensive  
applicability on CLIR. 

Keywords: Cross-Language Information Retrieval (CLIR); Word Sense Dis-
ambiguation (WSD); WordNet; Lesk-C algorithm; query expansion. 

1   Introduction 

Cross-Language Information Retrieval (CLIR) provides a convenient way that can 
solve the problem of crossing the language boundary, and users can submit queries 
which are written in their familiar language and retrieve documents in another lan-
guage. Among current CLIR systems, most of them select Query Translation as the 
main strategy [1]. Query Translation refers to translate users’ queries written in a single 
language into queries in different languages used by retrieval documents from a multi-
lingual pool of documents [2]. This pattern has become a method with the lowest cost 
and the smallest difficulty. In order to improve the performance of CLIR, it is neces-
sary to solve the problem of ambiguities that exists in the translation of query [3]. For 
the same query term in source language, although there may be several translations, in 
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National Science and Technology Pillar Program of China (No. 2007BAH09B03) and 
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which only part of them are suitable. The disambiguation for query translation is to 
decide the specific sense in the particular context of query term [4]. With the develop-
ment and growth of large-scale corpus and machine-readable dictionary, there is a 
good platform for the research on Word Sense Disambiguation (WSD) and its applica-
tion in CLIR [5]. 

CLIR combines the traditional IR technique and Machine Translation (MT) tech-
nique. There are many aspects related to the problem of polysemy, which are good 
cut-in points for the application of WSD in CLIR. Therefore, this paper attempts to 
apply WSD in English-Chinese Bi-Directional CLIR and make in-depth discussion 
from two points of view. On the one hand, WSD is applied in query expansion, which 
aims to make the expanded content having the higher relativity with the original 
query. On the other hand, WSD is also applied in retrieval process, which aims to 
improve the precision of retrieval. Although limited improvement on WSD can be 
obtained, query expansion and disambiguation based on the related strategies of WSD 
are beneficial to CLIR, and can improve the whole retrieval performance. Specially, 
by considering the “Coordinate Terms”, the proposed Lesk-C WSD algorithm shows 
better performance and has more extensive applicability on CLIR. 

2   Related Research Work 

In recent decades, the performance of WSD has been increasing steadily. Corpus-
based unsupervised methods are usually a clustering task, and can efficiently avoid 
the reality of inadequate training corpus [6]. Besides corpus, dictionary is another 
kind of knowledge source. Its development trends to contain more and more semantic 
information. Hence, dictionary-based methods have become the hotspot research. The 
classical thesauruses include WordNet, HowNet, etc. Although there are many differ-
ent kinds of WSD methods, the difference between their performance and the upper 
bound acquired by human (>90%) is still very large. Therefore, it is difficult for these 
methods to be put into real application. In the 3rd Sense Evaluation Conference (SEN-
SEVAL-3), the precision of the best system based on the English samples is 72.9% 
(Fine-grained). There is still a large space to improve the whole performance. 

For a long time, researchers in the field of Natural Language Processing (NLP) 
have been considering ambiguity of word sense as one of the main factors which 
affect the performance of IR. However, in the earlier research work, there are a few 
attempts to accurately evaluate the performance of WSD alone. In the same way, 
there are a few reports about the combination of WSD and IR. A few works about 
integration pattern show that the application of WSD in IR cannot bring the improve-
ment in performance, but has some negative effects. This kind of case attributes to the 
lack of useful resource that is suitable for evaluation. Generally the evaluation process 
can only be established based on small-scale training and testing corpus which lacks 
of representativeness. In recent years, with the stepwise development of large-scale 
training corpus which has been disambiguated manually and the emergence of many 
famous international evaluation conferences related to the field of IR, such as Text 
Retrieval Conference (TREC), not only large-scale IR testing sets become efficient 
and available, but also a series of strict and reasonable evaluation criteria have been 
proposed. Hence, the resolution of available resource can provide a feasible route for 
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WSD evaluation and reliability validation that WSD can improve IR performance. 
Recently, more and more researchers concern the ambiguity problem in IR corpus and 
try to probe into the benefits of performing WSD in IR. However, for CLIR that inte-
grates MT and monolingual IR, there is still little related research work. As an impor-
tant technique in MT and bottom processing of NLP, WSD can benefit from CLIR, 
which is a good application platform [7]. 

3   Lesk-C-Based Unsupervised WSD Pattern 

3.1   Lesk Algorithm and Its Variation 

The classical Lesk algorithm views a sense definition as an unordered bag of words 
based on the assumption that related word senses are often defined in a dictionary 
using similar words. The score of a sense Si is computed by counting the number of 
common words in the definition of Si and those of its neighboring words. The main 
shortcoming of Lesk algorithm is that it may cause data sparseness problem due to 
short definitions. To solve this problem, some extended Lesk algorithms are  
proposed. 

Existing extended Lesk algorithms overcome the data sparseness problem to some 
extent by expanding the definition of a word sense. EKEDAHL and GOLUB modi-
fied the Lesk algorithm by adding two nearest hypernyms’ definitions to the original 
synset, which obviously enhanced the chances of overlapping [8]. However, their 
experimental result (45%) was still below the baseline (60%). Pedersen adopted an-
other extended method that utilized the definitions of all the synsets directly con-
nected to the target synset, including hypernyms, hyponyms and more [9]. In addition, 
they assigned more weights to phrases. The authors declared that their method was 
much more efficient than the Lesk algorithm. 

The information commonly used in extended Lesk algorithms is hypernym infor-
mation, that is, parent node in WordNet. This information is the further abstraction of 
word sense. The hypernyms used in the experiment of this paper include direct  
hypernym and two nearest hypernyms. 

3.2   Extended Lesk Algorithm Based on Coordinate Terms (Lesk-C) 

Existing extended Lesk algorithms mainly concentrate on direct information con-
nected to a synset, especially hypernyms, but neglect some useful indirect informa-
tion. The Lesk Algorithm based on Coordinate Terms (Lesk-C) expands further the 
sense definition of a synset by using coordinate terms, that is, sibling nodes in Word-
Net hierarchies. The coordinate terms of English noun “basketball”, for example, are 
“football” and “volleyball”. It is obvious that a synset and its coordinate terms have a 
common parent. 

We suppose that any feature has the consistent effect with its coordinate terms on 
determining the sense of an ambiguous word. Based on this assumption, the Lesk-C 
algorithm expands the sense definitions of a synset by adding all (or part of) the  
definitions of its coordinate terms. Hence, the ambiguous word “play” as in “play 
basketball”, “play football” or “play volleyball” should be of the same sense, i.e., 
“participate in games or sport”. For the Lesk algorithm, if there is no overlap  
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between the sense “participate in games or sport” and the sense definition of “volley-
ball”, then the correct resulting sense can hardly be acquired due to the data sparse-
ness problem. In comparison with the Lesk algorithm, the Lesk-C algorithm may 
work better because the coordinate terms can expand the definition of “volleyball”. 
The formalization description of the Lesk-C algorithm is shown in Algorithm 1. 

FU CTIO  Lesk-C (c: context, w: the ambiguous word in the context c) 

DEFI E 
Def_W[i] the i-th definition of word sense for ambiguous word w; 
Def_F[i] the definition of the i-th feature word and its coordinate term; 
GetDef(w) search the definition of word sense w in WordNet; 
Overlap(String str1, String str2) compute the number of common words between str1 and str2. 

BEGI  
Stemming(c);  //Through stopword filtering, the rest words in c except w are considered as Feature 

Words, represented as the set F 
QTag(c);  //Part-of-Speech Tagging (because it is necessary to know the word and its part-of-speech 

before searching the related words) 
FOR each sense w[i] of w 
{  //Search the definitions of ambiguous words in the database of WordNet 

Def_W[i] = GetDef(w[i]); 
} 
FOR each word F[i] in F 
{  //Search the definitions of the feature words and their coordinate terms in the database of WordNet 
   FOR each sense f[j] of F[i] 
   { 

Def_F[i] = GetDef(f[j]); 
 The Coordinate Term Set C is found;  //A coordinate term is just a synset 
 FOR each element C[k] in C 
     Def_F[i] = Def_F[i] + GetDef(C[k]);  //Concatenate two strings 

} 
} 
FOR each sense w[i] of w 
{  //Compute the score for every word sense, that is, the similarity value between the word sense and the 

corresponding feature word 
    FOR each Def_F[j] 

score[i] += Overlap(Def_W[i], Def_F[j]); 
} 
RETUR  w[i];  //i = argjmax(score(j)) 
E D 

 

Algorithm 1. Formalization description of Lesk-C algorithm 

Coordinate Terms are sibling nodes in WordNet. They are not the abstraction of 
the original word sense, even there are not direct relations between both. However, 
under the assumption that the effect of any word sense and its coordinate terms on 
certain context is equal, they are all helpful for WSD. The experiment in this paper 
proves that coordinate terms and hypernyms are both significant in the same way. 

4   The Application of WSD in CLIR 

4.1   WSD for Query Expansion 

At first, based on query disambiguation, word senses in query are determined. Sec-
ondly, the expansion proceeds according to the related resources, such as thesaurus 
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and corpus. Because restricting the specific word senses, the result with expansion is 
better than the result without expansion. However, there are some drawbacks. One is 
that errors in disambiguation will influence the performance seriously. The other is 
that the run speed of system will be reduced. Take “net income” as an example, in 
order to compare the effect of WSD on query expansion, the cases based on WordNet 
and corpus are considered respectively, as shown in Table 1. Being a polysemous 
word, “net” can not only denote the meaning of “net income”, but also “network”, 
“fishing net”, etc. The column of “Without Disambiguation” describes the result 
after direct expansion. It can be observed that senses and their associated words can 
be expanded based on WordNet, but the expansion result based on corpus is more 
extensive and noisy. Through the disambiguation process for “net income”, the word 
sense for “net” can be confirmed and then expanded further. The final result is im-
proved to a great extent. 

Table 1. Example of comparable analysis for the application of WSD in Query Expansion 

Query 
“net income” 

Without 
 Disambiguation 

With 
Disambiguation 

Expansion based 
on WordNet 

Meshwork, web, clear,  profit, 
lucre, Internet,  net, profit, 
cyberspace, income, earning, … 

Net income, profit, lucre,  
earnings, … 

Expansion based 
on Corpus 

Net income, earnings,  reported 
quarter serono,  fertility, gain,  
trust, sale, drugs, rose, … 

Net income, earnings,  gain, … 

4.2   WSD for Query and Document 

IR models commonly used, such as Boolean Model and Space Vector Model, all 
ignore word senses of feature terms in documents. These models often emphasize 
particularly on whether feature terms exist, and do not care whether word senses 
match. There are some deficiencies in this manner. Take “net income” as an example, 
many documents related to “network” will be returned by these models above, rather 
than documents related to “net income”. Therefore, WSD is introduced into CLIR 
model, and used to disambiguate the translation of query and retrieval results. The 
retrieval precision can be improved through the irrelevant document filtering. Only 
when feature terms in a document are matching with the corresponding word senses 
of query terms, this document will be merged into the final retrieval document list. 
Otherwise, such a document will be filtered out. 

5   Experiment and Analysis 

5.1   Experiment on WSD Algorithms 

Data Set and Evaluation Metrics. The corpus of the English Lexical Sample Task in 
SENSEVAL-3 is utilized as the data set, which contains 57 ambiguous words (com-
posed of 20 nouns, 32 verbs and 5 adjectives). At the same time, two evaluation  
parameters are introduced to evaluate the performance of WSD algorithms. Precision 
(P) is computed by summing the scores over all the instances handled through WSD 
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processing, and divided by the number of the handled instances. Recall (R) is com-
puted by summing the system’s scores over all the instances including the unhandled 
instances, and divided by the total number of the instances in the evaluation data set. 
If all the instances are attempted or handled, the precision is identical to the recall. 
Therefore, the recall is omitted in our experimental results, because all the instances 
are handled. 

Experimental Results. Based on the selected mainstream WSD algorithms and the 
established Lesk-C algorithm, ambiguous words with different POSs are tested under 
different preprocessing strategies. The experimental results are shown in Table 2, in 
which “Fine” represents “fine-grained”, “Coarse” means “coarse-grained”, and 
“Stopwords/Stemming (Y/N)” represents whether the contexts are processed through 
stopword filtering and stemming. “Lesk1” is the extended Lesk algorithm that uses its 
direct hypernyms, and “Lesk2” uses two nearest hypernyms. “WP” and “JC” 
represent the other two kinds of classic unsupervised WSD algorithms, in which WP 
is Wu and Palmer’s approach based on path information [10] and JC is Jiang and 
Conrath’s measurement based on information content [11]. 

Table 2. Experimental results for various WSD algorithms 

Noun&Verb Noun Verb 
WSD Pattern 

Stopwords/ 

Stemming P (Fine) P(Coarse) P (Fine) P(Coarse) P (Fine) P(Coarse) 

Y / Y 0.312 0.401 0.357 0.490 0.271 0.319 

Y / N 0.318 0.407 0.356 0.489 0.284 0.334 

N / Y 0.310 0.398 0.354 0.490 0.269 0.315 
Lesk 

N / N 0.312 0.402 0.348 0.486 0.279 0.326 

Lesk1 Y / N 0.348 0.437 0.396 0.536 0.303 0.366 

Lesk2 Y / N 0.325 0.419 0.379 0.515 0.298 0.358 

Lesk-C Y / N 0.377 0.455 0.426 0.543 0.331 0.374 

WP Y / N 0.358 0.441 0.404 0.538 0.311 0.367 

JC Y / ~ / / 0.504 0.572 / / 

Analysis and Discussion. It can be observed from Table 2 that the performance of the 
Lesk’s variations is better than that of the Lesk algorithm. This is because the Lesk 
algorithm often leads to the data sparseness problem, and then the most frequently 
used word sense will be chosen automatically. At the same time, it also shows that the 
extended Lesk algorithms are more accurate than the Lesk algorithm itself. According 
to the experimental results, whether using the stemming process or not, the stopword 
filtering will obviously improve the precision. This indicates that the stopword filter-
ing can eliminate some useless information. The performance of Lesk-C is better than 
those of Lesk1 and Lesk2, which proves the role coordinate term plays is equivalent 
to that hypernyms do. Through introducing the coordinate terms, the Lesk-C algo-
rithm can not only get the better performance, but also be suitable for the disambigua-
tion for both noun and verb. The performance of the WP algorithm is similar to 
Lesk1, better than Lesk2, but still worse than Lesk-C. The JC algorithm outperforms 
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the other unsupervised algorithms on nouns, and its precision reaches 50.4%. How-
ever, it is unable to handle words with other POSs except noun, which is the main 
restriction and shortage of this algorithm. 

5.2   Experiment on the Application of WSD in CLIR 

Data Set. Based on the English Corpus of Financial Times (1991-1994) from the Ad 
hoc task in TREC-7, the performance of English Monolingual IR and Chinese-
English CLIR is tested. This corpus includes 210,158 documents (about 560M), and 
the average length of a document is 2,338 bytes. Based on the Chinese Corpus from 
the CLIR task in TREC-9, the performance of Chinese Monolingual IR and English-
Chinese CLIR is tested. This corpus is made up of three news document sets from 
Hongkong Commercial Daily, Hongkong Daily and Ta Kun Pao respectively, which 
contains 127,938 documents (about 360M) in all. The English Query Set is 
established based on the query set from the Ad hoc task in TREC-7, and the Chinese 
Query Set based on the query set from the CLIR task in TREC-9. 

For English-Chinese CLIR, the corresponding Chinese translation of English query 
is provided in TREC-9. Therefore, it is not necessary to translate query manually. For 
Chinese-English CLIR, English corpus and query set are reused. The title of English 
query is manually translated into Chinese, and then the acquired Chinese query is 
used in Chinese-English query translation, retrieval and the final evaluation. 

Experimental Results. For English Monolingual IR, four runs are tested based on the 
related strategies of WSD. Every run utilizes the content in the title field of English 
query as the original query, and takes the English corpus as the retrieval object. 

(1) E-E_Base – without disambiguation and query expansion; 
(2) E-E_WnAll – using WordNet to expand all the word senses of query terms in 

original query; 
(3) E-E_WnFirst – using WordNet to expand the most frequently used word sense 

of each query term; 
(4) E-E_Lesk-C – firstly using the Lesk-C WSD algorithm based on WordNet to 

disambiguate the original query, and then making expansion. 

The results about all the runs above are shown in Figure 1. 
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Fig. 1. P/R curve about the performance of English Monolingual IR based on WSD strategy 



382 Y. Zhang and T. Zhang 

For Chinese-English CLIR, four runs are implemented based on the related strate-
gies of WSD. These runs are tentative application for WSD in CLIR. Every run util-
izes the content in the title field of Chinese query as the original query in source lan-
guage, which will be converted into the query in target language. The English corpus 
is taken as the retrieval object. 

(1) C-E_Base – without disambiguation and query expansion; 
(2) C-E_WnAll– using WordNet to expand all the word senses of query terms in the 

query in target language; 
(3) C-E_WnFirst – using WordNet to expand the most frequently used word sense 

of each query term in the query in target language; 
(4) C-E_Lesk-C – firstly using the Lesk-C WSD algorithm based on WordNet to 

disambiguate the query in target language, and then making expansion. 

The results about all the runs above are shown in Figure 2. 
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Fig. 2. P/R curve about the performance of Chinese-English CLIR based on WSD strategy 

For English-Chinese CLIR, four runs are implemented based on the related strate-
gies of WSD. Every run utilizes the content in the title field of English query as the 
original query in source language, which will be converted into query in target lan-
guage. The Chinese corpus is taken as the retrieval object. 

(1) E-C_Base – without disambiguation and query expansion; 
(2) E-C_WnAll – firstly using WordNet to expand all the word senses of query terms 

in the query in source language, and then translating them; 
(3) E-C_WnFirst – firstly using WordNet to expand the most frequently used word 

sense of each query term in the original query in source language, and then 
translating them; 

(4) E-C_Lesk-C – firstly using the Lesk-C WSD algorithm based on WordNet to 
disambiguate the original query in source language, and then making expansion. 

The results about all the runs above are shown in Figure 3. 

Analysis and Discussion. It can be observed from Figure 1 that there are the 
following cases in the runs on English Monolingual IR.  
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Fig. 3. P/R curve about the performance of English-Chinese CLIR based on WSD strategy 

 E-E_Base has the best performance, and its average precision is up to 38.2%. 
 E-E_WnAll has the worst performance, and its average precision is only 30.7%. 

Maybe this phenomenon is caused by introducing too much noise. For example, 
given an initial English query “Nobel prize winners”, the word set after expan-
sion is {“pry”, “Alfred Nobel”, “loot”, “Alfred Bernhard Nobel”, “plunder”, 
“award”, “success”, “lever”, “pillage”, “trophy”, “succeeder”, “victor”, 
“achiever”, “esteem”, “value”, “respect”, “booty”, “appreciate”, “jimmy”, 
“treasure”, “dirty”, “money”, “swag”}. Hence, the most important three words 
{“Nobel”, “prize”, “winner”} are submerged by these 22 words. In addition, be-
cause the proper name identification is not adopted, the initial English query is 
split into single words. For example, the initial English query “El Nino” is split 
into two single words {“El”, “Nino”}. However, the synset of “El” is {“eleva-
tion”, “altitude”, “ALT”, “elevated railway”, “elevated railroad”, “overhead 
railway”}. The words and phrases acquired after expansion have no direct rela-
tion with the original word senses. 

 E-E_WnFirst only expands the most frequently used word senses. The word set 
after expansion is a subset of the word set acquired by the E-E_WnAll pattern. 
However, the result is obviously better than that by the E-E_WnAll pattern. This 
fully shows that too much useless information is introduced in the E-EWnAll  
pattern. 

 E-E_Lesk-C is similar to E-E_WnFirst. Firstly, the specific word senses of query 
words are determined based on WSD, and then expanded by using synset infor-
mation in WordNet. For example, for the initial English query “Nobel prize win-
ners”, “Nobel” has only one word sense in WordNet. In the E-E_Lesk-C pattern, 
this single sense is chosen. The synset of this sense is {“Nobel”, “Alfred Nobel”, 
“Alfred Bernhard Nobel”}, and then two words are expanded. The noun “prize” 
has three word senses, and the first one is chosen in the E-E_Lesk-C pattern, that 
is, the sense used the most frequently. This case is equivalent to E-E_WnFirst. 
The corresponding synset is {“prize”, “award”}. The noun “winner” also has 
three senses, and the third one is chosen in the E-E_Lesk-C pattern. Its synset is 
{“achiever”, “winner”, “success”, “succeeder”}. Therefore, for the query above, 
the query word set is expanded to ten words in the E-E_Lesk-C pattern. It can be 
seen that E-E_Lesk-C can use WordNet to make expansion by selection. 
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For Chinese-English CLIR, because Chinese-English query translation module is 
not perfect, the effect of Chinese query translation is not very satisfied. At present, the 

translation module can not correctly translate many proper names, such as “领海

(marginal sea)”, “氰化物(cyanide)”, “厄尔尼诺(El Nino)”, “病态建筑综合症(sick 

building syndrome)”, “亚马逊河(Amazon)” and “热带雨林(rain forest)”, etc. This 
disadvantage directly results in the whole performance of CLIR falling rapidly. In 
order to reduce the influence of the quality of Chinese-English translation on the per-
formance of CLIR and measure the whole performance of CLIR based on WSD strat-
egy, some manual adjustments have been done for the translation of the original query 
in source language beforehand. On the one hand, the correct or basically correct trans-
lations for the original query are reserved as much as possible. For example, for the 

translation result of the query “ 诺 贝 尔 奖 获 得 者 (Nobel Laureate)”, 
“win Nobel prize”, any modification will not be made. On the other hand, some words 

with more ambiguity are removed. For example, “厄尔尼诺(El Nino)” is translated 
into “be in distress nun that promise”, then the translation should be adjusted. It can 
be observed from Figure 2 that in comparison with Figure 1, C-E_Base no longer has 
the best performance and the average precision is lower than those of and C-E_Lesk-
C. At the same time, this case fully shows that query expansion and disambiguation 
can indeed improve the whole performance of Chinese-English CLIR. The compari-
son of the average precision between English Monolingual IR and Chinese-English 
CLIR based on WSD strategy is shown in Table 3. 

Table 3. The performance comparison between English Monolingual IR and Chinese-English 
CLIR 

Testing 
Pattern 

English  
Monolingual IR 

Average Precision 

Chinese-English 
CLIR Average 

Precision 

Comparison 
between Both 

Base 38.2% 30.2% 79.1% 

WnAll 30.7% 22.7% 73.9% 

WnFirst 36.7% 27.7% 75.5% 

Lesk-C 36.0% 30.5% 84.7% 

It can be seen from Table 3 that although E-E_Base is the best one in English 
Monolingual IR, C-E_Base falls to the third one in Chinese-English CLIR. The main 
reason is that the lost or noisy information has the direct influence on the performance 
of C-E_Base. However, the other patterns except C-E_Base can make up this prob-
lem. Thus it can be seen that the effect of query expansion is very obvious. Among 
the methods based on WordNet, C-E_Lesk-C based on WSD is the best one, and its 
performance is evidently better than those of C-E_WnAll and C-E_WnFirst. This 
shows that WSD is useful to some extent in Chinese-English CLIR, but this effect is 
not obvious in English Monolingual IR. 

Because Chinese query is not expanded by Chinese dictionary or other resources, 
Chinese Monolingual IR is only tested in the C-C_Base manner based on Chinese 
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query set and corpus. The average precision of this manner is 27.7%, which is less 
10.5% in comparison with the average precision 38.2% of English Monolingual IR. 
Certainly, owing to the corpus used differently, these two manners have no direct 
comparableness. Similarly, in English-Chinese CLIR, the direct Chinese query expan-
sion is still not used. Firstly, English query is expanded by using WordNet, and then 
converted into Chinese query through query translation. Due to the faultiness of the 
query translation module used, too much noisy information is introduced. Therefore, 
as shown obviously in Figure 3, even if some noisy information is cut down manu-
ally, the precision reduces sharply. The comparison of the average precision between 
Chinese Monolingual IR and English-Chinese CLIR based on WSD strategy is shown 
in Table 4. 

Table 4. The performance comparison between Chinese Monolingual IR and English-Chinese 
CLIR 

Testing 
Pattern 

Chinese Monolingual 
IR Average Precision 

English-Chinese CLIR 
Average Precision 

Base 27.7% 27.7% 

WnAll / 13.4% 

WnFirst / 12.7% 

Lesk-C / 21.6% 

6   Conclusions and Future Work 

Through specially introducing and considering the “Coordinate Terms”, the Lesk-C 
algorithm exhibits the better performance among various popular unsupervised WSD 
algorithms, and has more extensive applicability. This paper attempts to apply WSD 
in CLIR and evaluate the whole retrieval performance in the round. Although being 
restricted by the performance of WSD methods, query expansion and disambiguation 
based on the related strategies of WSD are beneficial to CLIR, and can improve the 
whole performance of CLIR to some extent. 

In addition, the relatively objective evaluation metrics are also proposed. In order 
to measure the performance of various WSD methods, the corpus from SENSEVAL-3 
are used in training and testing. In order to measure the performance after applying 
WSD in CLIR, the query set, corpus and result set provided by TREC are utilized to 
make general evaluation. This pattern makes our experimental results relatively fair 
and objective, and comparable. 

WordNet is a thesaurus annotated manually. The existing algorithms do not fully 
utilize semantic information in WordNet, and more useful semantic information 
should be mining from it. At the same time, current research work focuses on English 
query expansion and WSD, Chinese query expansion and WSD based on Chinese 
thesaurus (e.g., HowNet) are not concerned. Though there is some commonness  
between English and Chinese WSD, they have their own characteristics and Chinese 
WSD is likewise important. These aspects above will be the focus problems in our 
future research work. 
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Abstract. Availability of enormous number of digital music presents challenge 
to organize and retrieve it in an effective way. We explore polyphonic 
Indonesian folksongs retrieval based on pattern matching such as n-gram in 
searching the songs. We compare the pattern matching results to regular text-
based information retrieval system. The folksongs are either fully or partially 
indexed. The results of the experiments show that using text-based IR system or 
n-gram matching technique, both are effective in retrieving the polyphonic 
songs, regardless of the query length or position where the query fragment is 
taken. However, to achieve a better performance, fully indexed songs is 
preferable than partially indexed songs.  

Keywords: Music Information Retrieval. 

1   Introduction 

Nowadays the availability of digital information is very enormous, especially on the 
Internet that easily accessible to users around the world. The information comes in 
various formats such as text, audio, image, and video. Research interest in multimedia 
data such as music has increased in recent years as there is a need to better organize 
these music files. Music Information Retrieval (MIR) focuses on categorizing, search-
ing, and retrieving music files in various formats [1]. 

Before MIR systems exist, one used to utilize a text-based search engine to find a 
particular musical data by entering keywords. The search engine will identify the 
relevant music document by its text properties such as the title or the lyric. This 
searching process has a limitation in representing musical data. An example of the 
limitation is when a user would like to find a particular song by expressing melody as 
query. Therefore, a content-based MIR system is preferable as a music search engine. 

Musical data can be categorized into two types: monophonic and polyphonic. 
Monophonic musical data has only one melody, usually played by a single musical 
instrument with one note at a time. Polyphonic musical data has a number of notes 
played at one time. In the beginning, MIR research only focuses on monophonic mu-
sic, however one deals with polyphonic music most of the time. 

In this work we explore polyphonic Indonesian folksongs. Research and develop-
ment on MIR system grows rapidly. However, almost all of the systems developed are 



388 A. Marsye and M. Adriani 

based on Western music [2]. Several MIR studies have started to work on folksongs 
but only a few researches done on Indonesian folksongs [3]. Indonesian folksongs are 
of great variety in characteristics as the country has many different ethnicities spread 
across more than 15,000 islands. 

2   Related Works 

One of the first published works on MIR is Michael Kassler’s in the mid-1960. For 
many years since then, very little work on MIR is done. Then from late 1990’s the 
interest in MIR explodes. 

In his research, Downie [4] evaluates a simple approach to MIR by conceiving me-
lodic n-grams as text. He considers the interval representation of monophonic melo-
dies as words followed by applying traditional text information retrieval techniques 
using SMART system. The experimental results show that the n-gram approach 
performs well. The n-gram length affect performance, long queries perform better 
than short queries, the location of the query does not affect retrieval effectiveness, and 
minor query errors affect performance. 

The use of n-gram representation is also used in polyphonic MIR studies. Suyoto 
and Uitdenbogerd [5] implements n-grams indexing for polyphonic melody retrieval 
based using a symbolic melody matching by Uitdenbogerd and Zobel [6]. The ap-
proach reduces a polyphonic file into several monophonic files for n-gram construc-
tion. Subsequently, the searching process is done by string matching approach. This 
simple approach works effectively in retrieving symbolic melody such as MIDI. 

Another approach to polyphonic MIR is done by Doraisamy [7]. She compares in-
dexing techniques for polyphonic music data with n-grams without reducing the poly-
phonic files and by extending the n-grams to include rhythmic information in addition 
to intervallic information. The results show that the n-gram approach to polyphonic 
MIR is a promising and robust approach for indexing large collections of music. 

MIR works on folksongs are investigated by several studies such as: Thai music 
classification and retrieval [8], MIR system for Malaysian music [2], Korean tradi-
tional music notation representation [9], Greek and African traditional music retrieval 
[10], and Indonesian folksongs classification [3]. 

3   Music Information Retrieval (MIR) 

In this section we discuss MIR in detail, covering digital music, MIR system, and 
MIR techniques used in our experiments.  

3.1   Digital Music 

The discovery of recording technology, digital information storage, and internet, all 
have transformed music documentation form from hand written music scores into 
uncountable digital music. 

Music data can be encoded digitally in one of several digital music formats. These 
digital formats are categorized as structured format such as Hundrum, semi-structured 
format such as MIDI, and unstructured format such as MP3. In structured format, the 
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musical information encoded is detail. However in a semi-structured format such as 
MIDI not every musical information is encoded. It encodes event information of digi-
tal sound, for instance when the notes start and stop. In unstructured format, the raw 
audio encodes sample of sound energy level [7]. 

MIDI (Musical Instrument Digital Interface) format is a standard protocol of musi-
cal information that connects electronic music instrument to computer. A MIDI 
document may consist of several channels which each represents a play of certain 
musical instrument. For that reason, MIDI format is also known as a symbolic music 
format. 

Most MIR research dealing with MIDI files because the processing of an unstruc-
tured format, also known as audio format, such as MP3 requires complex computation. 
Although currently audio MIR research is not as many as the symbolic’s, a few ap-
proaches such as symbolic query [11] and energy distribution [12] are explored.  

3.2   MIR System 

An IR system is designed to retrieve document or information that is needed by user. 
This system gives the right information to the right user along with its role, bridging 
the information creator and information user. 

An MIR system is an IR system which deals with musical data and typically the 
system is content-based MIR system. Typke et al. [13] divides content-based MIR 
system into two general categories: audio music search engine (e.g. to search MP3 
music) and symbolic music search engine (e.g. to search MIDI music). There are also 
hybrid systems which convert the query from audio signal to symbolic description 
then do the search process on symbolic music collection [14, 15] and vice versa which 
use symbolic query to do search process on audio music collection that already con-
verted to symbolic music collection [11]. 

The development of a content-based MIR system is aimed to many goals and users. 
Usually someone who wants to buy a copy of certain piece of music only remember 
the melody instead of the title, artist, or composer. A system that is able to identify 
melody hummed by the user will be really helpful in this case. Content-based MIR 
system also help musicologist to know how the composers affect each other or how 
their current works related to their past works or even to other composer’s works. 
Copyright problem is possible to be solved since the composers may utilize the sys-
tem to detect whether someone has plagiarized their work or whether their new work 
is potentially considered as plagiarism [13]. 

3.3   MIR Techniques 

Melody Extraction. Polyphonic music might have several notes played at one time, 
but only particular notes are the main melody that representing the content of music. 
Therefore, a melody extraction is required to choose which notes are important in a 
polyphonic music. The melody extraction process is somewhat similar to stopwords 
removal in text-based IR, and to do it one need an effective and efficient technique 
[16]. 

Uitdenbogerd and Zobel [17] evaluates some polyphonic melody extraction tech-
niques on MIDI format and concludes that certain technique performs well on certain 
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case but not well on another case. The most consistent melody extraction technique is 
all-mono. All-mono technique combines all musical parts and includes the highest 
pitch note starting at any instance as part of the melody.  

All-mono technique does not give satisfactory result when the main melody is lo-
cated on lowest notes and also when the main melody is distributed on several chan-
nels. One approach to solve this problem is by eliminating channels those do not con-
tain melodic information before applying the all-mono technique [16]. 

Text Representation. Music computing, especially symbolic music such as MIDI 
format, generally transform musical information into text before being processed to 
the next step. This is a common technique for both monophonic music [4] and 
polyphonic music [7]. 

Musical information such as pitch and duration are able to be represented as text. 
This representation might be absolute measures or relative measures. However, most 
MIR researchers favor relative measures because it is more flexible when dealing 
with change in tempo or transposition across keys [18]. Common techniques in repre-
senting pitch are contour and interval; both are relative measures. 

Contour representation can be constructed using U for up (if the next note is 
higher), D for down (if the next note is lower), and S for same pitch (if the next note 
has the same pitch). For example, the contour for “1 2 3 4 5 5 4 3 2 1” and “C4 D4 E4 
F4 G4 G4 F4 E4 D4 C4” is “U U U U S D D D D”. 

Note interval is a distance between notes. As illustrated in Fig. 1, the distance be-
tween C to the next C, often called an octave, is 12 semitones. 

 

Fig. 1. Intervals 

In Fig. 2, interval between F4 and F4 is 0, interval between F4 and A5 is 16 semi-
tones up (+16), interval between A5 and F5 is 4 semitones down (-4), and so forth. 
Using exact intervals technique, the melody in Fig. 2 is represented as “0 0 16 -4 -3 -5 
-4 -1 -2”. Directed modulo-12 intervals technique attempts to modify exact intervals 
technique by mapping the melody to one octave [5]. For example, “F4 F4 F4 A5 F5 
D5 A4 F4 E4 D4” is mapped into “F F F A F D A F E” so that the directed modulo-12 
intervals representation is “0 0 4 -4 -3 -5 -4 -1 -2”. 

In content based MIR, although duration information is possible to be represented 
as text, using only pitch representation is preferable. A study shows that note duration 
information does not increase the retrieval effectiveness [19]. 
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Fig. 2. Example of Melody Fragment 

Indexing and Similarity Measurement. After being represented as text, MIR 
process continues with indexing and similarity measurement. The techniques are vary 
one to another depends on the representation used. A commonly used indexing 
technique in MIR is n-gram indexing which use n-grams of text representation as 
glossary in inverted index. N-grams are substrings of a string with length n. For 
example, 5-grams of “RETRIEVAL” are “RETRI”, “ETRIE”, “TRIEV”, “RIEVA”, 
and “IEVAL”. 

N-gram is effectively used for comparing text documents because every string in 
text is decomposed into small parts so that if error exists, it tends to affect only a 
limited number of those parts. Besides that, n-gram approach is language independent 
so that it is more universal to compare text documents [20]. 

To simplify the text representation of musical information, we map the value of di-
rected modulo-12 intervals sequence “-12, -11, ..., -2, -1, 0, 1, 2, ..., 11, 12” into ”a, b 
, ..., k, l, m, n, o, ..., x, y”. For example, “F F F A F D A F E D” whose directed 
modulo-12 intervals sequence is “0 0 4 -4 -3 -5 -4 -1 -2”, will be mapped into 
“mmqijhink” and the n-grams (5-grams for example) are “mmqij”, “mqijh”, 
“qijhi”, “ijhin”, and “jhink”. Next, these n-grams are used as glossary in  
index document. 

In content-based MIR, generally the query is a music fragment. To continue to the 
searching process, this music fragment should also be transformed into text. 

Two similarity measurement techniques that commonly used to process the text 
representation of musical information are language model, as implemented in text-
based IR system, and pattern matching such as n-gram matching. In text-based IR 
system, the text representation of songs is indexed and retrieved just like text docu-
ments. In n-gram matching, the similarity measure between a document and a query is 
obtained by counting the distinct n-grams that they have in common. 

In this study we apply all-mono melody extraction technique for each channel of 
polyphonic MIDI files. We use directed-modulo-12 sequence as the text 
representation and then apply 5-gram indexing to this sequence. The use of n-gram 
with length five is based on a study that concludes 5-gram as the best approach for 
ranking melody similarity [6]. We compare the performance of language model, as 
implemented in text-based IR system, and pattern matching such as n-gram matching 
in searching the polyphonic Indonesian folksongs. We use both distinct and duplicate 
n-gram in document and query while evaluate the use of text-based IR system. We 
also evaluate the performance of a full and partial indexing techniques. 

In full-indexing technique, we index all part of the song, from the beginning until 
the end. In partial-indexing technique, we index only partial part of the song which 
taken from the beginning of each channel until a half part (in a half indexing tech-
nique) and one third part (in one third indexing technique). The half and one third 
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parts refer to part of the text representation of the song (it is not part of the songs 
according to its timeline). Fig. 3 shows the examples of indexed part of a song that 
consist of three channels in full and partial indexing technique. 

Full-indexing 
Channel 1: nomjnojnmojkrqmnmlmkmimlmuqnomjnojnmojkrqm 
Channel 2: nomjnojnmojkrqmnmlmkmimlmu 
Channel 3: qcwcwcwiqcwcwiqfulkqxjepulnbxjepulcyxjepulcyxj 
 
A half indexing 
Channel 1: nomjnojnmojkrqmnmlmkm 
Channel 2: nomjnojnmojkr 
Channel 3: qcwcwcwiqcwcwiqfulkqxje 
 
One third indexing 
Channel 1: nomjnojnmojkrq 
Channel 2: nomjnojn 
Channel 3: qcwcwcwiqcwcwiq 

Fig. 3. Examples of Indexed Part of A Song 

4   Experiments 

Until this research is done, no standard music collection exists yet to evaluate MIR 
methods. We construct a song collection, 2158 polyphonic MIDI, including 191 In-
donesian folksongs. This collection gathered from many sources such as websites of 
MIDI repository (MIDI Database1, Midi Directory2, and Mutopia Project3), Balai 
Budaya Minomartani Yogyakarta collection, websites of Indonesian folksongs, and 
personal collection. 

We randomly select 30 Indonesian folksongs from our collection as queries to be 
used in the experiments. Each of these songs has at least one different version of the 
same title in the collection. We construct five query sets which each consists of 30 
monophonic queries described as follows: Query Set 1 consists of long queries from 
30 selected songs, i.e., the whole main melody track from each of the 30 songs; Query 
Set 2 consists of short queries taken from the beginning part of each song, i.e., begin-
ning part of the main melody track; Query Set 3 consists of short queries taken from 
the middle part of each song; Query Set 4 consists of short queries taken from the end 
part of each song; Query Set 5 consists of short queries played and recorded by virtual 
keyboard representing the beginning part of each song that usually perceived by  
human. MIR flow in the experiments is illustrated in Fig. 4. We use RMIT MIRT 
Fanimae MIREX 2005 (FM05) [5] as MIDI parser that transcribes the collection and 
queries into directed modulo-12 intervals sequences. We then apply 5-gram indexing 
to these sequences. We implement a program based on a pattern matching technique 

                                                           
1 http://www.mididb.com 
2 http://www.freemidi.org 
3 http://www.mutopiaproject.org 
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to measure the similarity between 5-gram indexed texts. We use Indri search engine 
[21], a text-based IR system, to index and retrieve the folksongs. Indri’s retrieval 
model is a combination of language model and inference network. 

 

Fig. 4. Music Information Retrieval Flow 

Evaluation. In this work, we use Mean Reciprocal Rank (MRR) to evaluate the 
retrieval performance. MRR is initially used to evaluate a question-answering system. 
But now MRR is also used to evaluate IR system [22]. A reciprocal rank can be de-
fined mathematically as 1/r where r is the highest rank of relevant documents re-
trieved. MRR is the average of reciprocal rank in a query set. Higher value of MRR 
indicates more effective retrieval. 

5   Results 

Table 1 presents the results of the experiments. The pattern matching technique is 
represented by 5G. Text-based IR system represented by T followed by NN for 
allowing 5-gram duplication in both document and query, NU for allowing 5-gram 
duplication in document and using distinct 5-gram in query, UU for using distinct  
5-gram in both document and query. The last digit of each initial represents the 
indexing technique; 1 for full-indexing technique, 2 for a half indexing technique, 3 
for one third indexing technique.  

The experiments show that 5G, TNN, TNU, and TUU work very well in retrieving 
the musical data either in full-indexing or partial-indexing techniques. However, fully 
indexed songs give better performance than partially indexed songs. Using full-
indexing techniques, all aproaches give MRR score 0.99 (i.e. only one query fail). 
MRR score of a half indexing technique is 0.935 and one third indexing technique is 
0.895. The retrieval performance of the text-based IR system is not significantly af-
fected even though a document or query contains 5-gram text duplication or not. 
Overall, both pattern matching technique and text-based IR system are able to retrieve 
the polyphonic MIDI with MRR average score 0.94. 
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Table 1. MRR of Similarity Measurement Techniques 

Similarity Measurement Initial MRR 
5G-1 0.99 
5G-2 0.93 

Pattern Matching 
(5-gram Matching) 

5G-3 0.89 
TNN-1 0.99 
TNN-2 0.94 
TNN-3 0.90 
TNU-1 0.99 
TNU-2 0.94 
TNU-3 0.90 
TUU-1 0.99 
TUU-2 0.93 

Language Model 
(Text-Based IR System) 

TUU-3 0.89 

In regard to the Query Sets we use, Query Set 1 and 2 both give MRR score 1 in 
full-indexing and partial-indexing techniques. MRR score for Query Set 3 is 0.92 with 
MRR score 1 in full-indexing technique, 0.91 in a half indexing technique, and 0.86 
in one third indexing technique. MRR score for Query Set 4 is 0.82 with MRR score 1 
in full-indexing technique, 0.79 in a half indexing technique, and 0.66 in one third 
indexing technique. Query Set 5 give MRR score 0.97 in full-indexing and partial-
indexing techniques. These scores imply that partial-indexing technique works as well 
as full-indexing technique does if the query contains the beginning part of the song. 
Otherwise, although folksongs tend to be short and repetitive, full-indexing technique 
performs better because it indexes all part of the song. In general, long query gives 
better result than short query. 

In the experiments we find an interesting case where some relevant songs are not 
found because of different musical arrangements. For example, when a percussive 
instrument such as Kolintang (North Celebes traditional music instrument) is used, a 
long note is played by repetitive hits of the same note. Such patterns result in musical 
sequences that do not match the query. 

6   Conclusions 

This paper has presented a work on content-based polyphonic MIR for Indonesian 
folksongs. The results of the experiments show that the pitch interval can be 
represented as text. In retrieving the songs, using text-based IR system or n-gram 
matching technique, both are effective in retrieving the polyphonic songs, regardless 
of the query length or position where the query fragment is taken. However, a better 
performance is shown using fully indexed songs rather than partially indexed songs.  

In the future we will use a bigger music collection in our study. We have a diffi-
culty in creating Indonesian folksongs in MIDI format because most Indonesian mu-
sic is currently available in MP3 format. Audio transcription is difficult to apply to 
Indonesian folksongs, especially the Javanese and Balinese music due to the  
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microtonality (musical scale) problem. We are in the process of tweaking our MIR 
system, which is based on the diatonic scale, to process Indonesian folk and tradi-
tional music which typically uses pentatonic scales.  
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Abstract. User behavior information analysis has been shown important for op-
timization and evaluation of Web search and has become one of the major areas 
in both information retrieval and knowledge management researches. This pa-
per focuses on users’ searching behavior reliability study based on large scale 
query and click-through logs collected from commercial search engines. The 
concept of reliability is defined in a probabilistic notion. The context of user 
click behavior on search results is analyzed in terms of relevance. Five features, 
namely query number, click entropy, first click ratio, last click ratio, and rank 
position, are proposed and studied to separate reliable user clicks from the  
others. Experimental results show that the proposed method evaluates the reli-
ability of user behavior effectively. The AUC value of the ROC curve is 0.792, 
and the algorithm maintains 92.8% relevant clicks when filtering out 40% low 
quality clicks. 

Keywords: User behavior analysis; click reliability; search user; search engine. 

1   Introduction 

User feedback provides useful information for analyzing, estimating and optimizing 
the performance of Web retrieval systems. It is an important topic for both IR re-
searchers and search engine system engineers. Previous studies indicate that users are 
unwilling to provide explicit feedback for search engines [3]. Therefore, more studies 
(e.g. [4][5][19]) looked into implicit feedback information extracted from click-
through data. This kind of feedback information has developed into an important 
research topic in the area of information retrieval and knowledge management, and 
has also been emphasized by commercial search engine community. 

Unfortunately, practical Web data sources as well as click through logs contain lots 
of noise. Individual users may behave irrationally or maliciously, or may not even be 
real users, and we cannot treat each user as an individual “expert” [4]. By performing 
eye-tracking study, Joachims et al. [5] showed that individual user clicks include bias 
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and was not able to be used as judgments of absolute relevance directly. Therefore, 
state-of-the-art approaches require a large volume of click-through data to extract 
credible user feedback information based on the wisdom of the crowd (eg. 
[1][2][4][5] [12][13][18][19]). The consequent problem is that these methods only 
deal with hot queries with large number of access users and are not applicable for 
long-tail queries with rare user accesses. 

To solve the problem, this paper defines the click reliability as whether a click is 
treated as one of an individual “expert” for relevance labeling probabilistically. Based 
on large scale log analysis, we study the contexts of individual user clicks and look 
into user decision process. Five context features of user clicks are proposed and em-
ployed to estimate click reliability. 

The remaining part of the paper is as follow. Section 2 introduces the related work. 
Section 3 gives definition on users’ click reliability in a probabilistic notion. In sec-
tion 4, context of search behavior is been studied empirically and several features are 
proposed and verified for reliability analysis. Conclusions and future work are drawn 
in the section 5. 

2   Related Work 

In recent years, using implicit feedback information has been receiving much atten-
tion in the information retrieval area. Several approaches are proposed to mine rele-
vant information from click-through data and some applications are implemented 
based on user behavior information, such as re-ranking search results [18], learning 
ranking [19], evaluating performance automatically [12], et al. 

Tan et al. [6][7] detected robot behaviors for increasing the robustness of data and 
mining techniques applied to Web logs. Baeza-Yates et al. [8] and Kammenhuber et 
al. [9] modeled user clicks, query formulations and pages visited and revealed several 
interesting aspects of user behavior: users tend to formulate short queries, click on 
few pages and majority of users refine their initial queries in order to retrieve relevant 
documents. Sadagopan et al. [17] identified typical and atypical user sessions in click 
streams based on detecting outliers using Mahalanobis distance. These studies inter-
preted and modeled general user behaviors, detected robot behaviors or atypical ones, 
without analyzing and comparing different behaviors of one user. 

In 2005, Joachims et al. [5] studied a work called “Eye-tracking”, and mined im-
plicit feedback information through analyzing user decision process. Based on this 
work, Agichitein et al. [4] depicted the rank bias of clicks, proposed background 
model and several user behavior models to mine relevant query-doc pairs. Recently, 
Craswell et al. [10] and Guo et al. [11] drew a cascade model, in which users view 
results from top to bottom and leave as soon as they see a worthwhile document, for 
explaining position bias of user behavior. However, some of these studies were per-
formed over controlled lab conditions, which is not clear whether these techniques 
and rules will work for general real-world search. Some studied user behavior using 
statistics methods without analyzing individual user behaviors, which needed a large 
volume of user clicks for each query and cannot be adapted to long tail queries. 
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This paper analyzes user behaviors based on the contexts of user click process, 
looking into user decision process, studying user click preference, and estimating 
click reliability. 

3   Search Process and Click Reliability 

Before analyzing user behaviors, we assume the interactive process between user and 
search engine and look into user decision process. The concept of click reliability is 
defined, which has applications in performance evaluation of context features. 

3.1   User Search Process 

There is an interactive process between user and search engine. Generally, a user 
submits a query to a search engine. Then search engine presents results. By compar-
ing the information of search result list, such as title, snippets, URL, other results, the 
searcher clicks results. When satisfied, he might be left. Otherwise, he returns to the 
result list, clicks more pages or refines his query and keeps on searching. 

Table 1. A case of an interaction between user and search engine for the same topic 

No. Time Query Rank Page Clicked 

1 20:58:58 丰田(Toyata) 6 www.autohome.com.cn/526/ 
2 21:02:34 丰田(Toyata) 5 www.autohome.com.cn/110/ 
3 21:03:23 丰田(Toyata) 6 www.autohome.com.cn/526/ 
4 21:04:11 上海大众 (Shanghai

Volkswagen) 
5 www.che168.com/che168/cardb/brand/bran

d_58.html 
5 21:06:14 广州本田 

(Guangzhou Honda) 
3 car.autohome.com.cn/brand/32/ 

6 21:09:23 丰田(Toyata) 2 car.autohome.com.cn/brand/63/ 
7 21:10:20 丰田(Toyata) 4 price.pcauto.com.cn/brand.jsp?bid=31 
8 21:11:20 丰田(Toyata) 10 www.che168.com/che168/cardb/brand/bran

d_24.html 
9 21:12:43 丰田卡罗拉 

(Toyota Corolla) 
1 www.autohome.com.cn/526/ 

10 21:19:12 丰田卡罗拉 
(Toyota Corolla) 

11 www.autohome.com.cn/526/options.html 

Table 1 shows a case of user click process, from which we conjecture that a user 
want to find information for purchasing a car, and it is likely that the goal is Toyota 

Corolla(丰田卡罗拉). In the search processing, the user refers to other cars, Shanghai 

VolksWagen(上海大众) and Guangzhou Honda(广州本田). He finally clicks a page 
of Toyota Corolla’s configuration, and we can guess the user’s need is the informa-
tion about car configuration. Based on user search process analysis, we have the idea 
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that each click happens in the context of interactive process between user and search 
engine system, which is able to derive user decision process, and user click reliability 
can be estimated and judged to mine the preference information. 

3.2   User Click Reliability 

By performing eye-tracking studies and analyzing users’ decision process, Joachims 
et al. [5] show that clicks are informative but biased, and it is difficult to make the 
interpretation of clicks as absolute relevance and relative preferences derived from 
clicks are reasonably accurate on average. This paper estimates the click relevance 
using click reliability. 

Definition: User Click Reliability ℜ  is an estimated probability of the relevance 
between query q and document d, given the context F of click c, and is formalized as: 

( ( , )) ( ( ( , )) 1 | )c q d P R c q d Fℜ = = . (1)

where c(q,d) is a click c of query q and document d, R(c(q,d)) presents the relevance 
of q and d, when R(c(q,d)=1 means relevant and R(c(q,d))=0 means irrelevant, and F 
is the click context, such as other clicks and queries in the current user session. 

The concept defined here is different from the traditional studies which select rele-
vant clicks by counting large scale logs statistically. This definition evaluates the 
relevance of query-document pairs from individual user clicks. 

Based on Bayesian theorem, we have: 

( | ( ) 1)
( ( ) 1 | ) ( ( ) 1)

( )

P F R c
P R c F P R c

P F

== = = . (2)

Here P(R(c)=1) is the likelihood of relevant clicks in whole click set. If we just com-
pare the values of click reliability in a given click corpus, P(R(c)=1) can be regarded 
as a constant value and wouldn’t affect the comparative results. The equation is  
rewritten as: 

( | ( ) 1)
( ( ) 1 | )

( )

P F R c
P R c F

P F

== ∝ . (3)

Now consider the terms in equation (3), P(F) is the probability of context feature F 
which can be estimated using the proportion of F in a given click corpus. P(F|R(c)=1) 
is the probability of feature F in relevant click set and equals to the proportion of 
clicks with feature F in relevant click set. According to equation (3), the reliability of 
click c with context feature F is proportional to P(F|R(c)=1) and inversely propor-
tional to P(F). Therefore, the expression P(F|R(c)=1)/P(F) is able to estimate the 
performance of feature F and we define the concept of Click Reliability Value (CRV) 
as follows: 

P(F | R(c)= 1)
ClickReliabilityValue(CRV) = 

P(F)
. (4)



 Study on the Click Context of Web Search Users for Reliability Analysis 401 

According to equation (2), when CRV is larger than 1, namely 1
P(F | R(c)= 1)

P(F)
> , 

then we have P(R(c)=1|F)>P(R(c)=1), and it means that the clicks with feature F is 
more reliable than the clicks in whole corpus in a probabilistic notion. 

4   Empirical Study on the Context of User Behavior 

Traditionally, user clicks are considered as a proof of relevance between queries and 
documents, and state-of-the-art approaches requires extensive user interaction data to 
guarantee statistical reliability. However, for long-tail queries, the challenge is that 
there is insufficient click data for statistical analysis. To assure our approach working 
for long-tail queries, we extracted features based on individual user clicks instead of 
relying on global statistics oriented features. Hence, we look into user decision proc-
ess, analyze user click behaviors, then observe and propose several features from 
individual user at click level. 

4.1   Data 

The former study [4] showed that the Web search is not controlled and the techniques 
from the controlled lab may not work for general real world. To study user behavior 
in the real world, we collected search engine access logs from Sep. 10, 2008 to Oct. 
24, 2008, with the help of a commercial search company. These access logs contain 
more than 194 million user clicks, 91 million unique queries, and 58 million user 
search sessions. Information extracted from the access logs is shown in Table 2. 

Table 2. Information sources in the click-through logs collected 

Item Record Content 
Query The user query submitted 
URL URL of the result clicked by the user 
Rank The rank of the result clicked by the user 
Order The order of the result in the click sequence 

User ID Automatically assigned user’s identification code 
Time Data and time of the clicking or querying event 

For evaluating different context of relevant clicks and irrelevant ones, we randomly 
sampled 3000 queries from query logs. For each query, the top 20 results returned by 
5 search engines in China were manually annotated as relevant or not by three asses-
sors from a search engine company. Each assessor annotated about one third of the 
whole pooling set. The correctness of their annotation was also examined by co-
checking each other’s judgment results over a small subset containing 1000 query-doc 
pairs, and the kappa coefficient [20] measures agreement among these three assessors. 
Table 3 shows that the kappa value between any two assessors is large than 0.8, which 
means that our annotation is good reliability. 
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Table 3. The kappa statistic value of the manual annotation 

 Assessor 1 Assessor 2 Assessor 3 
Assessor 1 1.00 0.84 0.86 
Assessor 2 0.84 1.00 0.87 
Assessor 3 0.86 0.87 1.00 

After annotation process, we have 89 thousands relevant query-doc pairs. With 
these pairs, 1.295 million click logs are picked out which have the same query-doc 
pairs. These clicks are treated as relevant ones reliably and annotated as Rel-Set and 
the whole click logs in our click-through data are annotated as Whole-Set. 

4.2   Click Context Features 

In the interaction between Web user and search engine systems, there are uncertain-
ties in the process of user search and click. Firstly, we study the uncertainties in user 
query and click process and it is a possibility that there are two types of uncertainties, 
query uncertainty and click uncertainty. When a user clicks an irrelevant result, he/she 
is not satisfied and still need more information. Then the query tends to be refined and 
resubmitted to search engine, or more results will be clicked. We summarize these 
two types of uncertainties of click context as query number feature and click entropy 
feature.  

(I) QueryNum: the unique query number submitted in current search session. 
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Fig. 1. QueryNum distributions of Rel-Set and Whole-Set. The category axis represents unique 
query number in current search session. 

Fig. 1 shows that the context of 62% relevant clicks only contain one submitted query, 
which is larger than Whole-Set. The QueryNum of most clicks (82.1%) in Rel-Set is less 
or equal than 2 (only 44.9% for Whole-Set). Based on Fig. 1, we are able to derive that 
clicks with more submitted queries in their session context are less reliable. The Click 
Reliability Value (CRV) is 2.55, when QueryNum equals to 1, according to equation (4), 
which means that it works well for identifying click reliability. This context feature illus-
trates the existence of query uncertainty in process of query summiting. 
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(II) ClickEntropy: the information entropy (proposed by Shannon in 1948 [15]) of 
user click distribution in current search session, which is calculated as follows: 

log( )
i

i i
p

ClickEntropy p p= −∑ . (5)

Here, pi is the click distribution, estimated using the proportion of click on result i in 
all clicks in a user session and calculated as: 

#(    )

#(      )i

click on result i
p

total clicks in a user session
= . (6)

pi is different from the traditional Click-through Rate (CTR) metric [4][19]. The CTR 
is a statistic metric based on all user clicks, while pi is based on current session. 
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Fig. 2. ClickEntropy distributions of Rel-Set and Whole-Set. The category axis represents 
ClickEntropy value. 

Fig. 2 shows that the ClickEntropy of Rel-Set is lower than Whole-Set’s. When 
ClickEntropy equals to 0, namely user only click one page (one time or click the same 
page several times), it is 60% for Rel-Set, while it is only 32.2% for Whole-Set. Simi-
lar to QueryNum feature, the ClickEntropy of most clicks (81.1%) in Rel-Set is less 
than or equal to 1 (only 52.4%% for Whole-Set). According to ClickEntropy feature, 
it is able to derive that the click with more pages clicked in its session context is less 
reliable and CRV(ClickEntropy=1) is 1.85. This context feature illustrates the exis-
tence of click uncertainty in process of clicking result pages. 

In a search process, each click is able to be sorted according to click time. Sec-
ondly, we conclude that the reliability is different for different order of click  
sequence. In [5], Jochims et al. proposed a rule, ”Click > Earlier Click”, which means 
that the later click is more relevant than earlier click, though the result of [13] shows 
that the rules of contradicting the existing search order perform worse compared to 
the rules that fully or partially reinforce the existing order of search result. 

(III) FirstClickRatio: 
which is deined as FirstClickInSession/FirstClickInQuery: a click is the first one of 
a click sequence of session or query, or not. Here, we observe user click in two differ-
ent scales of click context, session scale for the same user session and query scale for 
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the same query submitted by user. Since a user may submit several queries in current 
session, the scale of query is smaller than the one of session. 

Fig. 3 shows that the 62% clicks in Rel-Set is the first ones of click sequence in 
user session, while it is 25.8% for clicks in Whole-Set. Similarly, 55.4% clicks in Rel-
set are the first ones in query click sequence (25.8% for clicks in Whole-Set). The 
CRV(FirstClickInSession=yes) is 2.15 and the CRV(FirstClickInQuery=yes) is 1.42, 
which means that clicks with first position of click sequence in user session or query 
are more reliable than other ones. These two context features may be interpreted by 
the phenomenon that users may prefer to pay more attention to result lists and com-
pare more information of each result before clicking any results and after first clicks, 
users’ clicks tend to be less informative. 
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Fig. 3. FirstClickInSession/FirstClickInQuery distributions of Rel-Set and Whole-Set 
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Fig. 4. LastClickInSession/LastClickInQuery distributions of Rel-Set and Whole-Set 

(IV) LastClickRatio: 
which is defined as LastClickInSession/LastClickInQuery: a click is the last one of a 
click sequence of user session or query, or not, analogous to the features FirstClick-
InSession and FirstClickInQuery. 

Fig. 4 displays the distributions of these two context features and shows that 50% 
clicks in Rel-Set are the last ones in user session (63.6% in user query), while it is 
26.7% in user session for Whole-Set (36.4% in user query). These two features can be 
interpreted by that users tend to stop interaction with search engines when they finally 
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take the satisfying documents. These two features is special cases of the rule ”Click > 
Earlier Click” in [5]. 

These four sequence context features look into different orders of click sequences 
based on session and query scale respectively, and the performances of session scale are 
better than the ones of query scale. By log analyzing, 71% users submit query only once 
in user session (Yu et al. have similar findings in [14]). For sessions with one query, the 
features, FirstClickInSession and LastClickInSession, is consistent with the other two, 
FirstClickInQuery and LastClickInQuery. Therefore, there are high correlations between 
these two groups of features with different scale. By studying the logs, the correlation 
between FirstClickInSession and FirstClickInQuery is 0.654 and it is 0.654 between 
other two features, which shows that these two groups of features are dependent. 

Due to the high correlations, the first/last clicks of session sequences are filtered 
out from the sets of first/last clicks of query sequences. Fig. 5 shows the distributions 
of modified features of first/last clicks in query sequences, which are almost the same 
for both sets. According to the distributions in Fig. 5, we can derive that the first/last 
clicks of session sequences perform well, while the ones of query sequences fail to 
filter out reliable clicks. The user decisions under first/last clicks of query sequence, 
not session sequence, have the similar properties to middle clicks in sequence. 
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Fig. 5. The distributions of first clicks and last clicks in query sequences, not in sessions 

Besides the features above, there are other context features, such as rank position 
of results, which is considered as rank bias [4][5][10][11] and causes the difficulties 
of log mining. To rank position factors, there are two different viewpoints. One is that 
the results at top positions have more possibilities to be viewed and clicked, the other 
is that search engines are experts in ranking the relevant documents at top positions. 
Here, we study user clicks with different result positions to look into the rank feature. 

(IV) RankPosition: the rank position of click result. 
Fig. 6 presents the rank distribution of Rel-Set and Whole-Set. For both of the sets, 
the results at top positions have more chance to be viewed and clicked than lower 
positions, and this phenomenon is defined as rank bias [4][5][10][11]. 30.3% users 
click the result at first position for Whole-Set, while it is 47.8% for Rel-Set, which 
means that the search engine may supply more intelligence for the first position than 
general rank bias. The reason may be that search engineers pay more attention to first 
rank position, and employ more rules or strategies. 
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According to the above analysis of five context features, we find out that processes 
of user clicks are influenced by result lists returned, and user decisions are applicable 
for interactions between users and search engines. By studying the context features in 
user click logs, we can look into user decision process and mine performing informa-
tion to estimate click reliabilities. 
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Fig. 6. The distribution of clicks at different rank positions 

4.3   Experiments on Click Reliability Estimation 

In this session, we estimated user clicks with context features proposed above, and 
selected high reliable clicks. According to the formula (3) in Session 3.2, clicks were 
estimated using one feature. Naïve Bayes theorem allowed us to use multiple features 
to estimate click reliability and Naïve Bayes method is applied to export the possibil-
ity value of a click with context features being a reliable one. 

For evaluation, the Whole-Set and Rel-Set introduced in Session 4.1 were used to 
train and test, 2/3 data for training and 1/3 for test. After Bayesian learning, each click 
was assigned a score. We choose ROC (Receiver Operating Characteristic) curves 
and corresponding AUC (Area under the ROC Curve) values to evaluate the perform-
ance of our method. ROC is a useful technique for organizing classifiers and visualiz-
ing their performance and it is also adopted by quality estimation [16]. 

After learning and testing, ROC curves of our algorithm are shown in Fig. 7. 
From this figure, we see that our method is able to select reliable clicks probabilis-
tically, which is better than random selecting method. The AUC value for the algo-
rithm’s ROC curve is 0.792, which means our estimation algorithm has 79.2% 
chances to rank a reliable click higher than a non-reliable click, while the AUC 
value for the random curve is 0.5. 

The ROC curve shows that the high reliable clicks are able to be selected using our al-
gorithm probabilistically. Table 4 lists that when we filter out 80% low reliable clicks, 
the algorithm can maintain 60% relevant click and we filter out 40% low reliable clicks, 
the algorithm can maintain 92.8% relevant click, which shows the effectiveness perform-
ance of our algorithm. 
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Fig. 7. ROC curves to evaluate the performance of click selecting method, compared with 
random method 

Table 4. Different cleansed data size and corresponding relevant click recalls (the proportion of 
retained relevant clicks) 

Cleansed data size 20.0% 40.0% 60.0% 80.0% 
Relevant click recall 60.0% 81.4% 92.8% 98.4% 

5   Conclusion and Future Work 

In this paper, we analyze the contexts of user click behavior in interaction processes 
between users and search engine systems, and look into user decisions. The definition 
of click reliability is defined in a probabilistic notion. Five user context features are 
proposed and analyzed. The main conclusions are listed as follows: 

[1] There are uncertainties in user query and click process, and clicks with more 
certainties are more reliable; 

[2] The first and last clicks in click sequences have higher click reliability than the 
others; 

[3] User decision process and search results influence user click behaviors and 
context features are effective for finding reliable clicks. 

In the future, more work will be done on the application of reliability click estimation, 
such as improving Web search ranking, evaluating search engine performance, detect-
ing click spam, finding bad search cases, etc. 
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Abstract. Due to the ease of use in blogs, this new form of web content has  
become a popular online media. Detecting the popularity of blogs in the mas-
sive blogosphere is a critical issue. General search engines that ignore the social 
interconnection between bloggers have less discrimination of blogs. This study 
extracts real-world blog data and analyzes the interconnection in these blog 
communities for blog popularity mining. The interconnections reveal the con-
sciousness of bloggers and the popularity of blogs which may refer to blog 
qualities. In this paper, we propose a blog network model based on the inter-
connection structure between blogs and a popularity ranking method, called 
BRank, on the constructed model. Several experiments are conducted to ana-
lyze the various explicit and implicit interconnection structures and discover 
variances of the impact of interactions in different communities. Experiments 
on several real blog communities show that the proposed method could detect 
blogs with great popularity in the blogosphere. 

Keywords: blog, link analysis. 

1   Introduction 

In recent years, blogging has become a trend for people to publish content on the 
internet. With the ease of use in blogs, users can rapidly share their daily dairies, 
discuss the latest news, and express their opinions. As an emerging online medium, 
many blog hosting sites now provide free services. Given this convenient platform, 
the number of blogs is increasing in a dramatically fast manner. 

A blog consists of the title, subscription information, multiple posts which are dis-
played in a descending order by the publish date. A general blog post is combined 
with the post date, text, hyperlinks, images and other media. The user writing a blog is 
a blogger. There may be some comments or trackbacks from other bloggers below a 
post, and that means those users are interested in the topics of that blog. In addition, 
bloggers can add favorite blogs to their blogrolls which indicate the subscriptions or 
links listed in the front page of a blog. These are the most common interactions  
between bloggers. Also, hyperlinks contained within a blog post give additional in-
formation for readers who would like to read some more related news, or blog posts. 

Bloggers may form virtual communities through several kinds of interactive behav-
iors among bloggers and their audience. In comparison with general web contents, 
blogs show the particular characteristics themselves. Many researchers consider blogs 
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to be valuable resources. As a result of the massive growth of blogs, blog readers may 
find out a great deal of hot blogs on the blog hosting sites, yet do not know which 
ones contain the most informative contents. Some Blog service providers (BSPs) list 
hot blogs based on the number of visitors, but this indicator is weak for determining 
the quality of blogs. Many web sites have developed some blog-related technologies. 

Google Blog Search1 and Technorati2 are now available for users to search blogs 
by query words. BlogLook3 provides a ranking service for blogs. It allows bloggers to 
enter the URL of his blog, and multiple features along with the corresponding rank-
ings are computed. The features are obtained from the search engines. However, the 
detailed information such as content, comments, links, and citations within the blogs 
are not considered comprehensively in these services. Though the number of blog 
interactions is used to calculate the authority score for Technorati, the comments are 
ignored and the various interactions are all seemed as the same.  

The PageRank [16] is a popular ranking algorithm for web pages. For a hyper-
linked set of pages, PageRank assigns a score to each page representing its relative 
importance among pages. The linking structure in the blogosphere is similar to that in 
web sites but with additional characteristics. Thus, general ranking method for web 
pages is not appropriate for the structure of the blogosphere. Some ranking algorithms 
for blogs are presented in recent studies. EigenRumor [7] is based on eigenvector 
calculation of the adjacency matrix of links, which is similar to HITS [10] and Pag-
eRank. The algorithm focus on the behaviors of bloggers on blog posts. We find some 
interactions between bloggers should be taken into account. BlogRank [4] is a gener-
alized form of PageRank which use similarity features to make the link graph denser. 
The study does not consider the comments. Comments are conversational information 
for blog post. We regard this kind of interactions as an important factor for analysis. 
This work presents a comprehensive study on the interactive behaviors in the blog 
community. The behaviors could be seemed as connections between bloggers. We 
think that the interconnections reveal the consciousness of bloggers, and the impact of 
blogs can be derived by analyzing this information. 

A blog with the high popularity produce more interactive behaviors to other blog-
gers. For a popular blog, the contents are normally informative for some readers. The 
posts could be insightful discussions or innovative opinions depending on subjective 
judgments. However, analyzing the contents is a time-consuming work. We therefore 
aim to use other obvious factors which reveal the consciousness of readers. In a popu-
lar blog, there may be more support relationships made by other different bloggers 
than in general ones. In addition, bloggers play different roles in the blogosphere. 
These criteria should be taken into account to measure the blog popularity. Users may 
cite a blog or a blog post in a web page including personal web sites, forums, or any 
other web contents. When a blog is frequently referenced on the internet, we can say 
that the blog receives a high reputation. According to these observations, it is claimed 
that the popularity of blogs could be measured by their impact on induced social  
interconnections. 

                                                           
1 http://blogsearch.google.com.tw 
2 http://technorati.com 
3 http://look.urs.tw 
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Fig. 1. The linking structure in blogosphere 

PageRank is used to analyze the page reputation or popularity in the linking graph. 
With the linking structure between web pages, the ranking score is generated in a 
random walking model for PageRank. The probabilities for a random surfer moving 
from a web page A to another web page B is a critical concept in the algorithm. We 
use blog interactive behaviors to construct a blog network model which describes the 
blog-specialized linking structure (as illustrated in Fig. 1). For ranking bloggers in a 
blogosphere, a weighted and interaction-aware PageRank algorithm called “BRank” 
is proposed in this paper. In addition to the explicit relationships for blog interactions, 
common links in the posts which are regarded as the similarity relationship between 
blogs is also employed in the blog network model.  

The rest of this paper is organized as follows. We introduced some related work in 
Section 2. The detail of the method is described in Section3. In Section 4, we  
presented some experimental results and discussions and this work is concluded in 
Section 5. 

2   Related work 

PageRank is a link analysis algorithm that calculates the importance score for each 
element of a group of hyperlinked documents. We think the linking structure in the 
blogosphere is different with that in web sites. Thus, our BRank would be designed 
based on the characteristics of blogs. 

Kleinberg [10] proposed the Hyperlink-Induced Topic Search (HITS) algorithm. 
This is another prominent algorithm for ranking web pages. The critical concepts are 
the hubs and authorities. The hub score presents the quality of links to other pages 
about that topic, while the authority score indicates the quality of the page content. 
Besides web pages, Yupeng et al. [19] presented an expertise propagation algorithm 
to find the potential experts for a specific topic by using the co-occurrences of people 
from web pages and communication patterns from emails. 
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In the related work on analyzing blogs, Nardi et al. [6] analyzed the text of blog 
posts and comments in order to identify feelings of a community. Alvin and Mark [3] 
employed the centrality measures and visualizations to detect the communities in 
blogs. Xiaochuan et al. [18] categorized the post contents into informative articles and 
affective articles. Their study aimed to improve the classification of emotions from 
blog posts. Tirapat et al. [17] studied the relationship between the success of a movie 
and the “buzz” in blogosphere. They constituted a topic map by analyzing the blog 
posts capturing associations between movies and blog entries. Temporal discussions 
and stories in blog communities were exploited by Arun et al. [5]. They proposed a 
Content-Community-Time model which uses the content and timestamps of entries. 
Lento et al. [12] applied the logic regression model and network visualizations to 
analyze the blog data in the Wallop system. They investigated the relationship be-
tween blog interactions and the willingness of bloggers to continue updating blogs. 
Furukawa [8] defined the regular reading relation which describes the reading behav-
ior for bloggers. Four kinds of social network are examined respectively to predict the 
regular reading relation and analyze the information diffusion. Ali-Hason and Adamic 
[2] studied the bloggers’ online and real life relationships in three blog communities. 
They analyzed the different kinds of links including blogrolls, citations, and com-
ments and discovered that few blog interactions reflect the real life relationships. 

Gill et al. [9] discussed the effect of blogs on mass media and politics. It also com-
pares some websites such which provide blog ranking services. Nakajima et al. [14] 
aimed to capture critical conversation topics from blogs. They proposed a blog thread 
model and define the roles of bloggers as agitators and summarizers. The agitators are 
considered to have a great impact on the discussions in the blogosphere. The time-
stamps of posts are examined to discriminate these two kinds of bloggers.  

Some algorithms were proposed in the following studies. Adar et al. [1] introduced 
the implicit links representing similarity between blog posts. With the implicit links, a 
blog ranking algorithm called iRank was presented. Apostolos et al. [4] add implicit 
links to increase the density of the blogs’ graph based on the similarity in topics  
and users. They modified the PageRank into an algorithm for ranking blogs called 
BlogRank. Comments are not considered in their work. As the most frequent interac-
tions, comments show their importance in our work. The B2Rank [13] presented by 
Mohammad is also modified from PageRank. Nitin et al. [15] investigated the behav-
iors of influential bloggers and presented a preliminary model to quantify them. Sev-
eral experiments were conducted to identify influential bloggers from many distinct 
points. The work focuses on the community blogs, and our study targets the individ-
ual blogs. Fujimura et al [7] proposed the EigenRumor algorithm for ranking blogs. 
The algorithm is based on HITS and can be applied on communities with observable 
membership identities. They define the information providers as agents. The agent 
property consists of the authority score and the hub score. 

Some Web sites also provide the blog ranking service. Technorati is real-time 
blog search engine which watches over 100 million blogs. It allows users to know 
what is being discussed now in the blogosphere. Its authority ranking uses the blog 
authority which counts the number of blogs linking to a specific blog. BlogLook is a 
prominent blog ranking service in Taiwan. Its data contains more than 60,000 blogs. 
Instead of analyzing the real blog contents, blog information is retrieved from sev-
eral blog search engines including Technorati authority, and the number of links and 



 Utilizing Social Relationships for Blog Popularity Mining 413 

subscriptions. These services provide a general view of the blog reputation. Our 
method gives insight into various interactions inside a blog community. In addition, 
the number of links obtained from search engines will be adopted in this work for 
global blog ranking. 

3   Method 

Our method is based on the characteristics of blogs, which includes the linking struc-
ture and blog similarity features. We first introduce the idea on measuring the blog 
popularity and present how the proposed blog network model is constructed. The 
proposed ranking algorithm will be detailed in the latter subsection. 

3.1   Blog Social Relationships and Network 

The linking structure of a blogosphere is different from that of general web pages. 
When a blogger performs blog interactions like comments, trackbacks, the implicit 
link information is generated in the blog pages. The blog-specific linking structure is 
then constructed in this way. For example, when a blogger A leaves comments to a 
blog post in blog B, a link to blog A is presented in the pages of blog B. For PageR-
ank, blog A receive a vote from blog B. However, the original linking structure is not 
reasonable to represent the relationship. Indeed, the sender of the comment, blog A, 
makes a vote to B in this case. This describes how the linking structure of blo-
gosphere differs from that of general web pages. Blog readers can determine topics of 
blogs while browsing the blog posts. If readers are interested in a certain topic, they 
are likely to read blogs containing similar contents. We hence assume that if Blog A 
and Blog B are similar, there will be some probability for readers of A to read B. 
Links mentioned frequently may refer to some hot topics. In our work, the  
co-occurrence of hyperlinks between blogs is regarded as a similarity relationship in 
our model. 

Two genres of blog social relationships between blogs are then defined in the pro-
posed blog network model. Interactions or links from Blog A to Blog B indicate that 
A is a reader of B, and we take these relationships as support relationships. Four 
kinds of interactive behaviors, i.e., comments, trackback, blogrolls and citations, are 
all regarded as support relationships in our model. Common links in Blog A and Blog 
B make a similarity relationship between A and B. If Blog A and Blog B are similar, 
there will be some probability for readers of A to read B.  

Other than the blog relationships, several characteristics, e.g., the number of posts, 
comments and trackbacks and the average length of posts, for blogs should be taken 
into account. For each blog in the data set, the features are combined as a blog quality 
score. By using the score in the BRank algorithm, the impact score granted by a blog 
will be revised. 

3.2   BRank  

The proposed social-based link analysis algorithm, BRank, computes the popularity 
scores in the blog network. BRank is a modified PageRank algorithm. Based on the 
original PageRank, we adjust the probability of a blog reader to follow a link in blog 
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A to another blog B. The probability is given by a new formula as shown in Table 1. 
The probabilities for the bloggers from blog A to blog B (PA→B) in PageRank is de-
cided by the out degree of blog A. For BRank, it is determined by the relationship 
scores (RA→B). In formula 2, set S represents the set of blogs linking to blog A. 

Table 1. The formula calculating the surfing probability 

Algorithm Formula 

PageRank 

blogA of Outdegree
P BA

1=→
                                   

 (1) 

BRank 
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→
→ =
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XA
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R
P                                             (2) 

The relationship score for the bloggers from Blog A to Blog B is decided by three 
factors. The first is the type of blog relationships. Different blog relationships are 
given different weights (WRtype) since they have distinct meanings for a blogger. This 
value will be set experimentally. The second factor is the number of the correspond-
ing relationship. Here we simply aim to use the degree of the number (RNRtype) to 
express the strength of the relationship. Instead of the actual numbers, we adopt the 
natural log values. The last one is the blog quality score (BQk) which is combination 
of the normalized blog features. The blog quality score show the general activity of a 
blog. We assumed that the probability of moving to a blog with a higher quality score 
is more than others. This quality score is also converted to the natural log value for 
calculation. The relationship score combines all kinds of relationship between two 
blogs, and it can be calculate as follows: The list of relationship types between blog-
gers A and K: 

∑ ∗∗=→
Rtype

kRtypeRtypeKA BQRNWR
                                 

(3) 

We compute a relationship score for each edge in the blog network. A blog edge is a 
composition of the blog relationships. To recall, the blog relationships includes com-
ments, trackbacks, blogrolls, and common links. Among them, common links create 
a virtual relationship, and the comment cause a support relationship which is oppo-
site in direction with the actual link in the blog page. Each directional relationship 
has a corresponding weight, and the adjustment of weights will be discussed in the 
experiments. According to the above modifications, the formula of BRank can be 
defined as: 

AX
ASX

XBRankd
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∈
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where d is the damping factor defined as the original PageRank. 
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4   Experiments 

In our experiments, we focus on 5 well-known BSPs in Taiwan: Wretch Blogs4 , 
Yahoo Blogs5 , Yam Blogs6 , Xuite Blogs7  and Pixnet Blogs8. The crawling process 
was started from the top blogs since September, 2007 to May, 2008. These crawled 
blogs are chosen from the top-bloggers list in several authoritative blog sharing and 
ranking sites. Thus, we can guarantee that our dataset contains the popular blogs and 
blogs which interact with them. After the blog pages have been retrieved, we then 
extract blog posts, comments, trackbacks, citations, and blogrolls in pages. The ex-
traction program is customized for each type of blog pages since they are laid out in a 
variety of HTML templates. The statistics of our date set is presented in Table 2. 

Table 2. Information of Blogs and important interactions 

  #Blog #Post Comment Trackback Citation Blogroll 
Wretch  592,123 6,880,087 16,527,101 316,263 154,190 236,168 

Yahoo  294,352 727,335 1,589,940 137,232 253,928 110,837 

Yam  84,536 1,895,319 2,318,052 104,594 65,125 15,583 

Xuite  27,320 1,270,830 822,398 21,053 325,854 12,791 

Pixnet  41,507 2,511,188 4,356,075 14,336 57,504 27,602 

In the conducted experiments, we retrieve the information from BlogLook for the 
purpose of experimental evaluation. The ranking data will be represented as RankBL in 
the following sections. Besides the existed ranking service, we prepare three sets of 
manually ranking data. The first set consists of 400 blogs selected randomly from 
BlogLook for four BSPs including Wretch, Yahoo, Yam, and Pixnet. Several manual 
features are derived by four researchers and the summation scores will be our human 
ranking result for the 400 blogs. The manual features are: Detailed Discussion, Abun-
dant Information, Clear and Suitable Self-defined Categories, Update Frequency, The 
quality of subscriptions, Suitable Advertisements and Expert Popularity Score. These 
features are established based on our criteria for determining the quality and popular-
ity of blogs. All the manually rankings are named as RankH for convenience. 

To quantify the comparisons between two kinds of rankings, we use the correlation 
coefficient and kappa coefficient in our experiments. The correlation coefficient of 1 
indicates a perfect positive linear relationship. On the contrary, −1 refers to a perfect 
negative linear relationship. A value 0 represents that there is no correlation. We  
denote this coefficient as CC in the following sections. 

Cohen's kappa coefficient is a statistical measure for comparing the degree of con-
sensus between raters. Cohen's kappa measures the agreement between two raters who 
each classify N items into C mutually exclusive categories. To use kappa coefficient 
                                                           
4  http://www.wretch.cc/blog/ 
5  http://tw.blog.yahoo.com/ 
6  http://blog.yam.com/  
7  http://blog.xuite.net/  
8  http://www.pixnet.net/blg/ 
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for our ranking results (N=100), we simply divide the blogs into two disjoint categories 
(C=2). Thus, the kappa coefficient can be employed on the two categories between 
different ranking results. We adopt three ways of division, i.e., two-fold, third-fold  
(1:2) and third-fold (2:1) in our experiments and denoted as K1, K2 and K3 respectively. 

4.1   Effects of Blog Relationships 

In order to test the effects of different blog relationships, several ranking processes 
with various settings of weights in the algorithm are done. In Fig. 2, we show the 
results for different weighting schemes. The comparison with the original PageRank 
is shown in Fig. 3 and Fig. 4. For the average kappa value, our algorithm outperforms 
the PageRank in Wretch blogs. Although the kappa values are similar for Yam and 
Pixnet, the correlation coefficients show the difference. Kappa value including K1, 
K2, and K3 show a general view for detecting a group of better blogs. 

 

Fig. 2. The average kappa value for 4 series of weights 

 

Fig. 3. Kappa value comparison for PageRank and BRank 

4.1   The Analysis of Ranking Results 

In the following experiments, we will compare results of BRank (RankL) and ranks in 
BlogLook (RankBL) for each BSP. RankH is considered as the ground truth in our 
evaluation. Table 3 represents the agreement analysis for Wretch, Yahoo, Yam and 
Xuite. According to the AvgK values, the proposed BRank outperforms BlogLook in 
these four BSPs. 



 Utilizing Social Relationships for Blog Popularity Mining 417 

 

Fig. 4. Correlation coefficient comparison for PageRank and BRank  

BRank attains the lower agreements and weaker correlation in Wretch. It is caused 
by the large amount of comment relationships. In Wretch, some diaries may be com-
mented by a great number of friends and the comments are short and non-informative 
in general. This kind of noise comments will increase the ranking score for blogs in a 
small but highly connective community. Thus, our results may be biased.  

Table 3. Agreement Evaluations 

Wretch CC K1 K2 K3 Avg K 

RankH & RankBL 0.342 0.187 0.005 0.194 0.129 
RankH & RankL 0.181 0.103 0.229 0.192 0.174 

RankL & RankBL 0.071 0.077 -0.038 0.000 0.013 

Yahoo      

RankH & RankBL 0.103 -0.012 -0.063 -0.047 -0.040 

RankH & RankL 0.350 0.177 0.308 0.163 0.216 

RankL & RankBL 0.196 0.106 0.095 0.000 0.067 

Yam      

RankH & RankBL 0.124 0.077 -0.029 -0.007 0.014 

RankH & RankL 0.359 0.297 0.322 0.115 0.245 

RankL & RankBL 0.145 0.243 0.322 0.000 0.188 

Xuite      

RankH & RankBL 0.373 0.029 0.009 0.436 0.158 

RankH & RankL 0.297 0.272 0.182 0.318 0.257 

RankL & RankBL 0.705 0.393 0.455 0.000 0.283 

5   Conclusion 

The proposed blog popularity ranking algorithm BRank detects the popularity of 
blogs in a BSP community by the social relationships. Using the proposed blog net-
work model, we comprehensively examine the interactive behaviors in some BSPs. 
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As the content analysis is a time-consuming work, the co-occurrence of hyperlinks is 
used to determine the similarity relationships between blogs. BRank is applied on a 
BSP community by investigating the interconnection. The ranking process can be 
accomplished efficiently and provide effective results. In the experiments, we dis-
cover that the importance of interactions varies in different communities. Information 
of blogs is spread in different ways based on the characteristics of a blog community. 
The comparison results show a fair agreement with the judgment of human and our 
method could detect blogs which are popular in a BSP community. 
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Abstract. In the retrieval of newspapers or weblogs in which particu-
lar terms and expressions are used frequently, it is not easy to remind
the user of appropriate query terms. For this case, it is necessary to
present typical feature terms or documents in the document set without
depending on the user’s input. In this paper, we propose the navigation
system ‘S-node’ for documents. The system extracts two kinds of words
that show exhaustivity or specificity from documents written in Japanese
based on repetition index, and constructs hyperlinks between documents
that can reach as short as possible to various documents based on co-
occurrence of terms. We describe the implementation of the system, and
the results of evaluation.

1 Introduction

In information retrieval, it is not easy for users to recollect appropriate query
terms to obtain retrieval results that users expected. Though a lot of informa-
tion recommendation system have been proposed, the recommendation for users
who want to find out novel information or unexpected relativity between docu-
ments is quite difficult. Additionally in recent years, there are users who retrieve
documents on the Web without having a clear search request. It might be not
irrelevant to daily use of the search engine and the expansion of use from a cell
phones that has only poor input method.

In a community that composed by users who reside in certain regions or who
interests to something special, e.g. weblogs, BBS, and mailing lists, the word
that runs only among companions tends to be multiused, and the content is not
understood easily for an outside user.

To deal with those problem, a new approach like exploratory search is needed
1. Navigation is one of the methods of bringing users a new retrieval experience
without demanding a specified input.

We propose a web navigation system that aims to access various documents
by the small distance. In the previous research, the existence of the network
that can be able to reach various nodes in the small distance, called small-world
network, is known 2. The small-world character is defined as the case that average
path length(L) is almost equal, and that average clustering coefficient(C) is very

G.G. Lee et al. (Eds.): AIRS 2009, LNCS 5839, pp. 420–431, 2009.
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large, comparing with random graph that has equal number of nodes and links.
In recent study, it is clarified that the co-occurrence word graph in the document
collection shows a small-world character 3.

The proposal system applies this character. To make the user reachable to
various documents in just a small distance, our method generates small-world
network that consists of hyperlinks between each document and related docu-
ments, each keyword and related keywords, and each document and each key-
word. And we show the effectiveness of the method in exploratory search by the
experiment with subjects.

In this paperCwe describe our aproach in section 2, experiment and evaluation
in section 3, and conclude.

2 Approach to Web Navigation

There is a problem that is difficult to specify an appropriate retrieval word
by users themselves. To deal with this problem, a number of query expantion
systems was proposed. However, it is still difficult for users who didn’t choose
the apt word to select the apt word from among words that the system presents.
In addition, if user’s query is vaguer, the recommendation becomes harder. On
the other hand, being classified as expected by user is rare in topic clustering
systems because overlaps of each topic expressed in documents are large, and
it extends over two or more classifications usually. So, we propose a navigation
system to present relation of those overlapped topics as a small-world network
based on co-occurence words graph of documents.

The proposed system has following advantages:

1. Because only the amount of characteristic observed within document set is
used, no dictionaries are needed, and it is easy to apply to any document
sets. (The document need not have the hyperlink.)

2. By enabling to transit between related documents tied by co-occurence words
locally, it becomes easy to reach the document that users wouldn’t expect.
(The difference in usage frequency between documents can be levelled.)

3. The system presents only some hyperlinks for the item that user focused.
The transition of users will converge with constant routes, and an exces-
sive personalizing is avoided. (The difference of experience through the re-
trieval between users that be derived from difference of retrieval skill can be
levelled.)

The system is intelligent in that it can automatically mine the network of co-
occurring words and construct the navigation network based on only features
that the document set has. Then we describe about each processing on our
system along the flow shown in Fig.1.

2.1 Extraction and Classification of Keywords

In the proposed system, character strings that might be keyword are divided in
every turn of the kind of characters (e.g. Kanji, Hiragana, and Katakana), and
they are filtered with their repetition level and document frequency.
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Fig. 1. The flow of proposed system

Table 1. Threshold for keyword division and score for related level calculation

Division Adaptation Document Frequency Score

I Specific Words ≥ 0.6 > 2 10
II Comprehensive Words ≥ 0.35, < 0.6 > 9C< 19 1
III Border Words ≥ 0.1 > 3 0.1
IV Other Words (Other) (Other) 0.01

The word that has df < 3 is excluded in all division.

Index terms are extracted by morphological analysis generally, but it is needed
to deal with unknown words or complex words. We gave priority to being able
to extract keywords stably rather than precisely because we are trying to apply
the proposal system to documents like weblogs in which unknown words and
complex words occur frequently.

In Japanese text, the words expressing concept, operation, or relation are
often written in Kanji, Katakana, and alphanumeric characters. This system
extracts the character string that consists of Kanji and Katakana characters
or of alphanumeric characters and assumes them as keyword. But, the string
that can be interpreted as a URL, or that consists only of numeric characters is
excluded. The string that consists of only one Kanji or Katakana character or
only two or less alphanumeric characters are excluded, too.

Although the pointed measures (like tfidf) that sift out a few ‘top’ terms
has been used to extract index terms in traditional information retrieval, in
the web navigation that intends to exploratory comprehension, comprehensive
words (the words that leads exhaustive search results) have to be able to extract
independently from specific words (the words that identifies topic or concept).
For that reason, it is appropriate in weighting terms to use the index that shows
the amount of characteristic of each word as directly as possible.
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In this system, we use document frequency (df) and repetition index (adap-
tation) of terms often used in extraction of technical terms 4 or automatic sum-
marization 5 that is not intended to narrow the retrieval result. Especially, it
is known that the repetition index has strong relation with whether it is con-
tent word 6. In this paper, we use the repetition index that is shown as the
formula (1). df(t) means the number of documents where word t appears once
or more. df2(t) means the number of documents where word t appears twice or
more.

Adaptation(t) =
df2(t)
df(t)

(1)

The proposal system classifies the extracted keywords into four divisions by the
range of each value indicated in Table 1. ‘Specific words’ is useful to tie local
related documents. ‘Comprehensive words’ is useful to bridge between topics
that have unexpected relation. ‘Border words’ is vaguer than previous two, but
it have the level of repetetion index that shouldn’t be disregarded. ‘Other words’
is all of the rest. Though it is thought that these roles are originally distributed
continuous and have overlap, but to simplify implementation, the overlap of
division is not considered in this paper.

Then, a phased score is given to each word. The experimental system uses the
threshold and the score that is shown in the table.

2.2 Generation of Hyperlinks

The proposal navigation system generates hyperlinks between each keyword,
each document, and between keywords and documents by using the co-occurrence
and the score given to each word.

First, the hyperlink between documents is generated by following methods.
All documents including any words that co-occurs between the base document
that becomes a starting point of navigation are assumed as the candidate of
related document. The rank of each related document is decided according to
sum of scores co-occurred words have. The relation level of each document is
calculated by the formula (2).

r(di, dj) =
n∑

k=1

wk (2)

di is a base document. dj is a related document. r(di, dj) is the level of relation
between di and dj . Tij = {t1, ..., tn} is co-occurred words between di and dj . wk

is the score of tk. Related level r is calculated about all the related documents
in which one or more words co-occurred with the base document di. The system
generates constant number of hyperlinks from di to dj that r is high. In the
experimental system, 8 or less hyperlinks are generated within 20% of all related
documents per base document. This number was decided in consideration of the
visibility for users.
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Next, the hyperlink between keywords is generated by following methods. The
relation level of each word is calculated by the formula (3).

r(ti, tk) = mwk (3)

ti is a base word. tk is a related word. r(ti, tk) is the level of relation between ti
and tk. Di is documents in which ti appears. Ti = {t1, ..., tn} is words occurred
in Di. Dik = {d1, ..., dm} is documents in which ti and tk co-occurred. wk is the
score of tk. Related level r is calculated about all the related words that appears
in one or more documents in Di. The system generates constant number of
hyperlinks from ti to tk that r is high. In the experimental system, 8 or less
hyperlinks are generated within 20% of all related words per base word.

Finally, the hyperlink between documents and keywords is generated by fol-
lowing methods. In generating the hyperlink from document to keyword, all
words that occurs in the base document are assumed as the candidate of key-
word for transit to another document. The importance level of each keyword is
decided according to sum of the score of the word and its document frequency.

di is a base document. Ti = {t1, ..., tn} is words occurred in di. wk is the score
of tk in Ti. df(tk) is document frequency of tk. tk is a related word. r(ti, tk) is
the level of relation between ti and tk. Di is documents in which ti appears. The
keyword is acquired from Ti in order of division I, II, III, and IV. The keywords
of division I are sorted in the descending order of df , and the keywords of other
division are sorted in the ascending order of df . The system generates constant
number of hyperlinks from ti to tk that is early in the order. In the experimental
system, 8 or less hyperlinks are generated within 20% of all keywords per base
document.

Then, in generating the hyperlink from keyword to document, the importance
level of each document is calculated by the formula (4).

Sj =
n∑

k=1

wk (4)

ti is a base word. Dj = {d1, ..., dm} is documents in which ti appears. Tj =
{t1, ..., tn} is words occurred in dj that is included in Dj . Sj is the importance
score of dj . wk is the score of tk. Importance level S is calculated about all
documents in Dj. The system generates constant number of hyperlinks from
ti to dj that S is high. In the experimental system, 8 or less hyperlinks are
generated within 20% of all documents per base word.

As a result, the network that has the nodes consists from documents and
keywords and has hyperlinks between each document and each keyword is
generated.

2.3 Presenting Related Items

The proposal system presents related documents and keywords according to the
context of the retrieval by users.
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(a) Related words and articles to the keyword ‘O157’ are presented

(b) An individual article is displayed

Fig. 2. Screen shots of experimental system

Related words are presented for a document or a word that user focused, and
related documents are presented for a document or a word that user focused.
Related words are also presented for a document that is related to a word that
user focused.
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Table 2. Examples of relevant documents

No. Score Subject

6846 4 Yogurt and pickled ume sell well in supermarkets.
5783 4 The development of material for keeping freshness of foods

that uses Wasabi(Japanese horseradish) or oriental mustard progresses.
5657 4 The production of drip medicines increases.

5642 2 The anti-bacterium coated lunchbox, vegetables, yogurt, pickled ume,
mineral waters, soaps, and the insurance medical services
(inspection of the bacterium) sell well.

5096 2 The anti-bacterium stainless steel sells well.

5255 1 The Ministry of Health and Welfare demanded the budget
that related to National Institute of Infections Diseases.

4934 1 The cleaner that used the material for controlling proliferation of
virus and bacillus is released.

Figure 2(a) shows a example of presenting related items for a word that user
focused. In this screen, related words and articles to the keyword ‘O157’ are
presented. Some keywords that relate to presented articles are also presented
at the same time. Users reach this screen by a click of green hyperlink that is
related words from current word or article.

Figure 2(b) shows a example of presenting related items for a document that
user focused. An individual article is displayed. Some keywords that relate to
this article are presented under the subject. Some related articles are presented
under the text. In this system, 8 keywords or articles are presented in maximums.

3 Experiments and Evaluation of the Web Navigation
System

3.1 Dataset

In this experiment, 7,770 news articles on the economic pages of ‘the Asahi
Shimbun’ in 1996 were used as a document set. The number of keywords that
the system had extracted was 20,103. The system had generated 61,987 of arcs
between documents, 158,251 arcs between words, and 366,126 arcs between doc-
uments and words. It is confirmed that the network that consists of these arcs
is a small-world structure by our previous work 7.

3.2 Problems and Evaluation Method

It is the purpose of this study to verify effectiveness of the navigation system in
exploratory search.

We got four cooperators for this experiment, had them impose a retrieval
task, and do the search that used the proposal system. The task is ‘discover
articles about commodities or services that sales increased because of influence
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Table 3. Outline of system used for user experiment

Function Equipped by System
Proposal Baseline

‘Article’ (screen for viewing individual article) x x
Related word presentation to article x
Embedding of link to related word in article body x
‘Retrieve’ (simple full-text search) x x
‘Archive’ (sequential view of titles of articles) x x
‘Navi’ (related items presentation to selected word) x
‘Keywords’ (abstract of keywords on all documents) x

Table 4. Display frequency of each function

User Proposal System Baseline System
Article Retrieve Archive Navi Keywords Article Retrieve Archive

A 24 21 0 7 0 22 31 0
B 30 5 10 32 0 28 55 0

C 14 2 13 4 0 14 21 64
D 17 7 0 15 0 14 24 0

Average 21.3 8.8 5.6 14.5 0 19.5 32.8 16.0

of O157’. This means that the testees have to find out the unexpected articles
while articles that sales fell occupied the great number. Additionally, it was not
explained that ‘O157’ is a Escherichia coli.

We prepared the relevant document set for this experiment by following
method. We judged relevance of 68 articles that include the word of ‘O157’,
‘food poisoning’, ‘anti-bacterium’, or ‘kin’(one Japanese Kanji character that
means bacilli). Table 2 is list of relevant documents. Higher score is given to
documents that are unexpected or harder to find. Whether to find the article
easily is judged from whether the keyword appear in title or first sentence.

3.3 Experimental System

The proposal system and the baseline system were used for the experiment.
Table 3 shows functions that each system has.

The usage of each function is shown in table 4. On the proposal system,
‘retrieve’ is frequently requested by user A, and ‘archive’ is by user C. All users
never requested ‘keywords’. On the baseline system, ‘retrieve’ has the majority.
The most of ‘retrieve’ is requested by user B.

3.4 Results

Table 5 is shown statistics of user’s behavior. The number is the one of distinct
documents. d(rel)/trial shows the efficiency of the retrieval per trial frequency.
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Table 5. Statistics of user’s searching behavior

User System #Trials #Documents Sum of Score d(rel)/Trial s(rel)/Trial
Accessed Relevant

A 1 12 5 2 6 0.167 0.500
2 21 7 4 9 0.190 0.429

B 1 24 8 3 8 0.125 0.333
2 77 23 9 25 0.117 0.325

C 1 33 7 6 11 0.182 0.333
2 16 4 2 6 0.125 0.375

D 1 30 8 5 10 0.167 0.333
2 14 1 1 1 0.071 0.071

Average 1 24.8 7.0 4.0 8.8 0.160 0.375
2 32.0 8.8 4.0 10.3 0.126 0.300

Fig. 3. Comparison of F-measure in each trial point

s(rel)/trial shows it of considering the relevance score. The efficiency in proposal
system roughly exceeds in baseline system. Especially, difference of user D is
large.

User A and B used in order of proposal system and baseline system, while
user C and D used in order of baseline system and proposal system. It entrusted
to the user’s judgment how long time is spent on each task. The proposal system
has the navigation, and the baseline system doesn’t have it. Four testees (from
A to D) use both proposal system and baseline system alternately.

Figure 3 shows F-measure in each trial point of two remarkable users. Al-
though F-measure is used as an index that shows efficiency of search engines
usually, we are using it as an index that shows the efficiency of user’s search
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(a) On proposal system

(b) On baseline system

Fig. 4. Transition route of remarkable users observed in the experiment

behavior in this paper. Invariable points mean display of inrelevant document
or retrieval result, or return to article that has already been browsed. Decreas-
ing points mean that user accessed distinct but inrelevant document. In proposal
system, standing up is early. In baseline system, to exceed proposal system, time
and a lot of long trials were required. User B (on baseline system) had needed
6.25 times of trials to reach same level as user C (on proposal system).
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Table 6. Precisions, Recalls, and F-measures

User Proposal System Baseline System
Precision Recall F-measure Precision Recall F-measure

A 0.400 0.154 0.222 0.500 0.308 0.381

B 0.273 0.231 0.250 0.333 0.692 0.450

C 0.429 0.462 0.444 0.500 0.154 0.235

D 0.417 0.385 0.400 1.000 0.077 0.143

Average 0.379 0.308 0.329 0.583 0.308 0.302

Figure 4(a), 4(b) shows transition route of users. The following special tran-
sitions by using the navigation were observed in the proposal system.

1. Transition in ralated words (from word to word)
2. Approaching to relevant documents gradually (shuttling in word and docu-

ment)
3. Transition between related articles (from document to document)

Figure 4(a) shows transition route of user D on proposal system. The user ap-
proached relevant documents by using seven keywords presented by system. The
relevant documents that user approached by using the navigation is bordered by
boxes, and selected words is bordered by circles.

Figure 4(b) shows transition route of user B on baseline system. The user only
shuttles between ‘retrieve’ function and individual article because the baseline
system doesn’t have the navigation function. It is demand that the user prepares
a different query whenever failing in the retrieval.

Table 6 is shown precision, recall, and F-measure of each user. On the av-
erage, F-measure in proposal system exceeded in baseline system. Especially,
it is remarkable raising the value of user D to an average level. User A and B
are previously using proposal system. The possibility that F-measure of them in
baseline system has risen because they retrieve with understanding important
keywords is thought.

4 Conclusion

In this paper, we proposed a web navigation system called ‘S-node’ that enables
users to transit related words or documents effciently. The system offers users an
average search experience using small-world navigation network that consists of
constant number of hyperlinks. We showed in the experiment that users viewed
more documents in less time by proposal system than by baseline system.
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Abstract. Probabilistic latent semantic analysis (PLSA) is considered an effec-
tive technique for information retrieval, but has one notable drawback: its dra-
matic consumption of computing resources, in terms of both execution time and
internal memory. This drawback limits the practical application of the technique
only to document collections of modest size.

In this paper, we look into the practice of implementing PLSA with the aim of
improving its efficiency without changing its output. Recently, Hong et al. [2008]
has shown how the execution time of PLSA can be improved by employing
OpenMP for shared memory parallelization. We extend their work by also study-
ing the effects from using it in combination with the Message Passing Interface
(MPI) for distributed memory parallelization. We show how a more careful im-
plementation of PLSA reduces execution time and memory costs by applying our
method on several text collections commonly used in the literature.

1 Introduction

Probabilistic latent semantic analysis (PLSA) has been shown to be a competitive tech-
nique for document retrieval compared to other methods such as the vector space model
(VSM). While the VSM calculates the cosine similarity between query and document
vectors, PLSA operates on the co-occurrence information between the set of words W
and the set of documents D in the collection. By mapping this information on to a set
of latent states Z (where |Z| is user-specified and is smaller than both |W | and |D|),
relationships between the words and documents can be discovered. These latent states
can be seen as clusters, or “concepts”.

One of the limiting factors of PLSA is the amount of time and memory required
for its execution, making it difficult for practical use. This limitation is related to the
sizes of W , D, and Z . Even with the growth in main memory size, only moderately-
sized document collections of 1 to 2 MB can be processed [Deerwester et al., 1990].
Other researchers have proposed vocabulary sampling as a means of processing larger
collections [Kim et al., 2003].

G.G. Lee et al. (Eds.): AIRS 2009, LNCS 5839, pp. 432–443, 2009.
c© Springer-Verlag Berlin Heidelberg 2009



Efficient Probabilistic Latent Semantic Analysis through Parallelization 433

In this paper, we investigate alternative techniques for addressing the memory and
running time constraints of PLSA without changing its output. We consider three dif-
ferent methods which we use in concert: (1) augmenting the data structures for faster
access; (2) modifying how the EM algorithm for parameter estimation is implemented;
and (3) parallelizing using a shared and distributed memory framework. We assume
that our base line system is a naı̈ve implementation derived from directly translating the
description of PLSA.

The remainder of this paper is structured as follows. In the next section, we describe
some background related to our work. In Section 3, we report on work related to the
efficiency of PLSA. In Section 4, we outline our three suggested improvements. Results
from experiments using both real and synthetic data are reported in Section 5 which
demonstrate the level of improvement in terms of running time and memory. Section 6
summarizes our findings and provides some directions for future work.

2 Background

Probabilistic latent semantic analysis (PLSA) is an extension of latent semantic analysis
(LSA) [Deerwester et al., 1990]. In the context of information retrieval (IR), the latter
is also dubbed latent semantic indexing (LSI). The purpose of LSA is to associate two
types of data through a set of latent (hidden) states. If the sizes of the two types of
objects are m and n, respectively, the starting point of LSA is a co-occurrence table X
with m rows and n columns. The cell Xij (where 0 ≤ i < m and 0 ≤ j < n) is a
non-negative integer indicating the number of times the two objects occur together.

In IR, the two types of data are the words W and the documents D, such that Xij

represents the frequency of word i is in document j. Moreover, the matrix X is generally
sparse, especially in the IR domain, since a document only contains a small subset of
words. LSA then decomposes the matrix by performing a singular value decomposition
(SVD) on X . If the number of latent states is |Z|, then the |Z| largest singular values
and their corresponding vectors from the decomposition are chosen to form the next
reincarnation X ′ of X .

PLSA [Hofmann, 2001, 1999] re-interprets LSA within a probabilistic framework
by defining the joint probability between a word w ∈ W and a document d ∈ D across
Z latent states as:

p(w, d) =
∑
z∈Z

p(d|z)p(w|z)p(z) . (1)

These probabilities are obtained by maximizing the log-likelihood:

L =
∑

w∈W

∑
d∈D

n(w, d) log p(w, d) , (2)

where n(w, d) is the co-occurrence matrix X . The parameters of Equation (1) are
determined through applying the Expectation-Maximization (EM) algorithm
[Dempster et al., 1977]. The EM algorithm is an iterative procedure for finding solu-
tions to the maximum likelihood of models with latent variables, such as PLSA. Each
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Table 1. Comparison of parallel programming using shared and distributed memory across vari-
ous categories/tools

Shared Distributed
Machines Single CPU Multiple CPU
Network N/A Possible
Granularity Fine (loop-level) Coarse (function-level)
Data structures Shared Explicitly transmitted
Disk access Competing Separate
Standard OpenMP MPI
API OpenMP Open MPI

iteration consists of two steps: the Expectation step (E-step) and the Maximization step
(M-step). In the E-step, the expected value of the log-likelihood is estimated based on
the values of the parameters. In the M-step, these parameters are re-estimated in order
to maximize L. Thus, the E and M-steps are:
E-step:

p(z|w, d) ∝ p(d|z)p(w|z)p(z) (3)

M-step:

p(w|z) ∝
∑
d∈D

n(w, d)p(z|w, d) (4)

p(d|z) ∝
∑

w∈W

n(w, d)p(z|w, d) (5)

p(z) ∝
∑
d∈D

∑
w∈W

n(w, d)p(z|w, d) (6)

Since these values are all probabilities, they have to be normalized accordingly. The al-
gorithm stops when a condition such as a small change in the log-likelihood is obtained
or a pre-defined number of iterations has been completed.

Generally, the EM algorithm is computationally intensive and one way of address-
ing this problem is through parallelization. Parallelization refers to the distribution of
independent sections of an algorithm across multiple processors. The term generally
refers to one of two flavors: shared and distributed memory. A comparison of these two
paradigms is summarized in Table 1. Shared memory processing operates on a single
computer and offers a more fine-grained distribution of work. A common example of
it is in a loop structure which perform n iterations, where each iteration is independent
of all others. The advantage of this method is that data structures do not need to be
distributed between each thread of execution since they execute on the same computer
using the same memory space. As the name suggests, distributed memory processing
refers to multiple CPUs each operating more independently at a coarser-grain level,
such as functions instead of loops. These CPUs can be all within the same computer
or spread across a network. In this case, data structures need to be sent and received
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explicitly. However, if the CPUs are spread across a network, each CPU will have access
to their own disk storage device.

Two standards for these paradigms are OpenMP for shared memory processing
[OpenMP Architecture Review Board, 2008] and the Message Passing Interface (MPI)
for distributed memory processing [Message Passing Interface Forum, 2008]. The MPI
standard has been interpreted by many – the application programming interface (API)
that we will make use of is Open MPI [Gabriel et al., 2004]. Both paradigms can be
used in conjunction in a single implementation. Further details about this and these two
methods in general can be found in other sources [Quinn, 2003].

3 Related Work

Implementing PLSA is straightforward given Equations (2) to (6). However, a more
careful implementation of PLSA could improve its efficiency. Some related work in
this area is summarized next.

Hong et al. [2008] recently considered parallelizing PLSA. Their main idea is to
partition the co-occurrence matrix into blocks using one of several blocking strategies.
Each partitioned block is queued and processed one-by-one by each available CPU in
a round-robin fashion. This strategy keeps each CPU busy, and minimizes the overall
CPU idle time. Our method of partitioning is different, as we explain below, and we
also investigated both shared and distributed memory parallelization, while they only
considered the former.

Another way of improving the efficiency of PLSA is to reduce one dimension of
X by removing words from W which do not co-occur with many documents. This
process of vocabulary reduction is similar to applying a stop word list in a document
retrieval system and, consequently, has the advantage of also improving the quality of
the output of PLSA [Kim et al., 2003]. The focus of this work is primarily on improving
the efficiency of PLSA computation without altering the output, and hence orthogonal
to vocabulary reduction. In fact, both vocabulary reduction and the ideas outlined in this
paper can be combined together to handle larger document collections.

After PLSA has completed, the output is a probabilistic latent semantic index (PLSI)
X ′ whose dimensions is equal to that of X . However, the dimensions are the only com-
mon characteristics of the two structures. Since X is a table of co-occurrence counts,
its values are integers, and, in practice, with a high proportion of zeroes. In contrast,
since X ′ is a table of probabilities, storing these floating point values for efficient re-
trieval is a more important concern – a problem which has been addressed recently
by Park and Ramamohanarao [2009]. Thus our work and their’s refer to two different
aspects of PLSA efficiency: calculation of X ′ and subsequent retrieval with it.

4 Methods

We investigated three methods for improving the efficiency of PLSA compared to a
straightforward implementation. We focus our attention on the data structures used, the
EM algorithm, and parallelization of PLSA.
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Table 2. Sizes of data structures employed by the original and new implementations of the EM
algorithm. The set of words, documents, and latent states are represented as W , D, and Z.

Category Original size New size
n(w, d) |W | × |D| |W | × |D|
p(d|z) |D| × |Z| 2 × |D| × |Z|
p(w|z) |W | × |Z| 2 × |W | × |Z|
p(z) |Z| 2 × |Z|

p(z|w, d) |D| × |W | × |Z| –
p(w, d) – |W | × |D|

4.1 Data Structures

The data structures required by PLSA are summarized in the first column of Table 2.
The space requirements depend on the number of words W , documents D, and latent
states Z , with this latter value chosen by the user.

In Equations (2) and (4) to (6), note that only the non-zero co-occurrence counts
contribute to the total sum. The solution adopted by Hong et al. [2008] was to balance
each block by first permuting the rows and columns of X as a pre-processing step.

In our case, due to a different partitioning scheme, we keep only the entries in n(w, d)
which are non-zero in memory (not shown in Table 2). In the next section, we examine
the EM algorithm and consider the sizes of the other data structures.

4.2 The EM Algorithm

Our second improvement was initiated by Hong et al. [2008], but comparatively little
attention was given to its importance. The EM algorithm iterates between two steps
which are separated for clarity. However, in the interest of space efficiency, the two
steps can be combined. Old and new versions of p(d|z), p(w|z), and p(z) are now
kept, with the latter ones indicated by the superscript “new”. This has the advantage of
eliminating the largest data structure (p(z|w, d)) entirely, as illustrated by comparing
the two columns of Table 2.

Replacing p(z|w, d) in Equations (4) to (6) with Equation (3) yields the following:

E-step + M-step:

p(new)(w|z) ∝
∑
d∈D

n(w, d)
p(d|z)p(w|z)p(z)

p(w, d)
(7)

p(new)(d|z) ∝
∑

w∈W

n(w, d)
p(d|z)p(w|z)p(z)

p(w, d)
(8)

p(new)(z) ∝
∑
d∈D

∑
w∈W

n(w, d)
p(d|z)p(w|z)p(z)

p(w, d)
(9)

where p(w, d) =
∑
z∈Z

p(d|z)p(w|z)p(z) . (10)
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Algorithm 1. The steps that the master CPU (CPU 0) and the k slave CPUs (CPU k)
have to perform under a distributed memory environment. Let P () represent (p(w|z),
p(d|z), p(z)) and P (new)() stand for (p(new)(w|z), p(new)(d|z), p(new)(z)). The func-
tions prefixed by an asterisk (*) have had OpenMP (shared memory parallelization)
enabled for their main loops.

CPU 0 CPU k
1 Initialize P ()
2 Broadcast P () Receive P ()
3 * Calculate p(w, d)
4 * Compute L
5 Broadcast exit condition Evaluate exit condition
5 Broadcast p(w, d) Receive p(w, d)

6 * Compute P (new)()

7 Receive P (new)() Send P (new)()
8 * Normalize probabilities
9 Send P (new)() Receive P (new)()

10 Return to step 3.

While an explicit data structure for p(w, d) is now needed, it is still a considerable
savings compared to p(z|w, d). Again, since these values are probabilities, normaliza-
tion is required.

4.3 Parallelization

Our last improvement is the parallelization of PLSA, where we consider both distributed
and shared memory models. Of the two, distributed memory is potentially more com-
plex since it requires communication between processors to be explicitly taken care of.
Among the possible forms of communication between CPUs, two extremes are possi-
ble. In the first one, all CPUs are equal in role and communicate directly with all of their
peers. In the second model, one of the CPUs is designated as the master and all other
CPUs as slaves which communicate directly only with the master and not to each other.
While the first variant has the potential advantage of equally dividing the workload,
some tasks such as normalization to obtain probabilities is best done by one CPU.

Adopting the first model for distributed memory, the steps that the master CPU (CPU
0) and the k slave CPUs (CPU k) have to perform are given in Algorithm 1. For clarity,
we represent (p(w|z), p(d|z), p(z)) and (p(new)(w|z), p(new)(d|z), p(new)(z)) as P ()
and P (new)(), respectively.

The two main tasks performed by CPU 0 are initializing P () with random values and
normalization. During these times, the other CPUs are idle. In our implementation, we
prevent CPU 0 from being idle at steps 3 and 6 by giving it an equal unit of work to per-
form. All transmissions are blocked so that CPUs do not proceed until what they need to
send or receive has succeeded. This approach reduces concurrency, but facilitates easier
management.

An important question is how are the data structures partitioned. We contrast our
approach to that of Hong et al. [2008] using Figure 1 by envisioning the three variables
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Table 3. The systems under consideration, with the first being the baseline, naı̈ve approach. The
last system has the number of threads fixed at 4.

Program Only store Combined EM? OpenMP? MPI?
non-zero n(w, d)?

Baseline Yes No No No
None Yes Yes No No

OpenMP Yes Yes Yes No
MPI Yes Yes No Yes
All Yes Yes Yes (4) Yes

(W , D, and Z) as the sides of a cube. Dotted lines indicate the manner in which work is
partitioned into work units. Hong et al. elected to divide n(w, d) according to W and D
(Figure 1(a)). As noted earlier, a consequence of this decision is a pre-processing step
to distribute the non-zero co-occurrence counts among blocks. In contrast, we chose to
divide the work according to latent states (Figure 1(b)). This gives the same amount of
work to each CPU without any pre-processing, provided the number of latent states is
evenly divisible by the number of processors.

D

W
Z

W
Z

D

(a) Work of Hong et al. [2008] (b) Our work

Fig. 1. Difference in partitioning the workload between Hong et al. [2008] and our’s, as viewed
as a cube with the set of words W , documents D, and latent states Z as the three sides. Regions
in black indicate non-zero co-occurrence counts.

In addition to distributed memory, we also consider shared memory parallelization.
This is relatively easier than distributed parallelization since only the necessary com-
piler instructions are inserted before the loops to be parallelized. The functions which
have their main loops parallelized with OpenMP are indicated by asterisks in Algo-
rithm 1. We emphasize that how we make use of OpenMP is different from Hong et al.
and, because of this, our methods are not comparable. In fact, given their blocking strat-
egy minimizes CPU idle time, their technique may be more efficient.

5 Experiments

We implemented two versions of PLSA – both with and without the modifications
to the EM algorithm. Taking into account parallelization, we obtain five systems, as
shown in Table 3. All versions only store the non-zero co-occurrence counts. We have
made all attempts to keep the differences between the two versions at a minimum.
Both programs are written in C and compiled using GNU gcc v4.1.2 under Linux with
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Table 4. The dimensions and percentage of non-zeros for the data sets for our experiments

Data set Size (MB)
Dimensions Percentage

Words Documents of non-zeros
CRAN 1.57 7,479 1,398 1.23 %
CISI 2.31 9,814 1,460 1.36 %
MED 1.04 10,673 1,033 0.81 %
CACM 2.08 12,195 3,204 0.52 %

the -O3 optimization flag. OpenMP is included with the compiler while v1.2.4 of Open
MPI was used. Due to potential underflow problems caused from the large number of
multiplications of probabilities, all values are stored in log-space.

The hardware used was a cluster of eight 3.0 GHz Dual-Core AMD Opteron Proces-
sor 2222 SE with 18 GB RAM connected by a 16 Port 10M/100M Switching Hub. All
computers were generally idle at the time of the experiments.

Times are reported as elapsed time in seconds and averaged across four trials. For
every system variation, the same initial values to the EM algorithm were used. The times
reported represent just over a single iteration of the EM algorithm from step 3 to step
10 of Algorithm 1 (i.e., steps 3 to 5 are executed twice before exiting). We perform only
a single iteration because different initial values may change the number of iterations
performed, resulting in greater variations in total running time. The number of latent
states is fixed at |Z| = 32.

We considered two sets of experiments. First, we evaluated both versions of PLSA
on real data. These experiments are conducted first on a single computer and then again
on the network of 8 computers. We then used Baseline and the fastest system and
applied them to one of the data sets with varying levels of co-occurrence counts added.
The purpose of this experiment is to assess to what extent more non-zero co-occurrence
counts would affect the overall execution time.

5.1 Real Data

We selected four medium-sized data sets that have been used in the PLSA liter-
ature [Deerwester et al., 1990, Hofmann, 1999]. They were downloaded from
http://www.cs.utk.edu/˜lsi/corpa.html. In processing the text, we ap-
plied case-folding and a simple stemming scheme, but not stopping. Some statistics of
the parsed collections are summarized in Table 4. We expect alternative pre-processing
steps could change these statistics and affect the size of n(w, d). The table also shows
the percentage of the matrix which is non-zero. As this table shows, the matrix is very
sparse with well below 1.5% of non-zero elements.

We begin by estimating the amount of memory used by the two versions of PLSA
(Baseline and None) by using the information from Table 2 and Table 4, including
the percentage of non-zeros, with all four data sets shown together. Figure 2 shows that
Baseline uses a significant amount of memory, due to the size of p(z|w, d).

Figure 3 presents a set of graphs, one for each of the data files. On the vertical axes,
the average elapsed time in seconds is shown. Along the horizontal axes is the number

http://www.cs.utk.edu/~lsi/corpa.html
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Fig. 2. Amount of memory used by the original and new implementations of PLSA, according to
Table 2, for the four data sets. All values are stored as 8-byte doubles except for n(w, d), which
is stored as 4-byte integers.
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Fig. 3. Executing PLSA on a single computer through parallelization for the four test collections.
Elapsed time in seconds are averaged across four trials and plotted against the number of CPUs.

of cores in our computers, ranging from 1 to 4. The changes we have introduced, with-
out parallelization, increases the execution time (None). Profiling this system indicates
that this is due to the calculation of p(w, d) (step 3 of Algorithm 1). Fortunately, this
additional computational cost is alleviated through parallel programming. When only
one of OpenMP or MPI is used, the execution times improves with the increase in the
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Fig. 4. Executing PLSA on a network of 8 computers through parallelization for the four test
collections. Elapsed time in seconds are averaged across four trials and plotted against the number
of CPUs.

number of processors, with MPI performing slightly better in all cases. The best method
is All, when both are used together. With All, the number of OpenMP threads is fixed
at 4, so when the number of CPUs (MPI processors) increase, the system resources are
strained. Hence, this line actually increases and at 4 CPUs, MPI improves on it slightly.

In Figure 4, we extend the experiments to our network of 8 computers, removing
OpenMP from consideration and focussing on MPI and All. The results show an in-
crease in running time due to the overhead of communicating over a network. This is
in contrast to Figure 3, where all MPI processes communicated to each other within the
same computer. A faster network switch is expected to reduce this overhead.

If we compare MPI with All, MPI performs worse. The difference between the
two lines is due to the use of OpenMP. The best performance of MPI occurs when the
number of computers is 3 or 4.

5.2 Synthetic Data

As a final experiment, we selected CRAN and increased the percentage of non-zero val-
ues from 1.23% (see Table 4). We changed zero values to 1 by selecting cells at random,
until a fixed percentage of non-zero values was reached. We then applied Baseline
and OpenMP to this data for a single iteration of the EM algorithm.
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Fig. 5. Elapsed time in seconds, averaged over
four trials, versus the percentage of non-zero
values, generated synthetically from the co-
occurrence matrix of CRAN

The results of Figure 5 show that
increasing the number of non-zero co-
occurrence counts increases the overall
running time, producing a linear relation-
ship. Moreover, the continued separation
of the two lines indicate that the modifi-
cations we made continue to hold as the
number of non-zero entries increase. Note
that this relationship might change when
more than one iteration of the EM algo-
rithm is taken into account.

6 Conclusion

While PLSA is not difficult to implement from Equations (2) to (6), we have shown
that a careful implementation can make a difference in both memory usage and over-
all running time. We demonstrated the utility of both distributed and shared parallel
programming, as well as changing the data structures employed by PLSA. In terms of
memory, while Figure 2 shows that our method is an improvement, our work alone
seems unable to process data sets larger than CACM.

In order to tackle this problem and to further reduce running time, the techniques
reported by others can be coupled with our work. This includes vocabulary reduction, as
described earlier, and careful consideration of the number of latent states and iterations
of the EM algorithm used.

A possible avenue of future research is extending our work to GPGPU (general-
purpose computing on Graphics Processing Units) (see Owens et al. [2008] for details).
Though GPGPUs are a recent trend in parallel computing, our work represents a first
step in parallelizing PLSA without any specialized hardware.

While PLSA was originally proposed for IR, our work is equally important to
other areas which operate on co-occurrence data. Some applications which have found
a use for PLSA include machine translation [Kim et al., 2003], analysis of proteins
[Chang et al., 2008, Mamitsuka, 2003], and image analysis [Hanselmann et al., 2008].
It is likely that these data sets possess different properties from those of text data (i.e.,
number of non-zero values, etc.) and it would be interesting to evaluate our techniques
to those problems.

Availability. The source code of all 5 systems in Table 3 are distributed under the GNU
Public License and available for download from http://www.cbrc.jp/˜rwan/
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