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Preface 

It is a great pleasure to share with you the Springer LNCS proceedings of the Second 
World Summit on the Knowledge Society, WSKS 2009, organized by the Open Re-
search Society, Ngo, http://www.open-knowledge-society.org, and held in Samaria 
Hotel, in the beautiful city of Chania in Crete, Greece, September 16–18, 2009. 

The 2nd World Summit on the Knowledge Society (WSKS 2009) was an interna-
tional scientific event devoted to promoting dialogue on the main aspects of the 
knowledge society towards a better world for all. The multidimensional economic and 
social crisis of the last couple of years has brought to the fore the need to discuss in 
depth new policies and strategies for a human centric developmental processes in the 
global context.   

This annual summit  brings together key stakeholders involved in the worldwide 
development of the knowledge society, from academia, industry, and government, 
including policy makers and active citizens, to look at  the impact and prospects of in-
formation technology, and the knowledge-based era it is creating, on key facets of liv-
ing, working, learning, innovating, and collaborating in today’s hyper-complex world. 

The summit provides a distinct, unique forum for cross-disciplinary fertilization of 
research, favoring the dissemination of research on new scientific ideas relevant to in-
ternational research agendas such as the EU (FP7), OECD, or UNESCO. We focus on 
the key aspects of a new sustainable deal for a bold response to the multidimensional 
crisis of our times.  

Eleven general pillars provide the constitutional elements of the summit: 
 

Pillar 1. Information Technologies – Knowledge Management Systems – E-business 
and Business, and Organizational and Inter-organizational Information Sys-
tems for the Knowledge Society   

Pillar 2. Knowledge, Learning, Education, Learning Technologies, and E-learning for 
the Knowledge Society 

Pillar 3. Social and Humanistic Computing for the Knowledge Society – Emerging 
Technologies for Society and Humanity 

Pillar 4. Culture and Cultural Heritage – Technology for Culture Management – Man-
agement of Tourism and Entertainment – Tourism Networks in the Knowl-
edge Society 

Pillar 5. E-government and E-democracy in the Knowledge Society 
Pillar 6. Innovation, Sustainable Development, and Strategic Management for the 

Knowledge Society 
Pillar 7. Service Science, Management, Engineering, and Technology 
Pillar 8. Intellectual and Human Capital Development in the Knowledge Society 
Pillar 9. Advanced Applications for Environmental Protection and Green Economy 

Management  
Pillar 10. Future Prospects for the Knowledge Society: from Foresight Studies to  

Projects and Public Policies   
Pillar 11. Technologies and Business Models for the Creative Industries 



 Preface VI 

In the 2nd World Summit on the Knowledge Society, six main tracks and three work-
shops were organized. This volume includes 60 full research articles, selected after a 
double blind review process from 256 submissions, contributed by 480 co-authors.  

We are very happy, because in this volume of LNAI you will find excellent quality re-
search giving sound propositions for advanced systems towards the knowledge society.  

In the next figure we summarize the context of the research contributions presented 
at WSKS 2009.  

 

I would like to thank the more than 480 co-authors from 59 countries for their sub-
missions, the Program Committee members and their subreviewers for the thorough-
ness of their reviews and the colleagues in the Open Research Society for the great 
support they offered during the organization of the event in Chania. 

We are honored by the support and encouragement of the Editors-in-Chief of the 
five ISI SCI/SSCI listed journals that agreed to publish special issues from extended 
versions of papers presented at the summit: 
 

• Robert Tennyson, Editor-in-Chief of Computers in Human Behaviour 
• Amit Sheth, Editor-in-Chief of the International Journal of Semantic Web and Infor-

mation Systems 
• Adrian Dale, Editor-in-Chief of the Journal of Information Science 
• Felix Tan, Editor-in-Chief of the Journal of Global Information Management  
• Janice Sipior, Editor-in-Chief of Information Systems Management 
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A great thank you also to Alfred Hofmann from Springer and his staff for the excel-
lent support during the publication of LNCS/LNAI 5736 and CCIS 49. 

Last but not least, I would like to express my gratitude to the staff and members of 
the Open Research Society for their hard work throughout the organization of the 
summit and their efforts to promote a better world for all based on knowledge and 
learning.  

We need a better world. We contribute with our sound voices to the agenda, poli-
cies, and actions. We invite you to join your voice with ours and all together to shape 
a new deal for our world: education, sustainable development, health, opportunities 
for well being, culture, collaboration, peace, democracy, and technology for all.  

Looking forward to seeing you at the third event in the series, about which you can 
find more information at: http://www.open-knowledge-society.org/summit.htm. 

With 30 special issues already agreed for WSKS 2010, and 6 main tracks planned, 
we would like to ask for your involvement, and we would be happy to see you  
joining us.  
 
THANK YOU – Efharisto Poli!! 
 
 
July 2009 Miltiadis D. Lytras 
 



 

 

Organization 

WSKS 2009 was organized by the International Scientific Council for the Knowledge 
Society and supported by the Open Research Society, Ngo, http://www.open-
knowledge-society.org and the International Journal of the Knowledge Society Re-
search, http://www.igi-global.com/ijksr   

Executive Committee 

General Chair of WSKS 2009 

Professor Miltiadis D. Lytras 

President, Open Research Society, Ngo 

Miltiadis D. Lytras is the President and Founder of the Open Research Society, NGO. 
His research focuses on semantic web, knowledge management, and e-learning, with 
more than 100 publications in these areas. He has co-edited / co-edits 25 special is-
sues in International Journals (e.g., IEEE Transaction on Knowledge and Data Engi-
neering, IEEE Internet Computing, IEEE Transactions on Education, Computers in 
Human Behavior, Interactive Learning Environments, the Journal of Knowledge 
Management, the Journal of Computer Assisted Learning, etc.) and has authored/ 
(co-)edited 25 books (e.g., Open Source for Knowledge and Learning Management, 
Ubiquitous and Pervasive Knowledge Management, Intelligent Learning Infrastruc-
tures for Knowledge Intensive Organizations, Semantic Web Based Information Sys-
tems, China Information Technology Hanbook, Real World  Applications of Semantic 
Web and Ontologies, Web 2.0: The Business Model, etc.). He is the founder and offi-
cer of the Semantic Web and Information Systems Special Interest Group of the As-
sociation for Information Systems (http://www.sigsemis.org). He serves as the (Co-) 
Editor-in-Chief of 12 international journals (e.g., the International Journal of Knowl-
edge and Learning, the International Journal of Technology Enhanced Learning, the 
International Journal on Social and Humanistic Computing, the International Journal 
on Semantic Web and Information Systems, the International Journal on Digital Cul-
ture and Electronic Tourism, the International Journal of Electronic Democracy, the 
International Journal of Electronic Banking, and the International Journal of Elec-
tronic Trade, etc.) while he is associate editor or editorial board member in seven 
more. 
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WSKS 2009 Co-chairs 

Professor Ernesto Damiani 

University of Milan, Italy 

Ernesto Damiani is a professor at the Dept. of Information Technology, University of 
Milan, where he leads the Software Architectures Lab. Prof. Damiani holds/has held 
visiting positions at several international institutions, including George Mason Uni-
versity (Fairfax, VA, USA) and LaTrobe University (Melbourne, Australia). Prof. 
Damiani is an Adjunct Professor at the Sydney University of Technology (Australia). 
He has written several books and filed international patents; also, he has co-authored 
more than two hundred research papers on advanced secure service-oriented architec-
tures, open source software and business process design, software reuse, and Web 
data semantics. Prof. Damiani is the Vice Chair of IFIP WG 2.12 on Web Data Se-
mantics and the secretary of IFIP WG 2.13 on Open Source Software Development. 
He coordinates several research projects funded by the Italian Ministry of Research 
and by private companies, including Siemens Mobile, Cisco Systems, ST Microelec-
tronics, BT Exact, Engineering, Telecom Italy, and others. 

 

Professor John M. Carroll  

The Pennsylvania State University, USA 

John M. Carroll was a founder of human-computer interaction, the youngest of the 9 
core areas of computer science identified by the Association for Computing Machin-
ery (ACM). He served on the program committee of the 1982 Bureau of Standards 
Conference on the Human Factors of Computing Systems that, in effect, inaugurated 
the field, and was the direct predecessor of the field's flagship conference series, the 
ACM CHI conferences. Through the past two decades, Carroll has been a leader in 
the development of the field of Human-Computer Interaction. In 1984 he founded the 
User Interface Institute at the IBM Thomas J. Watson Research Center, the most  
influential corporate research laboratory during the latter 1980s. In 1994, he joined 
Virginia Tech as Department Head of Computer Science where he established an in-
ternationally renowned HCI focus in research and teaching. Carroll has served on the 
editorial boards of every major HCI journal – the International Journal of Human-
Computer Interaction, the International Journal of Human-Computer Studies, Human- 
Computer Interaction, Transactions on Computer-Human Interaction, Transactions on 
Information Systems, Interacting with Computers, and Behavior and Information 
Technology. He was a founding associate editor of the field's premier journal, ACM 
Transactions on Computer-Human Interaction, and a founding member of the edito-
rial boards of Transactions on Information Systems, Behavior and Information Tech-
nology, and the International Journal of Human-Computer Interaction. He is currently 
on the Senior Editorial Advisory Board for the field’s oldest journal, the International 
Journal of Human-Computer Systems. He served on the editorial board of all three 
editions of the Handbook of Human-Computer Interaction, and was associate editor 
for the section on Human-Computer Interaction in the Handbook of Computer Sci-
ence and Engineering. He has served on more than 50 program committees for inter-
national HCI conferences, serving as chair or associate chair 12 times. He has been 
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nominated to become the next Editor-in-Chief of the ACM Transactions on Com-
puter-Human Interaction. He is currently serving his second term on the National Re-
search Council's Committee on Human Factors. Carroll has published 13 books and 
more than 250 technical papers, and has produced more than 70 miscellaneous reports 
(videotapes, workshops, tutorials, conference demonstrations and discussant talks). 
He has presented more than 30 plenary or distinguished lectures. 
 

Professor Robert Tennyson  

University of Minnesota, USA 

Robert Tennyson is currently a professor of educational psychology and technology in 
learning and cognition. In addition to his faculty position, he is a program coordinator 
for the psychological foundations of education. His published works range from basic 
theoretical articles on human learning to applied books on instructional design and 
technology. He serves as the Editor-in-Chief of the scientific journal, Computers in 
Human Behavior, published by Elsevier Science and now in its 17th year, as well as 
serving on several editorial boards for professional journals. His research and publica-
tions include topics such as cognitive learning and complex cognitive processes, intel-
ligent systems, complex-dynamic simulations, testing and measurement, instructional 
design, and advanced learning technologies. His international activities include direct-
ing a NATO-sponsored advanced research workshop in Barcelona and a NATO  
advanced study institute in Grimstad, Norway – both on the topic of automated in-
structional design and delivery. He has recently directed an institute on technology in 
Athens and Kuala Lumpur. His other international activities include twice receiving a 
Fulbright Research Award in Germany and once in Russia. His teaching interests in-
clude psychology of learning, technology-based systems design, evaluation, and man-
agement systems. 

 

Professor David Avison  

ESSEC Business School, France 

David Avison is Distinguished Professor of Information Systems at ESSEC Business 
School, near Paris, France, after being Professor at the School of Management at 
Southampton University for nine years. He has also held posts at Brunel and Aston 
Universities in England, and the University of Technology Sydney and University of 
New South Wales in Australia, and elsewhere. He is President-elect of the Associa-
tion of Information Systems (AIS). He is joint editor of Blackwell Science’s Informa-
tion Systems Journal now in its eighteenth volume, rated as a ‘core’ international 
journal. So far, 25 books are to his credit including the fourth edition of the well-used 
text Information Systems Development: Methodologies, Techniques and Tools 
(jointly authored with Guy Fitzgerald). He has published a large number of research 
papers in learned journals, and has edited texts and conference papers. He was Chair 
of the International Federation of Information Processing (IFIP) 8.2 group on the im-
pact of IS/IT on organizations and society and is now vice chair of IFIP technical 
committee 8. He was past President of the UK Academy for Information Systems and 
also chair of the UK Heads and Professors of IS and is presently member of the IS 
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Senior Scholars Forum. He was joint program chair of the International Conference in 
Information Systems (ICIS) in Las Vegas (previously also research program stream 
chair at ICIS Atlanta), joint program chair of IFIP TC8 conference at Santiago Chile, 
program chair of the IFIP WG8.2 conference in Amsterdam, panels chair for the 
European Conference in Information Systems at Copenhagen and publicity chair for 
the entity-relationship conference in Paris, and chair of several other UK and Euro-
pean conferences. He will be joint program chair of the IFIP TC8 conference in Mi-
lan, Italy in 2008. He also acts as consultant and has most recently worked with a 
leading manufacturer developing their IT/IS strategy. He researches in the area of in-
formation systems development and more generally on information systems in their 
natural organizational setting, in particular using action research, though he has also 
used a number of other qualitative research approaches.  
 

Dr. Ambjorn Naeve 

KTH-Royal Institute of Technology, Sweden 

Ambjörn Naeve (www.nada.kth.se/~amb) has a background in mathematics and com-
puter science and received his Ph.D. in computer science from KTH in 1993. He is 
presently coordinator of research on Interactive Learning Environments and the Se-
mantic Web at the Centre for user-oriented Information technology Design (CID: 
http://cid.nada.kth.se) at the Royal Institute of Technology (KTH: www.kth.se) in 
Stockholm, where he heads the Knowledge Management Research group (KMR: 
http://kmr.nada.kth.se). 
 
Professor Adrian Dale  

Creatifica Associates, UK 

Adrian Dale is renowned as a radical thinker in the information and knowledge man-
agement fields. He has managed the information, records, and knowledge functions  
of several UK organizations in the public and private sector, driving the shift from the 
paper to electronic worlds.  He coaches the knowledge management teams of a num-
ber of public and private sector organizations, helping them to create the radical 
change necessary today.  Current clients include the Cabinet Office; Shell Exploration 
and Production; CBI; the Department for Children, Schools and Families; Scottish 
Enterprise; Health Scotland; NICE; and the National Library for Health.  Past clients 
have included Health London, HM Treasury, the Ministry of Defence, the House of 
Commons, DeFRA, Environment Agency, the Competition Commission, KPMG, 
Christian Aid, Motor Neurone Disease Associate, the Learning and Skills Council, 
and Bedford Hospital NHS Trust. He has 21 years of experience in the fields of IT, 
Knowledge, and Information Management. Before becoming independent, he  
was Chief Knowledge Officer for Unilever Research with responsibility for IT & 
Knowledge Management in their Research and Innovation Programs. Adrian is Chair-
man of the International Online Information Conference, Editor of the Journal of In-
formation Science, and a fellow of the Chartered Institute of Library and Information 
Professionals.   
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Professor Paul Lefrere 

University of Tampere, Finland 

Paul Lefrere is a professor of eLearning at the University of Tampere, Finland (Hy-
permedia Lab; Vocational Learning and e-skills Centre). Before that, he was Senior 
Lecturer at the UK Open University's Institute of Educational Technology. From 
2003-2005, he was on leave of absence as Microsoft's Executive Director for eLearn-
ing, in which role he served on various European and national advisory groups con-
cerned with professional learning and related topics, and also on Europe's e-learning 
Industry Group, eLIG. Until 2003 he was Policy Adviser at the Open University, 
where he was also Academic Director of a number of international multi-university 
projects concerned with e-skills and knowledge management. Since he returned to the 
OU he has been engaged in a number of development and consultancy activities in 
many countries of the world including the Middle East and Pakistan.  
 

Professor Felix Tan  

Auckland University of Technology, New Zealand 

Dr. Felix B. Tan is Professor of Information Systems and Chair of the Business In-
formation Systems discipline. He is also Director of the Centre for Research on In-
formation Systems Management (CRISM). He serves as the Editor-in-Chief of the 
Journal of Global Information Management. He is a Fellow of the Information Re-
sources Management Association as well as the New Zealand Computer Society. He 
also served on the Council of the Association for Information Systems from 2003-
2005. He has held visiting positions with the National University of Singapore, The 
University of Western Ontario, Canada, and was a visiting professor at Georgia State 
University, USA, in May/June 2005 and the University of Hawaii at Manoa in Janu-
ary 2006. Dr. Tan is internationally known for his work in the global IT field. Dr. 
Tan's current research interests are in electronic commerce, global information man-
agement, business-IT alignment, and the management of IT. He actively uses the rep-
ertory grid and narrative inquiry methods in his research. Dr. Tan has published in 
MIS Quarterly, Information Management, the Journal of Information Technology, the 
Information Systems Journal, IEEE Transactions on Engineering Management, IEEE 
Transactions on Personal Communications, the International Journal of HCI, and the 
International Journal of Electronic Commerce, as well as other journals, and has refe-
reed a number of conference proceedings.  
 

Professor Janice Sipior 

School of Business, Villanova University, USA 

Janice C. Sipior is Associate Professor of Management Information Systems at Villa-
nova University, an Augustinian university located in Pennsylvania, USA. Her aca-
demic experience also includes faculty positions at Canisius College, USA; the  
University of North Carolina, USA; Moscow State Linguistic University, Russia; and 
the University of Warsaw, Poland. She was previously employed in computer plan-
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ning at HSBC (Hong Kong-Shanghai Bank Corporation). Her research interests  
include ethical and legal aspects of information technology, system development 
strategies, and knowledge management. Her research has been published in over 65 
refereed journals, international conference proceedings, and books. She is Chair of the 
Association for Computing Machinery, Special Interest Group on Management In-
formation Systems (ACM-SIGMIS), and serves as a Senior Editor of Data Base, an 
Associate Editor of the Information Resources Management Journal, and Editorial 
Board Member of Information Systems Management.  
 

Professor Gottfried Vossen 

University of Muenster, Germany 

Gottfried Vossen is Professor of Computer Science in the Department of Information 
Systems at the University of Muenster in Germany. He is the European Editor-in-
Chief of Elsevier’s Information Systems and Director of the European Research Cen-
ter for Information Systems (ERCIS) in Muenster. His research interests include con-
ceptual as well as application-oriented problems concerning databases, information 
systems, electronic learning, and the Web.  

Program Chairs 

Miltiadis D. Lytras American College of Greece, Greece 
Patricia Ordonez De Pablos University of Oviedo, Spain 
Miguel Angel Sicilia University of Alcala, Spain 

Knowledge Management and E-Learning Symposium Chairs 

Ambjorn Naeve Royal Institute of Technology, Sweden 
Miguel Angel Sicilia University of Alcala, Spain 

Publicity Chair 

Ekaterini Pitsa Open Research Society, Greece 

Exhibition Chair 

Efstathia Pitsa University of Cambridge, UK  

Sponsoring Organizations 

Gold 

Inderscience Publishers, http://www.inderscience.com  
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Program and Scientific Committee Members (Serving also as 
Reviewers) 

Adrian Paschke Technical University Dresden, Germany 
Adriana Schiopoiu Burlea University of Craiova, Romania 
Agnes Kukulska-Hulme The Open University, UK 
Ahmad Syamil Arkansas State University, USA 
Aimé Lay-Ekuakille University of Salento, Italy 
Alan Chamberlain University of Nottingham, UK 
Alejandro Diaz-Morcillo University of Cartagena, Spain 
Alok Mishra Atilim University, Turkey  
Alyson Gill Arkansas State University, USA 
Ambjörn Naeve Royal Institute of Technology, Sweden 
Ana Isabel Jiménez-Zarco Open University of Catalonia, Spain 
Anas Tawileh Cardiff University, UK 
Anastasia Petrou University of Peloponnese, Greece 
Anastasios A. Economides University of Macedonia, Greece  
Andreas Holzinger Medical University Graz, Austria 
Andy Dearden Sheffield Hallam University, UK 
Ane Troger Aston Business School, UK 
Angela J. Daniels Arkansas State University, USA 
Anna Lisa Guido University of Salento, Italy 
Anna Maddalena DISI, University of Genoa, Italy 
Anna Maria Tammaro University of Parma, Italy 
Ansgar Scherp  OFFIS - Multimedia and Internet Information  

Services, Germany 
Antonio Cartelli University of Cassino, Italy 
Antonio Tomeu University of Cadiz, Spain  
Riccardo Lancellotti University of Modena and Reggio Emilia, Italy 
Apostolos Gkamas University of Peloponnese, Greece 
Arianna D'Ulizia National Research Council, Italy 
Aristomenis Macris University of Piraeus, Greece 
Badr Al-Daihani Cardiff University, UK 
Beatriz Fariña University of Valladolid, Spain 
Berardina Nadja De Carolis University of Bari, Italy 
Bob Folden Texas A&M University-Commerce, USA 
Bodil Nistrup Madsen Copenhagen Business School, Denmark  
Bradley Moore University of West Alabama, USA 
Campbell R. Harvey Duke University, USA 
Carla Limongelli Università  "Roma Tre", Italy 
Carlos Bobed University of Zaragoza, Spain  
Carlos Ferran Penn State Great Valley University, USA 
Carmen Costilla Technical University of Madrid, Spain 
Carolina Lopez Nicolas University of Murcia, Spain  
Charles A. Morrissey Pepperdine University, USA 
Chengbo Wang Glasgow Caledonian University, UK 
Chengcui Zhang University of Alabama at Birmingham, USA 
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David O'Donnell Intellectual Capital Research Institute of  

Ireland, Ireland 
David R. Harding Jr.  Arkansas State University, USA 
Dawn Jutla Saint Mary's University, Canada 
Denis Gillet Swiss Federal Institute of Technology in Lausanne 

(EPFL), Switzerland 
Diane H. Sonnenwald  Göteborg University and University College of 

Borås, Sweden 
Dimitri Konstantas University of Geneva, Switzerland 
Dimitris N. Chryssochoou University of Crete, Greece 
Douglas L. Micklich Illinois State University, USA 
Dusica Novakovic London Metropolitan University, USA 
Edward Dieterle Harvard Graduate School of Education, USA 
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Carlos Muñoz, Miguel Ángel Conde, and Francisco J. Garćıa Peñalvo
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Carolina Gallardo

An Integrated eGovernment Framework for Evaluation of Taiwan
Motor Vehicles Driver System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 437

Chi-Chang Chang, Pei-Ran Sun, Ya-Hsin Li, and Kuo-Hsiung Liao

Adapting the SPMSA (Software Project Management Supported by
Software Agents) Model to PMBOK2004 Guidelines . . . . . . . . . . . . . . . . . . 452

Rita Nienaber and Elmé Smith
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Abstract. The rapid rise of web-based services and tools for communi-
cation, collaboration and learning confronts us with the question, whether
and under what conditions these tools have the potential to promote hu-
man creativity. In this paper we approach this question by first elaborat-
ing a person-centered and relational notion of creativity. Based on this
perspective on creativity, we investigate the potential of web-based tools
and usage contexts in order to find out in which ways they are likely to
promote creativity. As a result it will be argued that creativity — in a
humanistic sense — can be fostered by web-based tools only if certain con-
ditions are met. These include specific personal (and interpersonal) qual-
ities of the participating persons, such as openness to experience and a
non-judgmental attitude, as well as requirements on web-based tools. The
paper is intended to expose the dimensions and conditions under which
web-based tools can be used in ways most likely promote creativity.

Keywords: human creativity, Person-Centered Approach, web-based
services.

1 Introduction

In a time with constant and rapid change we are often faced with new situations,
i.e. situations that we encounter for the first time and for which previous learning
is inadequate to provide a solution [3], pp. 211—215. We cannot believe that any
portion of static knowledge, how big so ever, will suffice to deal with the novel
and uncertain, dynamic conditions of the future [10], p. 120. Hence, dealing with
new situations constructively, in other words most appropriately or “creatively”,
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2 R. Motschnig and T. Pitner

certainly constitutes an essential goal for present and future education and life.
Since the web and the tools operating on it have become our (most?) widely used
companions it is more than justified to ask the question: Under what conditions
do web-based tools promote or even impede our creativity?

We assume that many of the readers of this paper, like ourselves, have had
experiences in which they felt that web-based activities have had most fruit-
ful effects on creating outcomes and meaning. For example, mailing, chatting,
collaborating on a text, or producing/sharing some artifact with others was per-
ceived as successful. It was rewarded with a feeling of expansion, joy, pleasure,
richness of meaning or any other positive sensation making us perceive that
something constructive had been formed that did not exist before. We equally
assume that any reader has had a distinctly negative experience with web-based
tools, evoking responses such as: “what a waste of time”, “how complicated is
it to express my thought by typing text only”, “what endless forms/steps do I
need to follow in order to achieve the most simple transaction”, etc.

The primary goal of this paper is to illuminate some conditions for designing
and using web-based tools in ways that are most likely to promote creativity.
For this purpose, chapter two first elaborates on a notion of creativity based on
the person-centered approach [8,9] and proceeds by extending it by relational
aspects [5,7]. Based on the individual facets of a humanistic perspective on cre-
ativity and the creative process, in chapter three the potential of web-based tools
is investigated in order to find out in which ways and under what conditions they
can support the individual facets of creativity. The general considerations are
confirmed by examples of selected Web 2.0 services for supporting creativity.
The final chapter summarizes and discusses the findings and points to further
research.

Initial results indicate that, from a personal (and interpersonal) perspective,
creativity will emerge if the participating persons are sufficiently free to choose
their way of involvement, are not judged prematurely, feel safe to express them-
selves and are sufficiently open to a wide range of aspects of their experience.
From the software perspective some preconditions are that the software must
be easy and straightforward to use, must allow one to produce artifacts effec-
tively, has to be appealing to the users, and must make it easy to establish and
maintain relationships with persons as well as artifacts.

2 The Notion of Creativity in the Person-Centered
Approach

The Person-Centered Approach (PCA) is a branch of humanistic psychology
founded by Carl R. Rogers (1902—1987), one of the most renowned Ameri-
can psychologists of the 20th century. Originating in psychology, the PCA has
spread to disciplines such as education, social science, international communica-
tion, management, conflict resolution, health care and others. In a nutshell, the
basic assumption underlying the PCA is that human beings, like all living or-
ganisms, have the natural tendency to actualize, i.e. to maintain and to enhance
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their organisms. The tendency, furthermore, is directed, amongst others, towards
differentiation of organs, the use of tools, and socialization. It can unfold best
in a climate in which a person experiences, at least to some degree, the genuine-
ness or congruence, unconditional positive regard, and empathic understanding
of (at least one) other person or persons. According to Rogers [9], the actualiz-
ing tendency “is the primary motivator for creativity as the organism forms new
relationships to the environment in its endeavor most fully to be itself”.

Given, human beings have an innate tendency towards enhancement, what is
it that fosters creativity and how can web-based tools influence that process? In
order to respond to these questions let us first illuminate the notion of creativity
from a PCA perspective1 [8,9].

2.1 Aspects and Conditions for Creativity from a Person- and
Relationship-Centered Perspective

The creative process and product. In a rapidly changing world there is a genuine
need for creative adaptation to cope with the ever changing demands of our
environment. Any creative product is a novel construction such that the novelty
grows out of the unique qualities of a person in his or her interaction with
some entity of the environment. “. . . the creative process is [. . . ] the emergence
in action of a novel relational product, growing out of the uniqueness of the
individual on the one hand, and the materials, events, people, or circumstances
of his life on the other” [9]. The product must be acceptable to some group at
some point of time. However, this fact is not helpful to our definition because
of fluctuating valuations and the fact that the individual creates because it is
satisfying him or her. Still, it has been confirmed by research in the PCA that
when a person is open to all of his or her experience, their behavior will be
creative and their creativity may be trusted to be essentially constructive. This
can be explained by assuming by positing that when a person is open to all
aspects of his or her experience and has available to their awareness all the varied
sensings and perceivings which are going on in their organism, then the novel
products of their interaction with the environment will tend to be constructive
for him-/herself and others and his/her behavior will tend in the direction of
constructively social living. This appears to be consistent with what Senge [12]
claims for a thorough “sensing” phase of the U-process that is designed to bring
about organizational change.

Inner conditions for constructive creativity. Rogers identified three inner condi-
tions for constructive creativity. The first one, as already been mentioned above,
is openness to experience or extensionality. It means a lack of rigidity, and perme-
ability of boundaries in concepts, beliefs, perceptions, and hypotheses. It means
a tolerance for ambiguity, where ambiguity exists. It also means the ability to

1 The rest of this paper draws heavily from [9], pp. 350—359 using several origi-
nal wordings that have just slightly been adapted for brevity and gender-sensitive
language.
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receive much conflicting information without forcing closure upon the situation.
The second condition is that the source or locus of evaluation is internal. For
the creative person, the value of their creation is established not by praise or
criticism of others but by satisfaction to himself or herself. This doesn’t mean
that the judgments of others are oblivious, it just says that the primary feeling
comes from “me in action” with something emerging into existence. The third
condition is the ability to toy with elements and concepts. It includes the abil-
ity to play spontaneously with ideas, colors, shapes, relationships — to jungle
elements into impossible juxtapositions, to translate from one form to another,
etc. This can lead to exploration and seeing from innumerable possibilities new
options that lead to evolutionary forms with better meeting some inner need
and/or more permanent value.

The creative act. The selection of a “product” which is more satisfying and/or
forms a more effective relationship with its environment is referred to as the
creative act. There is one quality of the creative act that can be described: its
selectivity, or emphasis, or attempt to bring out the essence. I bring structure
into my relationship to reality until it feels: “This is it!” For example, a writer
selects those words which give unity to his expression. Typically, a concomitant
to the creative act is anxiety of separateness on the one hand and the desire to
communicate and share one’s creation on the other hand. We wish to share this
new aspect of “me-in-relationship-to-my-environment” with others.

Conditions fostering constructive creativity. From the nature of the inner con-
ditions of creativity it is clear that they cannot be forced, but must be admitted
to emerge. The likelihood of emergence is maximized by providing a climate of
psychological safety and freedom. Safety is achieved if a person is accepted as
someone of unconditional worth. In order for this attitude to be genuine, we need
to have an unconditional faith in the other person. If he or she apprehends this
attitude, he/she has less need of rigidity, senses safety, and can be more sponta-
neous, actualizing. To feel safe it also needs a climate in which external judgment
is absent and there is no need for defensiveness. Only then can I recognize the
locus of evaluation within myself.

The process which provides the ultimate in psychological safety is empathic
understanding. If I accept you but know nothing about you, the acceptance is
shallow and it might change if come to know you. But if I enter your inner world
and see it from your perspective, and still accept what you are feeling and doing
from your point of view, this will provide additional safety and will permit your
real self to emerge and to express itself in known and novel formings.

Psychological freedom is present when a teacher or facilitative person allows
the individual a complete freedom of symbolic expression. This permissiveness
gives the individual complete freedom to think, to feel, to be, whatever is most
inward within him-/herself. It fosters the openness and playful juggling of per-
cepts, concepts, and meanings which is part of creativity.

Rogers’ daughter, Natalie Rogers adds a third condition, namely the offering
of stimulating and challenging experiences [11]. This criterion appears to be
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particularly relevant for web-based tools since it needs to be explicitly considered
in the design of web technology.

Moving from the point of view of an individual to that of a relationship and
recalling that creativity comes from forming relationships with the environment,
the authors claim that creativity, in particular, springs from our striving for
forming/cultivating constructive relationships with social others. Living in such
relationships equally satisfies our desire to communicate that has been identi-
fied as a concomitant of the creative act. Motivation for the creative act often
lies in an interpersonal relationship that is reciprocally enhancing and forming
itself. Constructive creativity in this case emerges from dialogue and potential
transcendence and may be “documented” or conserved in a creative product.

We summarize the inner and environmental conditions fostering creativity
from a person and relationship centered perspective in Figure 1.

Find Arrange

Explore Translate

Select ion of  product  
Extract ion of  essence

Interna l  eva luat ion

Communicat ionOpenness

Safe ty Freedom

St imula t ing
exper iences

Faci l i tat ion of
relat ionships

Abi l i ty  to toy

Fig. 1. Conditions fostering creativity from a person- and relationship-centered
perspective

2.2 Web-Based Services and Scenarios in Light of Creativity

It appears that web-based tools cannot establish the initial repertoire of a per-
son’s inner conditions of constructive creativity, namely his or her openness to
experience, inner locus of evaluation, and the ability to toy with elements and
concepts. However, given the inner conditions are met to a sufficient degree, our
hypothesis is that the use of web-based tools has — under specific circumstances
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to be elaborated later, the potential to influence the inner as well as environ-
mental conditions enabling a person’s or group’s constructive creativity (the
capacity to create) and their engagement in inventing creative products. This
is because web-based tools, along with their usage contexts, both technological
and social, influence a person’s or group’s interaction with their environment.
Let us investigate this potential in a general way and illustrate our arguments
by examples.

Web-based tools and inner conditions for constructive creativity. The first of
the three inner conditions was identified as openness to experience, meaning the
ability to receive much conflicting information without forcing closure upon the
situation. For sure, web–based tools, with their enormous capacities for intercon-
nection anytime and anywhere support the fact that we receive lots of conflicting
information. For example, the various “voices” represented in a forum’s entries
represent a variety of opinions. If we are not driven by the need to select one of
them for strategic reasons, they can show us a broad scope of meanings existing
side-by-side — as illustrated in Figure 2 — each contributing its share to the
whole picture or “truth”.

Fig. 2. Variety of opinions in a creative process boosted by a Web 2.0 service (Cohere)

The second inner condition requires that the source of evaluation be internal
rather than established by others’ judgment. In this respect, web-based tools
often motivate one to share his or her ideas/texts/work with others, but only
after one’s conscious decision on what to share. This means that some form of
inner judgment precedes the potential judgment by others. Also, we can choose
with whom we share. Furthermore, delayed (as an opposite to instant) responses
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from others will “teach” us to stay with our own perception for some time prior
to getting responses from others.

The third condition, the ability to toy with elements or concepts will be
strengthened by web-based tools whenever “toying” is experienced as straight-
forward and rewarding in some sense. Let us recall that “toying” is aimed at
exploration and seeing several possibilities from which new option arise that can
lead to new forms, some of which may turn out to be superior in some respect
than others. In this view, toying supported by web-based tools can be seen as
vastly extending our possibilities of toying in the real world. The effectiveness
of our toying will be increased if it is fast and easy to produce, search/find,
revise, combine, see from different perspectives, visualize, as well as communi-
cate and share the new elements and concepts. In this respect, web-based tools
do have the potential to vastly extend human capacities by offering additional
storage and processing power. This is particularly the case with the broadly
acknowledged concept of mashups bringing added value by creative integration
and reuse of existing services. However, there is also the risk of web-based tools
being too attractive to humans in so far as they tie too much attention that may
be missing form other real-world activities required for healthy, balanced human
development.

Web-based tools and psychological safety. Acceptance of a person and empathic
understanding, in our view, cannot be achieved by tools per se. However, the
persons with whom we interconnect using the tools can provide these conditions.
In this context, web-based tools, can be seen as extending the reach or pool of
persons who might provide these conditions. We can interconnect with some-
one by whom we think we or my product will be received with acceptance and
understanding. Still it has to be taken into account that the communication of
acceptance and empathic understanding over the web will be only partial, cut-
ting out several bodily and feeling-level messages. Often the message will arrive
with a time lag making it harder to “tune in” as a full person with feelings
and spontaneous meanings. Yet, another aspect that has been subsumed under
psychological safety is — in our view — significantly influenced by web-based
communication, namely the aspect of judgment. Whereas in face-to-face contact
others often impose evaluation or judgment of ideas, thoughts, concepts pre-
maturely, and we can hardly escape these judgments, the time-lag introduced
by web-based tools may be used to escape premature evaluation. We can form
our own perception of what we have created before turning to any responses
we receive via the web. Another difference can be put as follows. Basically, the
computer keyboard accepts everything and we can form our own relationship to
our expressed ideas prior to sending them off. Hence, the condition of absence
of external judgment can significantly and willingly be influenced by the use of
computerized tools such as those providing support for professional social net-
works as shown in Figure 3. They appear to let us be ourselves for an initial
period of time. This is not necessarily the case with close social others, who tend
to judge and to compete rather than facilitate our becoming most fully ourselves.
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Fig. 3. Professional social network based on trust approaches aspects of psychological
safety (Plaxo)

Psychological freedom in the context of web-based tools. This condition empha-
sizes the complete freedom of symbolic expression, meaning the full freedom to
think, to feel, to be whatever one is. In this respect, web-based tools that are
easy to use for one’s desired expression, e.g. in words, in drawings, in tagging
(as illustrated in Figure 4), in making a collage can be seen as promoting sym-
bolic expression. In fact, they make some ways of symbolic expression easier
and faster to create and adapt than physical tools. However, if the tools are
complicated, counterintuitive, and hard to use, they may discourage symbolic
expression. Therefore the usability of tools is a major concern if creativity is
to be influenced positively. From a different perspective, web-based tools put a
particular façade on some symbolic expression and in this sense are not the same
as full symbolic expression such as in drama, dancing, handwriting on a paper or
flipchart instead of typing, etc. Thus, web-based expression, in general, does not
involve as many motor skills and physical properties and states as are involved in
direct contact with other media. Web-based symbolic expression is often faster
and can be communicated/spread more easily, but it is equally more abstract.
Consequently, in each usage-scenario, it needs to be carefully weighed whether
a more alienated but probably faster and farther reaching virtual medium shall
be traded for a slower but more realistic production, involving different skills,
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Fig. 4. Informal nature of tagging brings the freedom of expression (Delicious)

opportunities and challenges. Summarizing, web-based tools, at the same time,
enhance and reduce our symbolic expression. Only when used in combination
with immediate expression can the whole repertoire of symbolic expression be
enhanced. Still, some web-based tools make playing and juggling of entities par-
ticularly straightforward and communicable to others. By this very feature they
offer a degree of freedom unmet by other tools.

Web-based tools, in addition to being designed to offer a large amount of
freedom of symbolic expression, offer a further dimension of psychological free-
dom. They appear to increase the number of possibilities and choices humans
need to make for spending their time in general and learning in particular. More
often than in face-to-face situations, we need to choose which medium to use for
communication, when to communicate, with whom to connect, when/whether
to respond. Watzlawick’s axiom “We cannot not communicate” takes on an
extended scope and meaning. With all these additional choices to make, we un-
doubtedly have extended potentialities. It must not be overlooked, however, that
we have equally more occupation, effort and responsibility, resulting in the fact
that our inner resources may be taken up for activities that we somehow need
to accomplish but do not consider creative and extending ourselves at all.

Web-based tools in light of offering stimulation and challenging experiences.
There is no doubt that web-based tools can offer stimulating as well as challeng-
ing experiences, e.g. by allowing for simulations, video-transmission,
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interaction, communication, etc. in ways hardly possible to be achieved in the
physical world. However, the virtual world and way of interaction is still differ-
ent to the real world such that the virtual challenges, while potentially highly
instructive, should, in my view, stay subordinate to real challenges or help to
resolve problems coming from the real world.

Web-based tools as channels for interpersonal contact. The notion of swarm cre-
ativity confirms that a major potential for web-based tools to foster creativity
comes from their facilitation of forming/cultivating constructive relationships
with social others. These relationships are ever changing, creative constructions
par excellence that allow us for taking on perspectives that otherwise would
stay concealed due to our innate constraints of our sensing organisms as ren-
dering ourselves as the center of our experience. In this respect, the scope of
social others with whom we can share ideas, thoughts, meanings, artifacts can
be vastly extended by the use of simple, universally accessible web-based tools.
A considerable constraint for interpersonal contact, however, that must not be
overlooked, is the reduced transmission channel that acts as a filter with regard
to the very human condition as a conscious and spiritual being with feelings and
meanings arising in immediate interpersonal contact that cannot be substituted
by virtual means. Consequently, any taking over of immediate contact by virtual
tools needs to be considered with utmost thoughtfulness and care, in order not
to cut off the very basic of the human species, our need for intimate contact
and experience of relationships. In case that this experience insistently cuts off
some of our senses, in other words, comes through reduced channels, it fails to
provide stimulation to the cut-off features of our experience. As a consequence,
the postulated condition of offering experiences is violated for particular chan-
nels. This again makes the inner condition of openness to experience obsolete,
since, although openness may be given, the respective sensatory channel will be
void not rendering any experience. According to a humanistic, person-centered
theory of creativity, this would result in a decline, if not extinction (due to the
violation of an inner condition) of creativity and consequently in adverse effects
on the human condition. — Again, a balanced use of web-based tools and our im-
mediate capabilities appears to have the potential of increasing creativity rather
than extinguishing it by one-sided extremes.

3 Conclusion

In this paper a humanistic perspective of creativity has been described and inves-
tigated in light of web-based tools. It has been argued that web-based tools, per
se, do not foster creativity: Their contribution to creativity primarily depends
on the capacities of persons who use them. A major criterion is whether these
persons provide each other with a constructive, non-judgmental atmosphere. In
particular, it is important to provide the inner preconditions for constructive
creativity, such as openness to experience, internal rather than external eval-
uation, and the joyful creation and juggling of “pieces” until something new
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emerges that takes on new qualities. When these inner conditions are present,
usable web-based tools can be applied in a way most likely to contribute and
strengthen outer conditions fostering creativity. These have been identified as a
safe, resourceful, and understanding environment that not only provides freedom
and variety of symbolic expression but also offers stimulating and challenging
experiences and facilitates the forming and exploring of various relationships.

Other criteria fostering creativity are the particular usage scenarios of tools
and the authentic purposes for employing tools. Importantly, added value can be
achieved by a thoughtful blending of face-to-face and online activities that extend
the potential for and the repertoire of environmental and social relationships.
This is because, in sum, they address more channels of expression than any
singe medium including immediacy and thus offer a richer basis for creating new
concepts, forms and products.

Further research will substantiate the analytical investigation in this paper
by deriving a simple framework with dimensions and associated aspects of web-
based tools for supporting creativity. A complementary research thread will ad-
dress the use of novel Web 2.0 services and their mashups in adapted learning
scenarios. Also, interpersonal attitudes of facilitators will be assessed and checked
for correlation with students’ perceptions and/or their creative outcomes. Case
studies, action research procedures and design-based research are intended to be
employed to find out more about the conditions, scenarios, tool- and interper-
sonal properties that help humans to optimize their creative potentials.
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Abstract. We present the TSW system (TestSystem Web), a web-based
environment currently developed at the Rome 1 University, for the de-
livery of C programming exercises and their automatic correction.

The core of the correction system automatically tests the student’s
programs by applying unit-tests and/or by comparing the behaviour of
the student’s code to a reference implementation. Care is taken to avoid
error propagation from a function to other functionally depending pro-
cedures by redirecting the failing calls to the corresponding reference
implementation. The system “instruments” the student’s code by using
a code analyser and rewriter to handle instruction tracing and function
calls redirection. The rewriter can be easily extended to develop other
analysis instruments. As an example, we have developed: a code cov-
erage tool that reports how much of the student’s code has been vis-
ited during the test, a cyclomatic complexity evaluator to compare
the number of different logic paths in the code, a tracker for stack
depth usage to check for proper implementation of recursive functions,
a function/loop execution counter for the evaluation of the execu-
tion complexity. Additional care is taken to capture disruptive errors
that would abort the program: “segmentation faults” caused by wrong
pointer dereferentiation, and time-out caused by run-away processes.

With these tools, the teacher can write rich unit tests that can either
compare the behaviour of the function under analysis with a reference
implementation (e.g. by generating random input and comparing the
results), or by submitting well-crafted special inputs to elicit special cases
or by comparing the complexity and/or stack depth counters. Each test
applied will then explain to the student what was the problem found.

TSW is the core component of a future larger social knowledge project,
in which students will cooperatively/competitively participate to the def-
inition and test of each-other’s programs, sharing ideas and learning from
each other.

Keywords: automatic grading, automatic correction, programming
exercises.

1 Motivation

In sciences and engineering faculties, such as the ones we belong, computer sci-
ence foundations and programming are topics normally thought in one or more
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courses, during the first year of every study programmes. Our courses are nor-
mally populated by 90 to 150 students, and managed by one teachers and a
tutor. Often, in our experience, students that do not attend the labs and home-
work activities and then try the exam, fail and should repeat the exam at the
next semester. The environment we are confronting at present is that of courses
attended by 130 students (some of which are worker-students that never attend
face-to-face classes). We are giving homeworks every two weeks, both to analyse
their progress, and to give them useful feedback through the homework correc-
tion. While we see that such activity could strengthen the students’ motivation
and satisfaction in programming (not to mention increasing their performance
as a final result), we see the effort needed on our side as well: an overall number
of 650 student’s homeworks to be corrected. This can be managed only by using
a framework for automatic correction and feedback generation.

So far we have been experimenting, a bit roughly, with black-box-testing of
the student’s programs, by checking on several input sets the conformance of
its output with the expected ones. This approach is helpful, though in some
cases - let’s say 15% of them - we had to go over a direct hand correction of the
code to cope with very simple errors. Such an approach is too simple minded
indeed and could lower the student’s motivations (e.g. because of “insignificant”
output differences) as normally the students are more focused on the logic of the
exercise, than on its I/O functions. Providing the student with a whole library
containing the proper I/O functions, would heal some of these errors, yet we
think this would move the frontier of the testable problems just a little further.
Is it possible to provide the teacher with a sufficiently simple framework to
support the definition of exercises, the specification of the various detailed tests,
and their final automated correction?

In the development of a framework to answer to the above question we have
the following goals:

– make the correction completely automatic. This way the corrector can be
used also as a self-evaluation tool in distance-learning settings, letting the
students test their code and resubmit, in an iterative improvement process;

– give the student a detailed correction report that explains, where possible,
what the error was and how to avoid it;

– avoid the propagation of errors from a function to others, to capture good
work that normally fails in black-box tests;

– collect evidence of side-effect related errors (e.g. improper use of global vari-
ables or of references pointers)

2 Related Work

A similar problem has been solved by Morris [1] for programming courses in
Java. In his work he uses Java reflection to analyse the student code and to
replace failing functions with his reference implementation.

In C a similar technique is harder to apply because reflection is not available.
Yet, a viable alternative to reflection can be found in Aspect Programming [2].
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Aspect Programming allows the definition of “aspects”, i.e. the specification of
code that should be weaved through the program to add some functionality (e.g.
counting the number of calls of a given function). With Aspect programming we
can easily instrument the student code so to:

– test each function against a set of unit-tests
– replace failing functions with a reference implementation
– count function calls to check algorithm complexity

Tests are written by following the software engineering Unit-test methodology,
where the smallest possible tests (unit tests) are defined and then collected in
test suites.

In previous work [4] we have followed this approach, finding that the aspect-C
weaver and compiler is rather hard to use on general C exercises. In particular
the compiler was a little too picky respect to the normal coding errors common
in student’s code. Thus we have built a code transformation system that is
sufficiently general and robust respect to the student’s code.

In this paper we present the Test System (TS), that transforms the submitted
code to be tested, the Test Builder (TB), a Java application used to prepare the
C templates needed to write an exercise with its set of tests, and the Test System
Web (TSW), the web-interface used by teachers and students.

The TWS system is thought as the initial core component of a larger (social)
system where students will cooperate and participate to a social game, based on
reputation and tournaments, by sharing their ideas and competing at a peer level.
E.g., students will be able to play against each other, either by writing programs
that win against many of the peers’ tests, or by writing tests that catch many
of the peers’ bugs. This will be obtained (at the core level) by making easy to
participate to the definition of tests and by introducing automatic comparison
and classification of programs coming from different students. The teacher itself
will be able to classify clusters of similar solutions and design better tests to catch
common errors suggested by the students’ programs. This will help her/him to
produce more detailed explanation to be presented as feedback.

3 The Core Test System

The core TestSystem is a Java application that takes a C programming exer-
cise (a single file containing a set of functions without the main program) and
“instruments” the program to test it against a set of unit-tests.

The unit tests are written in C++, under the framework of the CppUnit
library, with the help of a set of libraries and C macros that we have developed to:

– prepare the feedback messages for failed tests,
– capture fatal errors related to invalid pointers and wrong memory accesses,
– check for the correct usage of assertions,
– check for the maximum stack depth used by the functions,
– check for the iteration (loop, do, while) counters,
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– check for the function call counters,
– compute the instruction coverage (i.e. count how many of the instructions

have been executed),
– provide dummy versions of each function to avoid link errors from missing

implementations,
– automatically switch to the reference implementation of a function whenever

it fails its tests, to avoid error-propagation to other tests.

The TestSystem parses the student’s code and applies a set of transformations
that add the machinery needed to support the above mentioned macros. The
code rewriter is very general, and can be easily extended to add other probes.
E.g. we have added a cyclomatic complexity analyzer that shows how many
different execution paths are present. The cyclomatic complexity is very useful
to show which correct solutions are simpler (and thus to assign them higher
grades).

The report produced by running the tests is made as a set of XML files,
that can be further analyzed or transformed through XSL transformations. The
default report shows a compact table collecting for each function the number of
tests passed, its cyclomatic complexity and its statement coverage (see figure 1).
Separate pages are generated with all the test details and the feedbacks.

Fig. 1. The test report for the sorting exercise

3.1 Writing a Test

Writing a test, with the Test Builder that (as we will see) generates all the
surrounding machinery, means normally just:

– defining the involved data-types
– writing the reference implementations
– filling the test function templates

A simple test example for a sort function is shown in listing 1.1. Here we can
see that the messages to be shown if the test fails are prepared before the test
to avoid loosing the output in case a segmentation fault appears.
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void test_sort (){

// define the input array

int input[] = {2, 6, 3, 8, 9, 0, 9, 4, 5, 7};

int len = 10;

// Prepare the input/output description messages used in

the test reports

in << "The array input[] = {2, 6, 3, 8, 9, 0, 9, 4, 5, 7}

with len = 10";

out << "The sorted array: input[] = {0, 1, 2, 3, 4, 5 ,6

, 7, 8, 9}";

// invoke the function

sort(input , len);

// verify that the output is correct

for(int i = 0; i < 10; i++)

// throw an exception (with default message) if an

element is out of place

MY_ASSERT (input[i] == i);

}

Listing 1.1. A simple test just checking the output of the sort function

A more complex example that checks for the number of loops executed and
compare it to the reference implementation is shown in listing 1.2. Here we can
see how both the tested and the reference functions are called, and then the
counters are compared.

void test_sort_10000 (){

int a[10000];

int b[10000];

// fill two arrays with the same 10000 random numbers

srand(time(NULL));

for(int i = 0; i < 10000; i++){

a[i] = rand ();

b[i] = a[i];

}

in << "An array of 10000 random integers ";

out << "The array efficiently sorted";

// we add a hint that will appear if the function goes

timeout

ADD_TIMEOUT_MESSAGE (

HINT("To sort efficiently use the quicksort or

mergesort algorithm "));

PROTECT ();

// call the reference version to compute her complexity

sort_Ok(a, 0, 9999);

// call the tested version to compute her complexity

sort(b, 0, 9999);

// check the counters and fail if the sort is slower than

10 times sort_OK



18 P. Longo, A. Sterbini, and M. Temperini

COMPARE_COMPLEXITY_MESSAGE(sort , sort_Ok , 10 * COMP ,

HINT("To sort efficiently use the quicksort or

mergesort algorithm "));

}

Listing 1.2. A more interesting example, checking the complexity of the implemented
solution against the reference implementation

4 Building a New Exercise

Functions definition. The construction
of the set of files, tests and directories
that makes all the machinery to test an
exercise is very complex (see the direc-
tory structure to the right).

To ease the task, a Java-based appli-
cation (the TestBuilder) is used to pre-
pare all the C++ templates needed to
write the tests. The interface allows the
definition of prototypes of the functions
to be implemented in the exercise, their
order of testing, and the possible ex-
istence of functional dependencies (see
Fig.2). Directory structure of an exercise.

Fig. 2. Creation of an exercise: definition of function prototypes, test order and func-
tional dependencies

Functional dependencies are used to enable the automatic replacement of a
submitted function with its reference implementation when tests fail. This way
the tests of the following (functionally-dependent) procedures can be done safely,
without error propagation. In the figure we see that the three functions compare,
swap and sort should be tested in this order, and that the first two should be
replaced with the reference version if they fail a test.

Tests definition For each function a set of test names can be defined, to pro-
duce the corresponding code templates and test coordination machinery (see in
figure 3 the interface to define the set of test names).

When the project is built all the needed files are generated.
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Fig. 3. Creation of the template of the unit tests

5 The Web-Based Interface

The system is made available through a web-based interface, the TSW (Test
System Web), see figure 4. The simple interface allows three types of users:
administrator, teacher, and a student.

The administrator can mainly define new teachers.

Fig. 4. TSW: the home page
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A teacher can:

– add new exercises to a course
– browse all the student’s tests
– handle students
– check the wall of fame to compare the student’s solutions

A student can:

– submit new solutions to an exercise (even more than once)
– browse his personal tests
– check the wall of fame to compare his rank to the others

6 Conclusions

We have presented the TWS system for the automatic correction of C program-
ming exercises.

The direct application of the system described is of course related to the
support of distance, asyncronous learning activities aiming at the development
of programming abilities. We see some relevance of our effort, though, in the
area of development and management of socially based knowledge. In particular
we see a natural evolution of the system towards a reputation based application,
allowing to the system users to “add” knowledge in the system and to participate
in the construction of the technical and methodological knowledge that is used
to evaluate the exercises. Such social level, which is still to be developed for tsw,
yet can enjoy authors’ experiences in social knowledge systems, can give a social
dimension to the presently narrow applicability of the system.

The most labour-intensive part of using the system is the construction of
new unit-tests for the submitted solutions. To further lower the work needed to
produce a new exercise we are planning the following enhancements:

leverage the reference solution: We already use a “reference” version of
the solution to replace failing functions. The reference function can be lever-
aged to make easier writing black-box tests. The idea is that a test could just
compare the output of the two solutions (the “reference” and the student
one) to discover if there is any difference.

random data structures: Thus we are extending TWS to allow the specifi-
cation of randomly generated input data for the functions to be tested. The
output’s correctness is checked by means of a set of classes that either test
the isomorphism of the resulting data structures (the student’s one and the
teacher’s one) or transform the data structures to a “canonical” form and
then check for equality.

classification of common errors: As soon the random generation and com-
parison of data structures is in place, any pair of solutions can be compared.
This allows us to classify the student’s solutions by clustering together the
solutions that behaves in similar ways. Thus the teacher can use the student’s
solutions as reference examples of common errors.
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recycling the student’s solutions: On a parallel track, we are designing a
simple work flow and an easier test definition to enable recycling (reuse) of
the student’s submissions. In our future experiments we are going to ask
the students to write both code and tests for their code (thus teaching the
usefulness of the “write-test-then-the-code” style of programming). Then we
will run tournaments where the exercises implemented by each student (and
by the teacher) will be tested against tests implemented by the teacher and
by the other students. The outcomes will elicit the best implementations
of both the exercises and the tests. Our final goals are both: to raise the
interest of the students, and to “recycle” the tests to incrementally enhance
the automatic corrector.

social games: The TSW system will be used as part of a more general cooper-
ative learning activities management system. In particular, we are planning
its integration within our SocialX system for the management of general
cooperative activities [5,6].

knowledge based metadata: Moreover, the TSW exercises’ metadata
should be enriched to allow their automatic retrieval, to become part of
an automatically-generated course, as we do in our Lecomps system for the
construction of adaptive courses [8,7].
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Abstract. The present contribution tackles the issue of the evaluation of re-
search results in the field of Technology Enhanced Learning (TEL). It presents 
an evaluation model designed to evaluate a web based Pedagogical Planner and 
the theoretical model underpinning it. The evaluation model, designed and 
tested within a European project, proved to be able to highlight the strengths 
and weaknesses of the TEL system at hand, by distinguishing between theory 
and practice, between the advantages and disadvantages derived from the theo-
retical model and/or those referable to the implemented tool. 
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1   Introduction 

The evaluation of educational research results is now considered an important issue in 
order to ensure “quality and sustainability in the development and delivery of courses, 
programmes and services…” [1] in one word, in order to improve the quality of teach-
ing and learning; it should also be regarded as a key aspect to guarantee a well 
grounded, unquestionable basis for the educational developments of today’s Knowl-
edge Society.  

In the field of Educational Technology, a field where theory and practice are by 
definition very strictly intertwined, a wide number of studies have been published 
over the years, which focus on the evaluation of the usability and of the educational 
effectiveness of the tools and systems produced and adopted [2,3] including, more re-
cently, (e-)learning environments [4]. Even in those contexts where Knowledge Man-
agement (KM) practices are increasingly being adopted, the evaluation of the KM 
systems is becoming an emergent issue [5]. As pointed out by Kim et al. [6], while the 
research community shows keen interest in proposing and testing evaluation theories 
and methods regarding the available ICT tools, very few studies focus on the evalua-
tion of innovative educational systems seen in their double-sided aspect: theory and 
practice, educational ideas and their actualization, educational models and developed 
tools. To date, very few attempts have been made, in fact, to design and set up com-
prehensive evaluation systems taking into account both the actual educational ICT 
tools and the underpinning theoretical models. The recent valuable effort of Hlapanis 
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and Dimitrakopoulou [7], who addressed the issue of evaluating both a course model 
concerning teachers’ education and the related web-based environment, confirmed the 
need to assume both perspectives, so as to better understand the role played by the 
conceptual design of an educational resource with respect to its concrete actualization 
(the implemented tool).  

This paper reports on the efforts made by the authors in this direction in the 
framework of the European project ReMATH1 – Representing Mathematics with 
Digital Media. ReMATH was a research and development project co-funded by the 
European Commission (IST-4-26751) which had two main goals: the development of 
ICT-based tools for mathematics education at secondary school level and the design 
and experimentation, in different school contexts, of learning activities involving the 
use of such tools. This latter goal implied the necessity of having a common resource 
to build and share learning activities among the research teams involved in the project 
(including the teachers who were in charge of carrying out the classroom experi-
ments). The design of such a resource was based on the idea of “Pedagogical Plan” 
for representing teaching and learning activities. A conceptual model of “Pedagogical 
Plan” was, then, developed within ReMATH [8]. On the basis of such model, a web-
based tool, called the Pedagogical Plan Manager (PPM), aimed at the production and 
sharing of pedagogical plans, was then worked out. In the framework of the ReMATH 
project, an evaluation was carried out, focusing on both the conceptual model of 
“Pedagogical Plans” and its implementation (PPM), namely the web-based environ-
ment instantiating the Pedagogical Plan concept. 

The paper, then, explains the methodology adopted for the evaluation of the work 
done by the authors in the framework of the above mentioned project and it also 
summarizes the evaluation results shedding light on how the overall evaluation proc-
ess proved to be highly effective in suggesting possible improvements to both the 
model that had been conceived and the ICT system that had been implemented. 

2   The Context: The ReMATH Project and the “Pedagogical Plan” 
Model and Tool  

The ReMATH project had the primary aim of building an integrated theoretical and 
operative framework for mathematics learning. The project gathered several research 
teams throughout Europe who, despite the fact that they all worked in the field of 
technology enhanced learning in mathematics, based their work on different theories 
and on different approaches [9]. As mentioned before, during the project a number of 
classroom experiments were carried out according to a cross – experimentation ap-
proach [10], that is, it was decided that each team participating in the ReMATH con-
sortium, would carry out two different classroom experiments using respectively the 
ICT-based tool they themselves had implemented (“familiar”), and the ICT tool pro-
duced by another team (“alien”). Due to the substantial differences among the part-
ners’ theoretical perspectives and actual working methodologies, the need to establish 
a common language to describe pedagogical ideas and theories, as well as practicali-
ties and specific activities to be carried out, emerged from the very beginning of the 

                                                           
1 More info about the ReMATH project: http://remath.cti.gr/default_remath.asp 
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project. The key to the mutual comprehension of the research teams, to the feasibility 
of cross-experiments and, finally, to the definition of a shared framework, was, then, 
the building up of a common resource aimed at enabling the partners to share peda-
gogical knowledge, compare approaches and foster pedagogical design reuse. 

In the light of the above mentioned objectives and needs, the project required the 
realization of a specific system to support the process of pedagogical design, namely 
the description of learning activities to be enacted during cross-experiments (thus also 
enabling and fostering their reusability). In response to such a specific need, a Peda-
gogical Plan model was then devised. A Pedagogical Plan was conceived as a descrip-
tion of pedagogical activities to be carried out in a real context (e.g. a classroom, a 
laboratory, etc.) where a number of different descriptors should be made explicit, at 
different level of details [11]: educational target (What learning outcomes? What 
learning contexts? Who are the target learners?); pedagogical rationale (Why those 
learning outcomes? Why applying a certain strategy? Why using a given tool?); 
Specifications (Which activities are to be carried out? Which roles are to be assumed 
by the different actors? Which resources and tools are to be used? etc.). The Peda-
gogical Plan model was conceived as a flexible, modular entity capable of embracing 
both simple plans for single activities and very complex structures with activities of 
different type arranged into different levels. Such flexibility was achieved by defining 
the plan as a tree-like hierarchy made up of simpler, elementary plans. Thus the PPM 
prototype allows the representation of Pedagogical Plans as hierarchical entities 
which can be built and read at different levels of detail. This structure supports both 
“authors” of Pedagogical Plans (providing them with the possibility of working with a 
top-down structure) and “readers”, who in top-down organizations have a facilitating 
factor to navigate from the general to the particular and vice versa, and to explicitly 
select the descriptors they want to focus on, thus contributing to a better understand-
ing of complex plans (grasping the general structure, and relating rationales with  
concrete details, etc.)  

The PPM has been designed as a wholly web-based system, accessible via standard 
web browser, whose interface has been designed so as to allow both authors (PPM 
Editor) and readers (PPM Viewer) to deal easily and naturally with the hierarchical 
structure. 

3   A Methodology to Evaluate the Pedagogical Plan Model and 
System  

In the following the methodology adopted within ReMATH to evaluate the Pedagogi-
cal Plan (model and tool) is described. 

3.1   General Approach to Evaluation  

The need for “identifying and making explicit the evaluation criteria for Pedagogical 
Plans” was set as a priority from the very beginning in the ReMATH project proposal 
but it was also pointed out as a key point during the annual reviews of the project. 
Within the project, evaluation was regarded in a “formative perspective”, so as to en-
able subsequent improvements of the system. In this view, some of the evaluation 
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means produced (which are detailed in the following paragraphs) were used starting 
from the very beginning of the project, in order to allow an “in itinere” evaluation of 
the work in progress. 

The evaluation techniques adopted basically followed the paradigms of “mixed re-
search methodology” [12], they made, in fact, a combined use of quantitative and 
qualitative approaches: both quantitative data coming from questionnaires and qualita-
tive data coming from direct observation, individual interviews and free-style opinions 
reported in questionnaires were, in fact, gathered and considered for the evaluation of 
the system, even though, due to the limited number of people involved in the process, 
the qualitative part assumed a more crucial role than the quantitative one.  

A global evaluation model was, then, defined, which is explained hereunder, hav-
ing the main aim of verifying on the one hand the soundness of the pedagogical plan 
model and, on the other hand, the usefulness of the actual tool developed in the  
project.  

3.2   Evaluation Focus: Different “Elements” under the Lens 

In the framework of the ReMATH project, the need for a separate evaluation of both 
the model and the implemented tool, emerged clearly from the substantial interde-
pendence between the subsumed theoretical model and the PPM features; this ap-
proach was also meant to provide the PPM designers with sufficient feedback to grant 
the possibility of carrying out significant improvements on the work done. Further-
more, in addition to the two above mentioned research products (the model and the 
PPM), during the project lifespan a number of actual Pedagogical Plans were pro-
duced and subsequently experimented in real educational contexts. This implied that a 
thorough evaluation of the research results could not avoid consideration of these arti-
facts (actual Pedagogical Plans), that, in fact, provide an instantiation of the global 
working methodology adopted and the functionalities of the developed system. 

3.3   Evaluation Indicators 

Three main categories of indicators were recognized as crucial to shed light on the 
general suitability and effectiveness of the Pedagogical Plan: perceived usefulness, 
perceived ease of use [13, 14], and (re-)usability.  

In particular, the “perceived usefulness” focuses on the possibility offered by the 
Pedagogical Plan model to serve the users’ needs, in terms, for example, of suitabil-
ity/comprehensiveness of the pedagogical descriptors, ability of the model to present 
the information effectively, etc. Indicators pertaining to this category mainly address 
the evaluation of the pedagogical plan model, while indicators of the other two cate-
gories mainly focus on more concrete aspects (namely PPM and actual Pedagogical 
Plans). The “perceived ease of use” deals with the effort required by the user to use 
the PPM, and should be regarded in terms of interface quality, adequacy of support 
provided, general understandability of the system, etc… Finally, indicators related to 
“(re-)usability” besides considering the clarity of the implemented Pedagogical Plans 
and both the understandability and pedagogical soundness of their contents, also refer 
to their ability to provide enough information to support classroom enactment of the 
envisaged activities. 
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3.4   Evaluation Perspectives 

When dealing with the evaluation of the Pedagogical Plan in its complexity (namely: 
model + PPM + plans), three different users’ perspectives should be assumed: the au-
thor’s perspective, the reader’s perspective and the experimenter’s perspective (Fig. 1).  

In particular, the Author uses the PPM Editor to elaborate a Pedagogical Plan ex-
pressing not only the activities to be carried out with students, but also the educational 
objectives, the theoretical assumptions that have inspired the design of the plan, the 
roles to be enacted by the different actors (students, teachers…) and a number of other 
significant aspects involving the educational activities. The Reader is the one who 
reads the plans through the PPM Viewer with the aim of better understanding how 
they can be used in school practice, and, eventually (not necessarily), of adopting 
them. The Experimenter uses the plans to practically enact them in a classroom con-
text. Readers and Experimenters, despite significant commonalities, when approach-
ing the reading of the plans have very different objectives and their viewpoints may, 
therefore, differ significantly: while the final goal of the experimenter is that of actu-
ally using the written plan as a support for the classroom enactment of the envisaged 
activities, the reader simply reads the plan without necessarily having in mind to use 
it, he has the broader aim of grasping ideas, assuming new or different points of view, 
approaching and understanding new working methodologies etc…  

The three different actors (Authors, Readers and Experimenters) also access the 
system from different entry points (Fig. 1): while authors typically “enter” from the 
PPM Editor (which is still content – free) and need to have a clear understanding of 
the subsumed theoretical model, both readers and experimenters take the “way in”, 
starting from the actual implemented plans and may have a different level of interest 
in fully understanding the theoretical model underpinning the plans. 

The three users, in theory, can be both researchers and teachers and the Pedagogi-
cal Plan was conceived to hopefully serve the needs of both of them.  

 
 

 
 

Fig. 1. Perspectives considered in the evaluation 
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In ReMATH, nevertheless, the authors were generally researchers while the readers 
and the experimenters were both teachers and researchers: the presence of different 
expertise in the same role provided the actual evaluation process with significant 
added value.  

In order to finalize the evaluation model, the need also emerged to analyze the use 
made by the ReMATH partners of the Pedagogical Plan.  

A fourth perspective was then considered, in order to highlight the strengths and 
weaknesses of the Pedagogical Plan; this was the role of its designers and developers 
(i.e. the authors of this paper) who, from their view point (actually the fourth perspec-
tive), carried out a thorough investigation of the actual use made of the implemented 
system by the ReMATH users.  

Table 1. Synthesis of the evaluation focuses, objectives and means 
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Viewer 

to judge the pedagogical soundness 
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perimenters were able to find out suf-
ficient information to carry out the 
envisaged activities in the classroom. 
(plan re-usability and understandabil-
ity, which implies completeness and 
clearness of plans) 

two questionnaires  
(one devoted to the “experiment-
ing researcher” and the other to 
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 pedagogical 
plans 

to evaluate how ReMATH partners 
had really used the most relevant 
PPM features 

direct observation of the various 
versions of the implemented pe-
dagogical plans  
 

4   Results 

As already mentioned, the evaluation model was applied and used within ReMATH 
and has provided a series of results, in terms of indications concerning the model, the 
PPM and the realized plans. In the following, a synthesis of these results is provided 
to give an idea of the kind of feedback that the evaluation model, as it is conceived, 
may provide.  
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The evaluation carried out in ReMATH from the authors’ perspective, provided 
useful information mainly about the PPM Editor. The experience of use of such a sys-
tem was judged by the ReMATH plan authors as largely positive; they found that the 
PPM Editor had provided a satisfactory level of support for the task of designing 
Pedagogical Plans and that the conceptual model underpinning the PPM had provided 
them with concrete help in expressing their ideas; most of them also noticed the use of 
the PPM Editor had allowed them to bring into sharper focus their initial ideas. While 
no major problems were reported, some authors did express the impression that con-
structing their plans required a considerable effort and some of them suggested dimin-
ishing the amount of descriptors, which is a useful indication that may be considered 
to modify the model.  

The evaluation carried out by the readers shed light on the strong points and weak-
nesses of the PPM Viewer. The ReMATH readers/teachers appeared not to be fully 
satisfied with the PPM Viewer and mostly asked for a simplified interface of the sys-
tem, with less, more practical information, so as to be able to get an immediate, com-
plete picture of the plans. From the interviews with the readers it also emerged that, 
while the structural information of plans was adequately conveyed by the PPM 
Viewer, some of the contents of plans needed, instead, to be filtered, so as to allow 
readers to immediately find practical information.  

Results of the evaluation from the experimenters’ perspective brought to light con-
siderable differences between teachers’ and researchers’ points of view. Most experi-
menting teachers declared that they never acted as the main users of the PPM, but had  
sporadic access to the system; they preferred to have their own work “mediated”, 
suggested and guided by the researchers. On the contrary, it seems that the PPM con-
stituted an important tool for the experimenting researchers, who used it extensively 
and appreciated it very much. Most experimenting researchers also found that the 
PPM was an appropriate tool to allow communication between them and with the ex-
perimenting teachers and judged plans to be clear and exhaustive enough to be used 
and experimented in real contexts.  

The analysis of the process of construction of the different plans (fourth perspec-
tive) showed that the hierarchical organization and the descriptors of the Pedagogical 
Plan model had been used differently, in order to achieve different levels of de-
tail/generality in the overall description of the plan. Common patterns of behavior 
among the PPM users did emerge, but the variety of approaches and modalities of use 
basically confirmed the flexibility of the model, which appeared to be suitable to meet 
different needs. This is particularly important, because in some situations it may be 
appropriate to convey the overall gist of a plan and thus focus at a general, abstract 
level while on other occasions, attention may need to be directed towards very con-
crete aspects mainly considering details.  

All in all, researchers were, no doubt, the ones that appeared to benefit from  
the PPM system facilities at a higher level; they were satisfied with the plan model 
and appeared to be almost completely satisfied with the use of the PPM tool which, in 
their words, fully met their expectations and allowed them both to bring into sharper 
focus their ideas and to easily communicate with each other. On the contrary, the 
ReMATH teachers (both the readers and the experimenters) considered the effort re-
quired to access the pedagogical planning system a little too high and found  
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considerable difficulties in approaching the PPM system (basically the Viewer); they 
also found some of the descriptors redundant.  

These basic considerations emerging from the evaluation process consent, on the 
one hand, to appreciate the Pedagogical Plan in its complexity, and, on the other one, 
to separate the different elements (plan model, PPM Editor, PPM Viewer, actual 
plans) so as to identify the strong points and weaknesses of each single element. In 
particular, while the Pedagogical Plan model was largely appreciated, its main quality 
lying in its flexibility, it also appeared that the PPM Viewer presented many weak 
points, thus requiring substantial revisions. 

5   Discussion and Conclusions 

The evaluation of research results in the field of Educational Technology is per se a 
research issue, given that the rapidly growing use of technology is changing the way 
in which knowledge is produced, stored and distributed [15].  

The experience reported in this paper is an example of a methodology developed to 
evaluate a system in the field of TEL. Even if the Pedagogical Planner developed in the 
framework of the ReMATH project had specificities and requirements of its own that 
make the methodology not completely exportable as it is, there are still a number of 
elements of such a methodology that we think are worth sharing and discussing, in the 
light of possible reuse for evaluating other TEL systems and – more in general - KM 
systems. In particular, the experience showed that there are at least four key points to 
be considered when taking up the challenge of evaluting TEL systems: the evaluation 
process, the evaluation focus, the evaluation method and means and the evaluators. 

As to the evaluation process, in ReMATH this was carried out both “a posteriori” 
and “in itinere”. In particular, the monitoring of the work in progress and the continu-
ous interactions between the designers and the actors in ReMATH, helped to better 
tune the system at the various development steps, thus having the effect of better fi-
nalizing the research efforts. Such an approach allowed us to refine the conceptual 
model according to the emerging user’s needs before building up the PPM system, so 
as to avoid significant lacks, inconsistencies and/or redundancies. As to the evaluation 
focus (namely the elements to be evaluated) the ReMATH experience showed that, in 
order to assess an innovative system, it is worth evaluating the conceptual model un-
derpinning it, together with its main functionalities and the outputs it may provide. 
Such a complex evaluation should be done globally, also taking into account the pos-
sible different viewpoints. This allows one to “locate” exactly the strengths and 
weaknesses of each research output. In ReMATH this kind of approach helped, for in-
stance, to shed light on the PPM Viewer weaknesses with respect to the conceptual 
model strengths, thus allowing for a well focused revision of the former. As to the 
evaluation methods and means the ReMATH experience underlined the importance of 
gathering  both quantitive and qualitative data. As a matter of fact, due to the com-
plexity of the aspects to be evaluated, a quantitative approach would miss some “hot” 
aspects, that on the contrary may be well caught thanks to a qualitative evaluation. 
Thus, a mixed – approach appears to be the most appropriate. Moreover, the Re-
MATH experience suggests that the wider the number of the evaluation means used 
is, the more we can have a thorough and deep insight into the key aspects of the re-
search outputs and activities. As to the evaluators (namely, the type of persons/users 
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to involve in the evaluation process), it should be noted that very often a system may 
have different kinds of users. The multi-evaluator approach may provide a significant 
added value to the evaluation process, because it allows one to take into account a 
more ample spectrum of viewpoints and focused opinions, thus helping in understand-
ing whether the developed system really satisfies all the users’ needs. 
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Abstract. The paper presents a web based learning environment in project 
management, capable of building and conducting a complete and personalized 
training cycle from the definition of the learning objectives to the assessment of 
the learning results for each learner. This paper focuses on the organization of 
the learning content according to the course ontology developed by the author. 
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1   Introduction 

There is a unanimous view among politicians, economists and researchers that 
knowledge is an important driving force in our economy. Researches were done on 
the nature of the knowledge society and many models have been developed, as 
societal transitions models ([7], [10]). The Finnish model, for example, is presented in 
[7] in contrast to the Silicon Valley model. ”The Finnish model is based on high-level 
basic education and strong commitment of all citizens to lifelong learning. The state 
has used incentives, strategic planning and participatory mechanisms. The state has 
acted as a promoter of technological and social innovations, as public venture 
capitalist and producer of knowledge labor, thus creating the conditions under which 
Finnish business could restructure itself and compete globally”. This might be an 
example for the rest of Europe, especially when taking into account the difficulties in 
implementing the Lisbon strategy in different countries.  

The key to success in implementing knowledge-based society lies in structural 
changes in education through effective lifelong learning and e-learning technologies. 
([5]). To be a knowledge worker, “a person must be capable of exploiting the 
knowledge and expertise produced by other people, be able to develop his or her core 
competence on a continual basis, know how to operate in networks, master ICT, and 
be able to build such a space where he or she can co-operate with others” ([7]). 
Competence development has become an increasingly important issue today.  

Competence development is achieved through formal/informal education and 
training, using different learning technologies. The e-learning systems are widely 
accepted and used today on the competences development processes. In the lifelong 
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learning, one of the main requirements for the e-learning systems is the content 
personalization, because each person/user has a specific target in the competence 
development process. 

The e-learning system which we are proposing will solve some present limitations 
of the e-learning systems, especially those referring to the flexibility/adaptability of 
the learning process assisted by the computer and to the promotion of the traditional 
didactical method. The system development objective is to ensure the interoperability 
with the e-learning systems at national and international level, by the evaluation and 
adopting some standards dedicated to the e-learning domain (IMS, IEEE, SCORM 
etc.) referring to the learning process design, content structuring, learning resources 
descriptive metadata, learner and competences modeling [11]. 

These two main objectives are fulfilled bringing toghether new conceptual 
approaches and technical solutions for three basic elements: the teaching-learning 
process (e.g. learning and support activities flow, delivery conditions, triggers - 
notifications or timed events), the learning content (e.g. learning ontology, learning 
object and metadata) and the actors-roles model (e.g. learner model). 

2   The System Architecture 

The system architecture (see fig 1) was built on the base of the following elements: 
infrastructure, services and offered content ([9]). The e-learning infrastructure  
 

 

Fig. 1. The system architecture 
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includes two major software categories of applications, clearly distinguished and 
complementary: 

1. LCMS – Learning Content Management System 
2. LMS – Learning Management System 

The services assure the successfully implementation of a e-learning technology, such 
as efficient resource planning, adapting to the organizational context and/or to the 
individual preferences of the student, application integration and management, expert 
consultancy. 

Referring to the content, it has observed that the current organizations prefer more 
and more to purchase a preexisting content delivered by a third party or to reuse some 
parts by import and export. This is way the tendency of specialization of some content 
suppliers and the creation and maintenance of the big collections/warehouses of 
digital educational content. These warehouses interoperability need respecting some 
standards, from which the project team selected the recommendations of IMS Digital 
Repository.  

3   The Learning Ontology Approach 

A learning ontology is an explicit formal specification of how to represent the 
learning objects, learning concepts (classes) and other entities and the relationships 
among them ([4]). It describes the learning terms and the relationships between them 
and provides a clear definition of each term used. Ontologies are created using 
ontology editors, such as Protégé.  

An interesting guide to develop a learning ontology is given in [4]. The proposed 
methodology for developing learning ontology include the following steps: identifying the 
purpose (why is the ontology being built), ontology capture mechanism (identifying all the 
key concepts and relationships), coding (representing the ontology in a formal language, 
using a suitable editor), refinement, testing and maintenance of the ontology. 

A precise and formal description of the course content will be made by explicit 
references to the learning ontology, using semantic annotations. The modeling of an 
ontology-based course can be accomplished on two levels of knowledge organization 
(figure 2): 

• the upper level: the concepts set of the course topic selected form the 
ontological domain concepts 

• the lower level: learning resources (books, web presentations, movies) 
associated with the upper level concepts; the ontology may be used as a 
semantic index for accessing the resources. 

In the course development phase, learning paths can be created at the conceptual level 
based on semantic relations between the concepts (see figure 3). In this phase, it is 
considered: 

• a sequence of concepts obtained by browsing of the domain ontology, which 
give the access order to the learning objects  

• the corresponding learning objects sequence, which is associated to the 
ontology concepts and which constitute the personalized course. 
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Fig. 2. The content semantic annotation 

At the conceptual level, the learning paths can be developed based on semantic 
relations between the concepts, on two dimensions: the horizontal dimension and the 
vertical dimension (see figure 4). 

 
 
 

 
a) The learning path at 

 conceptual level 
 

b) A learning path with LO 

Fig. 3. The learning path 

 
a) Horizontal dimension 

 
b) Vertical dimension 

Fig. 4. The learning path development 
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On the horizontal dimension, the learning sequence is established by moving from a 
given concept (the main subject), the ontology is browsed by following the 
decomposition relations (PO – Part Of relation). On the vertical dimension, the 
ontology is browsed on the specialized connections (the IS-A relationship) with 
different results base on the direction: from down to up (synthesis and topic 
completion) and from up to down (topics development). 

4   The Examples of the Ontology-Based Learning Systems 

The following systems are based on ontologies and standards that have an important 
role in the representation of learning objects and repositories ([4], [8]): 

CIPHER (http://www.cipherweb.org): The system supports the exploration of 
national and regional heritage resources. 

Connexions (http://cnx.rice.edu): It is an open source project that provides learning 
objects, a repository, a markup language and a set of tools for authoring, composing 
modules into courses and navigating through these courses. 

Conzilla (http: www.conzilla.org/): Conzilla is being developed as part of the PADLR 
project as a means of accessing and annotating learning objects. It is a concept 
browser that allows the user to navigate through a space of context maps to access 
associated content. While the context maps are not reffered to as ontologies, they may 
be regarded as equivalent.  

Edutella (http://edutella.jxta.org): This project provides an infrastructure for Peer-to-
Peer systems for exchanging educational resources. Edutella uses metadata based on 
standards such as IEEE LOM to decsribe resources. 

EML (Educational Modelling Language) (http://eml.ou.nl/introduction/explanation.htm): It is a 
notational system developed at the Open University of the Netherlands as a means of 
representing the content of a study unit and the students and teachers roles, relations, 
interactions and activities. It now forms the basis for the IMS Learning Design 
Specification. As with many XML based approaches ontologies are not mentioned. 
However, the study units, domain and learning theory models can be contructed as a 
set of ontologies. 

5   The Educational Ontology 

Applying the ontology learning approach for the project management domain requires 
adopting a standard for the domain concepts and project managers competencies. This 
standard is ICB – International Competence Baseline of the IPMA – International 
Project Management Association.  

The training material is structured on indexed learning objects (LO). For the 
specification of the relations and interdependencies between the elements, the 
learning system uses ontology ([2], [4]); these allow the abstracting, definition and 
inter-correlation of the training domain concepts by relations like is_part_of, requires, 
and suggested order, for the link with LO. Learner models are created and maintained 
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in learning system. These models contain, mainly, the learner cognitive state and 
preferences (knowledge level, cognitive and perceptive abilities, relations with the 
actors of the learning process etc.).  

In the system a learning unit will be composed from a selected set of goals of the 
training (key concepts that the learner must learn) and from a learning path (a 
sequence of LOs that will be used for a learner in order to reach the goals). Once 
established these elements, begins the complete cycle of the learning-training process. 
The ontology of the project management course contains 201 concepts and 3 types of 
relationship between concepts.  

The following table presents an sample of the concepts of ontology, in connection 
with ICB competence elements ([3]): 

 
ICB 

competence 
elements 

The learning system 
concepts 

ICB 
competence 

elements 

The 
learning 
system 

concepts 
Project 
management 
success 

INT, PRJ, SCS, DSC, FSP, 
SUC 

Assertiveness CO4 

Interested 
parties 

MSP, MSE, PIN, RMS, 
ACO, QAD, AAN, SRP 

Relaxation CO5 

Project 
requirements 
and objectives 

ENT, ASI, STO, RST, OBV, 
OOB, DOB, OBP, OSA, 
NOB 

Openness CO6 

Risk & 
opportunities 

MRO, IER, ACA, MOC, 
PMM 

Creativity CO7 

Quality MCP, PCP, PPR, PCR, 
PCM, ASC, ADP, CON, 
COA 

Results 
orientation 

CO8 

Project 
organisations 

SOP, ORG, OPR, RPR, 
PRP, MGP, CMP, STP, 
ASO, CER, FDP, CAM, 
MEP, COL, EPR 

Efficiency CO9 

The following table describes the type of the relationship between concepts: 
 

ID Relationship type Symbol 
1 Has-Part   ____ 

 
2 Is-required-by  

 
3 Suggested-Order  

 
The figure no. 5 presents an overall view of the ontology. The figure no. 6 presents 

detailed views of the following parts of the ontology: project (figure 6a), project 
management (figure 6 b) and project oriented organizations (figure 6 c). 
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Fig. 5. The ontology of the project management course – a general view 

 

a) The detailed view of the Project part 

 

b) The detailed view of the Project management part 

Fig. 6. The ontology of the project management course – detailed views 
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c) The detailed view of the Project oriented organizations part 

Fig. 6. (continued) 

6   Conclusions 

To be a knowledge worker, “a person must be capable of exploiting the knowledge 
and expertise produced by other people, be able to develop his or her core competence 
on a continual basis, know how to operate in networks, master ICT, and be able to 
build such a space where he or she can co-operate with others” ([7]). Competence 
development has become an increasingly important issue today. Competence 
development is achieved through formal/informal education and training and using 
different learning technologies. The e-learning systems are widely accepted and used 
for competences development. In lifelong learning, one of the main requirements for 
the e-learning systems is the content personalization, because each person/user has a 
specific target in the competence development process. 

Besides the main objective of content personalization, the ontology based approach 
adopted in our learning system presents the following advantages: 

• A unitary interpretation of the content structure by the different users 
categories or software agencies – with major advantages for all the actors 
that participated in the creation and maintenance of a complex educational 
content and those who participate in the learning process 

• The explicit specification of the domain – It will permit a actualization of 
concepts that refer to the knowledge area, without major modifications in the 
realized e-learning tools/programs 

• Facility of reusing the respective knowledge domain – with economical 
advantages by saving the costs of (re)writing the course supports for 
different learning forms 

• The separation of the knowledge domain from the operational knowledge – it 
will permit reusing the created tools with small modifications and for other 
knowledge domain than project leading. 



 Project Management Competences Development 39 

 

References 

1. Castells, M., Pekka, H.: The Information Society and the Welfare State: The Finnish 
Model. Oxford University Press, Oxford (2002) 

2. Garcia, A.C.B., Kunz, J., Ekstrom, M., Kiviniemi, A.: Building a Project Ontology with 
Extreme Collaboration and VD&C, CIFE Technical Report #152, Stanford University 
(November 2003) 

3. International Project Management Association, International Competence Baseline – ICB, 
V 3.0 (2006) 

4. Kanellopoulos, D., Kotsiantis, S., Pintelas, P.: Ontology-based learning applications: a 
development methodology. In: Proceedings of the 24th IASTED International Multi-
Conference Software Engineering, Innsbruck, Austria, February 14-16 (2006) 

5. Lytras, M.D., Carroll, J.M., Damiani, E., Tennyson, R.D. (eds.): WSKS 2008. LNCS 
(LNAI), vol. 5288. Springer, Heidelberg (2008) 

6. Markku, M.: Creating Favourable Conditions for Knowledge Society through Knowledge 
Management, eGovernance and eLearning. In: FIG Workshop on e-Governance, 
Knowledge Management and e-Learning in Budapest, Hungary, April 27-29 (2006) 

7. Teekaput, P., Waiwanijchakij, P.: eLearning and Knowledge Management, Symptoms of a 
Reality. In: Third International Conference on eLearning for Knowledge-Based Society, 
August 3-4, Bangkok, Thailand (2006),  
http://www.ijcim.th.org/v14nSP1/pdf/p27.1-6-fin-36.pdf 

8. Vargas-Vera, M., Lytras, M.D.: Personalized learning using ontologies and semantic web 
technologies. In: Lytras, M.D., Carroll, J.M., Damiani, E., Tennyson, R.D. (eds.) WSKS 
2008. LNCS (LNAI), vol. 5288, pp. 177–186. Springer, Heidelberg (2008) 

9. Liu, X., El Saddik, A., Georganas, N.D.: An implementable architecture of an e-learning 
system. In: Electrical and Computer Engineering, IEEE CCECE (2003) 

10. ***Advancement of the knowledge society. Comparing Europe, the US and Japan, 
European Foundation for the Improvement of Living and Working (2004),  
http://www.eurofound.eu.int 



Virtual Cultural Tour Personalization by Means
of an Adaptive E-Learning System:

A Case Study

Carla Limongelli1, Filippo Sciarrone2, Marco Temperini3, and Giulia Vaste1

1 Dept. Computer Science and Automation, Roma Tre Un.
Via della Vasca Navale, 79 00146 Rome, Italy

{limongel,vaste}@dia.uniroma3.it
2 Open Informatica s.r.l. - E-learning Division

Via dei Castelli Romani, 12A - 00040 Pomezia, Italy
f.sciarrone@openinformatica.org

3 Dept. Computer and Systems Science, Sapienza Un.
Via Ariosto, 25 00184 Rome, Italy

marte@dis.uniroma1.it

Abstract. Visiting a real or virtual museum or an archaeological site
can be a hard task, especially in case of large sites provided with many
works of art or ancient ruins. For this reason most historical sites pro-
vide guided tours, to improve visitors satisfaction and interest. In this
work we explore the use of an e-learning environment, called Lecomps5,
to provide museums or other cultural sites with the capability of auto-
matically planning personalized tours, according to visitors needs and
interests. Lecomps5 allows a domain expert, through a suitable GUI, to
build a pool of learning components concerning a given site. Then the
system, by means of an embedded planner, generates a personalized tour
through the works of art, on the basis of the visitor’s artistic interests and
needs. We propose a first application of this system to an ancient archae-
ological site called Lucus Feroniae, showing how an e-learning platform
can be successfully used for guiding visitors as well.

1 Introduction

Personalized learning and personalized tours are two very important objectives
that are not so far apart. In both cases, people are requested to navigate in a
knowledge domain, composed either of virtual Learning Objects, as it happens
for distance learning, or of real works of art, as it happens when visiting a mu-
seum. Artificial Intelligence provides many techniques to deal with the problem
of performing personalization and adaptation through automatic systems and
with Cultural Heritage domains in general [1,2,3]. The Peach project [4], con-
cerns with the development of a novel integrated framework for museum visits.
In [5], the adaptation aspects of a mobile museum guide are addressed, investi-
gating the relationships between personality traits, such as the emotional state,
and the attitudes towards some basic dimensions of adaptivity, such as cognitive
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state and learning styles. The Chip project [6] proposes an ontology based ap-
proach for bridging the vocabulary gap between domain experts and end users
and provides personalization of museum tours based on user’s explicit feedbacks.

In this work we propose a multifaceted system for accompanying visitors and
enjoy an augmented overall visiting experience. We explore the use of an adap-
tive e-learning platform for the automated generation of personalized tours in
virtual Cultural Heritage domains. This environment is based on a user model
represented by the current user’s cognitive state and learning styles, according
to the Felder and Silverman model [7]. In particular, we use the Lecomps5 e-
learning system [8,9,10] which, through an embedded Pdk planner [11], is able
to build automatically for each learner a learning path, personalized so to reach
a stated Target Knowledge basing on learner’s individual Starting Knowledge
[9]. Mutuating the experiences done in the educational context, we extended the
system to operate in the Cultural Heritage domain, so to allow a domain expert,
by means of a suitable Graphical User Interface, to build a pool of Learning
Components, each one representing (instead of usual didactic-oriented content)
relevant information about resources such as drawings, pictures, works of art in
general, and also ancient Roman ruins, as it is in the present paper.

The main idea of our work is that a tour in a museum or in an archaeological
site can be dealt with through an e-learning environment, where the works of art
are part of the concepts taught through the Learning Objects, and a personal
learning path is a sequence of Learning Objects that mirrors an actual tour in
the cultural site. We propose a case study based on a real archaeological site
called Lucus Feroniae, an ancient site close to Rome. The interests and personal
traits of the visitor, intended either as a single person, or as a whole group, are
modeled by the system through an initial questionnaire. Then the system can
generate a personalized tour tailored on such interests. Here we present a first
application of this approach, generating different tours for different visitors.

The paper is structured as follows: Sec.2 illustrates the characteristics of the
Lecomps5 system, together with the analogies between personalized learning and
personalized tours; Sec.3presents ourLucusFeroniae case study; then, Sec.4 shows
an example of tour personalization, and conclusions are drawn in Sec.5.

2 The System

In the following, after a brief description of the Lecomps5 e-learning platform,
we show the analogies between the generation of personalized e-learning courses
and the personalized tour generation in cultural sites.

2.1 Lecomps5

Lecomps5 [9] is a web-based e-learning environment supporting functionali-
ties for teachers, students, and administrators, capable to generate personalized
and adaptive courses on the basis of the students’ starting knowledge on the
domain of interest, and on the basis of the student’s learning styles. A person-
alized course, related to a given subject matter, is characterized by the Target
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Fig. 1. The Lecomps5 architecture

Knowledge (TK), that is the knowledge to be acquired by the student through
the course, and by the Starting Knowledge (SK), that is the student’s knowl-
edge about the topic before taking the course. The knowledge is represented by
atomic elements, called Knowledge Items (KI). A course is composed by a set of
Learning Components (LC), i.e., Learning Objects enriched with the specifica-
tion of the Required Knowledge (RK, prerequisites) and the Acquired Knowledge
(AK), related to the learner’s study of the component’s learning content (both
expressed as sets of KI); a value for the effort needed by the learner to study the
material contained in the LC is also specified. The effective acquisition of the
AK of a given LC can be evaluated through questions, included in the LC and
related to the concepts explained there. All the LCs related to a given subject
matter are collected together into a pool, that is a sort of knowledge database.
The teacher defines prerequisite relationships among LCs. This task is made
easy by the graphic visualization of such relationships.

Lecomps5 configures the personalized course for a given student on the basis
of her SK, measured by a pre-test, of her TK, pre-defined by the teacher, and
on the basis of LCs, as arranged by the teacher in the graph. Lecomps5 selects
the LCs such that the AK of all such selected components, together with the
SK, covers the TK. The automated configuration of the course is performed by
means of the Pdk planner, described in the following. Fig. 1 shows the overall
architecture of the system. The grey boxes represent the functional modules
of the system directly connected to the course generation. In particular, the
Alternative presentation module is used to propose alternative learning materials
to students, according to her current learning styles.

2.2 Tour/Course Generation

In order to put the e-learning environment on trial, for generating personalized
tours, we have to highlight some similarities and differences we think do exist
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between didactic courses and cultural tours. The main differences are in that
visitors are not evaluated during their tours, while students are evaluated during
their learning process and the relationships among works of art are not necessary
prerequisite relationships. Then, the path of a cultural tour is actually a sequence
of stations, i.e., steps, each one modeled by one of the Learning Components in
the sequence. In Fig. 2 the home page of the virtual tour is presented: the user
can launch several tasks such as for example Lezioni (lessons) and Test Finale
(final test), starting her tour when she wants.

Fig. 2. The Lecomps5 Home page

Besides these differences, cultural sites tours can be thought as learning prob-
lems as well, as shown in Tab. 1.

The domain expert defines a set of relationships among the learning com-
ponents, that is the works of art describing the cultural site. Tour generation
corresponds to plan a sequence of actions leading to a personalized goal, that
is, to visit all the places and works of art, on the basis of the visitors inter-
ests as indicated in the initial questionnaire. When a visitor executes an action
of the plan, she is offered the description, according to her user model, of the
part of the site (or the work of art) she is looking at. In order to perform tour
generation we need to use a tool that allows to specify the requirements of do-
main experts and visitors in an easy way. To this aim, we focus our attention
on logic-based planners, which can exploit some important functionalities such
as: domain validation, redundant actions detection or control knowledge speci-
fication, i.e., additional information that can enrich the planning domain (given
as mere list of actions with their preconditions and effects) and guide the plan
synthesis. For instance, once a pool is arranged, the domain expert might want
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Table 1. Lecomps5: analogies between personalized learning and personalized tours

e-learning domain Cultural Heritage domain

SK starting knowledge interests and prior knowledge
TK target knowledge the set of works of art to be visited
KI knowledge item the work of art
RK required knowledge the work of art that should have been visited
AK acquired knowledge the work of art visited during a step

of the tour (acquisition of the step)
LC learning component a model of a step in the tour

effort cognitive load estimated time to visit the work of art
of the learning component

to specify that if a given work of art has to be visited, it is necessary to see
another one before, or that a visitor prefers to see only works of art with a given
theme, or that a visitor is already expert and she wants to know only elabora-
tions about a given work, or that a visitor does not know anything about the
place she is visiting, or she is a child, and the explanation has to be as simple
and direct as possible. What is needed is a language that allows the domain
expert to specify such kind of control knowledge. The Pdk planner conforms to
the ”planning as satisfiability” paradigm, and the logic used to encode planning
problems is the propositional Linear Time Logic (LTL) [12]. The related plan-
ning language PDDL-K [11] guides the domain expert for the specification of
control knowledge. Pdk accepts PDDL-K as input language, parses the problem
description into its LTL representation and reduces planning to model search.

3 The Case Study: Lucus Feroniae

In this Section we show a brief description of the archaeological site we chose
for our case study. Lucus Feroniae stands on a travertine platform located in
Capena, a little old town close to Rome. It has very ancient origins, as ancient
as the origins of worship of the Feroniae Goddess, a testimony of an italic cult like
those discovered in sanctuaries of Trebula Mutuesca, Terracina, and Amiterno.

The shrine is located at the 18th Mile of Via Tiberina, at Scorano, and the
exact location was identified only in 1953, when Prince Victor Maximus, owner
of the Scorano Castle, and surrounding lands, signaled to the Southern Etruria
Superintendency the outcropping, during some works, of the archaeological find-
ings. Fig.3 shows snapshots of the ancient Via Tiberina, where the site is located,
and of the Amphitheater.

When accessing the archaeological site, we immediately meet a crossroad be-
tween the old Via Tiberina and the road to join the sanctuary to Capena: the
Capenate Road where we can see the remains of an ancient gate. This cross-
road was a very important road junction and in this place were found the Cippi
Miliari, dated to the third century B.C., which is the dating of the most recent
restoration of these roads. Continuing along the Via Tiberina, we immediately



Virtual Cultural Tour Personalization 45

Fig. 3. A Section of the ancient Via Tiberina and the Amphitheatre

notice on our right some not very large environments, which have been identified
as meeting and refreshment points, perhaps Tabernae. After we meet a rectangu-
lar square with an East-West orientation where there is still a part of the ancient
pavement made with rectangular slabs of limestone. Another interesting char-
acteristic is the Amphitheater of which the load-bearing structures remained. It
has a very unique form: it is almost circular, but, although very small, it presents
all the characteristic aspects of a true Amphitheater with its doors still very well
preserved, with the Vomitoria, that is, exits for the public, and service envi-
ronments below the stairs. Finally, the south side is less preserved and recently,
precisely in this area, came to light some structures certainly of the Republican
Roman era. On the North there is the purely religious area, the focal point of
the ancient political life and administration of worship in the city.

4 Examples of Personalized Tours Generation

In this section we show two examples of personalized tours generation, based
on the user interests. Let us suppose that a visitor does not want to see all the
works of art at the site, but she is interested in a special “theme track”, e.g.: she
wants to see all the epigraphies, or all the tombs or all the statues and so on.

Table 2. The two different generated tour

Visitor A Visitor B
epigraphies Statues, fountains

marbles and columns

Entrance to the Archeological Site Entrance to the Archeological Site
Amphitheatrum Tabernae

Forum Basilica
Augusteum Forum

Augusteum
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Fig. 4. The Lecomps5 window with the proposed tour for the first visitor

Fig. 5. The Lecomps5 window with the proposed tour for the second visitor

In order to plan a desirable tour for a given visitor, Lecomps5, through its
GUI, allows the domain expert to configure the location of the works of art and
the preferences of the visitors in an easy and expressive way.

In our case study, there are two visitors, with different preferences. The first
one, with specific historical interests, wants to examine epigraphies, while the
second one wants to see more in general fountains, statues, marbles and columns.
The personalized tours, as generated by the system, are shown in Tab. 2, while
Fig.4 and Fig.5 illustrate directly the tours proposed by the Lecomps5 system.
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These generated tours are compatible with the preferences of the two differ-
ent visitors. In fact, in the domain description, the LC present the following
characteristics:

– Amphitheatrum: epigraphies;
– Tabernae: marbles;
– Termae: ceramics and mosaics;
– Forum: columns, epigraphies, fountains and aqueduct;
– Augusteum: statues, epigraphies, marbles and mosaics;
– Basilica: columns.

From the previous Tab. 2, we can see that none of the two visitors have to visit
the Terme, since they are not interested neither in ceramics nor in mosaics.

5 Conclusions and Future Work

In this paper we presented an application of the Lecomps5 e-learning environ-
ment, to the automatic generation of personalized tours. The main idea, here, is
that a learning environment can be seen as a suitable tool for describing cultural
sites and their artifacts, and arrange such descriptions in different sequences
and with different levels of depth, according to the attitudes and interests (or, in
other words, needs) shown by the end-users/visitors. We showed that there are
many analogies between personalized learning and personalized tours, and that
such analogies allow to apply basically the same environment to both problems.

We think that, besides the availability of personalization, there are several
advantages offered by the described framework. One is in the user-friendly en-
vironment used by the domain expert to arrange the description of the site
elements. In addition, the architecture of the system (with the PDDL-K lan-
guage embedded in Lecomps5) can allow for several other aspects of personal-
ization, such as the offering of an explanation level whose content depends on
the user’s background, a characteristic which is already managed by the system
in the e-learning courses. Moreover, being the system based on the management
of electronically-delivered resources, it is apparent that it can be used to cover
both the on-site (“physical”) approach to a visit and the virtual one, while all the
possible interleaving between such approaches are supported (one visitor could
move physically only through a portion of the path, and see the rest virtually).
This is relevant once we think that a visiting path is composed by a sequence of
steps, and its design might be based on the topological relations between close
steps, as well as on the logical/cultural relations between steps. If a path has
to be followed entirely on site, the topological constraints might prevail on the
others; if we allow for interleaved - on site and virtual - steps we can reach a
good trade-off between cultural consistence and physical fruition of the path.

With respect to the on-site approach, we are working on an efficient use of
the planner to manage topological constraints for path finding; an application
of GPS technology might easily allow to support visitors during their personal-
ized site tour. About virtual visits, we are working on a case study related to
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a big museum, that usually a visitor cannot visit in a single session: the visitor
is supposed to select a desirable time-span to spend in the museum, a preferred
author, an historical period, an artistic current, and the system configures an
initial visit plan. The visitor is anyway free to follow or not the system sugges-
tions and, in case she looks to be interested in other artifacts, the system can
re-plan the visit on the base of her decision.

Presently there are efforts to apply e-learning techniques into other fields
of interest ([13]). And in fact an aspect of the present work concerns also the
integration, into the area of management of cultural and touristic knowledge, of
concepts and techhniques that are well established in the field of personalized
e-learning. We think that, by applying typical tools of personalized e-learning,
we can obtain “good quality” visiting tours, meaning that they are interesting,
culturally appropriate, and physically affordable with respect to the personal
needs of the individual.

It is useful to conclude with some remarks about the significance of this work
with respect to the general area of the Knowledge Society. The system we have
been describing is aimed at supporting the construction of visiting tours and
their possibly partial virtual fruition. A first application scenario of the system
is in the possibility to define visiting paths according to the personal needs
and attitudes of the individual. There are several aspects of a visit that can be
personalized: a site could be quite large and one could prefer to have a limited
(incomplete) visit of it; a person could prefer to follow the path on foot, or
virtually, or to proceed partly physically and partly virtually; satisfying such
needs would make affordable for a person paths that otherwise could not be
followed; in either cases, the path constructed by the system would be sound,
from the point of view of the sequential relation among the various steps in the
path. Another application scenario for such a tool is in the area of support to
impaired persons, which is of great relevance with respect to the democratic
developments and the care for rights into the knowledge society, and is of rising
economic importance [14].

References

1. Bordoni, L., Pasqualini, L., Sciarrone, F.: Chem: A system for the automatic analy-
sis of e-mails in the restoration and conservation domain. In: LREC 2004: Language
and Resource Evaluation Conference, Lisboa (2004)

2. Colagrossi, A., Sciarrone, F., Seccaroni, C.: A methodology for automating the
classification of works of art using neural networks. Leonardo, Journal of the In-
ternational Society for the Arts Sciences and Technology 36(1), 69 (2003)

3. Gentili, G., Micarelli, A., Sciarrone, F.: Infoweb: An adaptive information filtering
system for the cultural heritage domain. Applied Artificial Intelligence 17(8-9),
715–744 (2003)

4. Stock, O., Zancanaro, M., Busetta, P., Callaway, C.B., Krüger, A., Kruppa, M.,
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Abstract. This paper presents an integrated model to monitor and evaluate web 
2.0 project-based learning through its application in a real higher education en-
vironment. Creating communities in the classroom has been the traditional 
method of engaging students. The web 2.0 technologies are changing the way 
learning communities interact. We designed a Social Computing Environment 
to support a community of students coming from Morocco, Tunisia, Egypt and 
Jordan involved in an International Master’s Program. This study suggests that 
Web 2.0 tools can be integrated in a model to assess learning effectiveness in 
terms of Learners’ Satisfaction, Knowledge Creation and Learning Perform-
ance. Preliminary results suggest that the Social Computing Environment 
helped students to better collaborate with peers, tutors and company’s supervi-
sors, and also provided an environment where the learning assessment phase 
could be much easier to perform. 

Keywords: Web 2.0 tools, project-based learning, learning monitoring and 
evaluation, knowledge creation, social computing environment. 

1   Introduction 

The increasing adoption of high-speed connections, mobile communication technolo-
gies, and real-time collaboration practices have the potential to make learning commu-
nities more effective. With the emergence of the Internet - and Web 2.0 technologies in 
particular - students are able to utilize innovative tools to gain experience through 
experimentation and action. 

Some of the Web 2.0 applications like wikis and blogs (or weblogs) have experi-
enced a rapid growth in recent years. These tools are considered to be highly beneficial 
applications for supporting distributed learning communities. Web 2.0 technologies 
increase and accelerate learners’ ability to work in group for project purpose. Project-
based learning (PBL) is an approach for classroom activity that emphasizes learning 
activities that are long-term, interdisciplinary and student-centered. This approach is 
generally less structured than traditional, teacher-led classroom activities; in a project-
based class, students often must organize their own work and manage their own time. 
Within the project-based learning framework students collaborate and work together to 
answer real problems. Web 2.0 technologies allow supervisors to monitor knowledge 
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acquisition and knowledge sharing processes in all the project phases, thus improving 
collaborative learning within and across the community [1]. Despite these assumptions 
there is still a lack of empirical research to better understand how learning methods can 
be improved using these applications [2], [3], [4].  

In this paper we address the following question: how to monitor and evaluate Web 
2.0 Project based Learning? As an attempt to provide some evidence to this question, 
in this paper we propose the application of a Social Computing Environment (SCE), 
in which web 2.0 technologies are applied to support a project-based learning ap-
proach. We present the main functionalities of the SCE and we report how students 
responded to it.  

After a brief introduction on the benefits of Web 2.0 technologies in a PBL per-
spective, we discuss how a learning community can be nurtured more effectively 
when members use a social computing environment for their interaction with peers 
and tutors. We describe the main functionalities and tools implemented in the SCE 
and we use the International Master’s Program in e-Business Management (IMeBM) 
as a research setting to test its effectiveness. Finally, some discussions and implica-
tions will be presented to understand how web 2.0 can support PBL based on the 
empirical evidence. 

2   Theoretical Background: Web 2.0 for Project-Based Learning 

With the emergence of a new generation of web-based technologies students have the 
possibility to use innovative tools to build new competencies in experimentation and 
action. Web 2.0 tools can be applied to any classroom but have been found to be very 
helpful in the online learning environment by engaging learners in activities using the 
web as a resource [5], [6], [7]. 

Web 2.0 technologies support knowledge sharing processes that allows active learn-
ing within and across a community [8]. Web 2.0 may lead to a shift from a traditional 
teacher-centered perspective to a dynamic learner-centred approach. This transition 
represents a profound change in the higher education sector. Web 2.0 technologies 
such as blogs, wikis, podcasts, and RSS feeds have been defined as “social software”, 
given their capacities for collaborative content development [9]. These technologies 
place learners at the center of online activities, enabling new methods for content co-
creation, collaboration, and consumption, creating new ways of interacting with web-
based applications. The challenging task for today’s educational institutions is to find 
the most suitable way to integrate these tools in the classroom experience and collabo-
ration in distance learning. Wikis and blogs have the potential to enrich classroom 
activities through up-to-date content development and active discussion that help 
learners achieve better scores and acquire new skills (e.g. collaborate in virtual team 
and time management). 

Empirical research indicates how web 2.0 solutions in learning environments have 
the potential to support a collaborative learning process, that results in a positive inter-
dependence of group members, future face-to-face meetings, individual accountability, 
and appropriate use of collaborative skills [2], [3]. As shown by Johnson and Johnson 
[10], cooperative teams achieve higher levels of performance and retain information 
longer than learners working individually. A social constructivist perspective has been 



52 F. Grippa, G. Secundo, and G. Passiante 

 

also used to explain the success of  Web 2.0 applications, especially wikis, in making 
the learning process more effective [11], [12]. Project-based Learning is a pedagogical 
methodology that emphasizes the collaborative dimension of learning. It has roots in 
constructivism, as it engages students in authentic student-centred tasks to enhance 
learning. This method has an important role in the context of educational environments 
as the project is seen as a way to reach education goals.  

One of the Web 2.0 applications showing high potential in supporting the devel-
opment of the project-based method is the wiki [2]. Wikis give the opportunity to 
meet virtually at students’ convenience and work on projects together in a synchro-
nous or asynchronous way [13]. Because all comments and ideas are consolidated on 
a single webpage, a wiki creates a clearer visual representation of team direction than 
do individual e-mail messages [14]. 

Fountain [15] suggests several applications of a wiki in project integration work, 
including managing a long-term design process, problem solving, permitting con-
structive critique of pedagogical projects, allowing commentaries/critiques on project 
integration work, and cross class/course projects. Schaffert et al. [2] suggest ways in 
which wikis can be useful in project knowledge management, including brainstorming 
and cross-fertilization of ideas, coordination of activities, scheduling of meetings, and 
serving as a sort of notepad for common information items. Chen et al. [16]  discuss 
the benefits of wikis in their design engineering group project, including the possibil-
ity for students to collect, organize, and share photos, videos and presentations. A 
pedagogical challenge common in project-based courses is that students see what they 
have produced but they do not see what they have learned [16]. Wikis seems to have 
the potential to alleviate this problem.  

3   Research Design 

In our research we assume that the new generation of web applications may represent 
a valid support in the creation of new learning environments, where blogs, wikis, RSS 
feeds and folksonomy promise to support cooperative learning and Project-based 
Learning [17]. Our study aims to provide an empirical contribution to understand how 
web 2.0 technologies and project-based learning approaches can be integrated to sup-
port learning communities. To this purpose, we observed a community of Master’s 
students in their use of a web 2.0 platform and we administered a final survey to col-
lect data on their feedback, opinion, level of satisfaction.  

The research setting for this experimentation is the IMeBM program, designed and 
managed by the e-Business Management Section of Scuola Superiore ISUFI- Univer-
sity of Salento (Italy). To support collaboration and knowledge creation within and 
across the IMeBM community, we designed and applied a Social Computing Envi-
ronment in which wiki, blog, RSS and folksonomies were integrated. This techno-
logical platform has been developed using Drupal as the most appropriate Content 
Management System (CMS) for the development of the wiki-learning system. The 
software architecture is based on the following applications: Apache web server; PHP 
release 5.2.4; MySQL database; Java Virtual Machine, Ver. 1.5. 
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3.1   Research Methodology 

In this paper we would like to provide preliminary evidence to the following research 
question: how to monitor and evaluate Web 2.0 Project based Learning? 

At this purpose, we propose the experimentation of a Social Computing Environ-
ment built as a collaborative platform where Web 2.0 technologies are extensively 
used to support a learning community. In particular, we will present the case of a 
community created by the International Master’s Program in e-Business Management. 
We will describe how learners are supported in their interaction with mentors and 
peers, posting comments, evaluating and rating peers’ deliverables, providing con-
structive feedback in order to improve individual learning effectiveness and other 
teams’ performance.  

We conducted this study in two phases. Phase 1 was the design, development and 
testing of the PBL application; since this phase has been already addressed, it is not 
the objective of this work to further describe it. This paper explores the preliminary 
results of phase 2, in which we analyzed the integration of web 2.0 within PBL  
approaches in a learning community. 

We observed the IMeBM community from March 2008 till October 2008. During 
this period, 23 learners (34% coming from Morocco, 48% coming from Jordan, 17% 
coming from Tunisia, 1% coming from Egypt) were involved in the IMeBM educa-
tion activities and research projects. According to the PBL methodology, researchers 
and executive members of partner organizations actively participated in the IMeBM 
activities, projects and classroom phases. 

3.2   The Integrated Model for Monitoring and Evaluating Web 2.0 PBL 

In this paragraph we propose the integrated model that we have designed to monitor 
and evaluate learners’ satisfaction, knowledge creation and learning performance in a 
community using web 2.0 tools to collaborate. To assess Learners’ Satisfaction we 
used monthly questionnaires through which students evaluated aspects like mentors’ 
effectiveness and quality of materials. As for the Learning Performance variable, we 
collected data on students’ outcomes at both individual and team level over a period 
of 8 months using a Likert scale (1=high, 5=low). The criteria used for assessing 
students were based on their motivation, involvement in classroom, contribution to 
the project deliverables and results to structured exams. As for the dimension Knowl-
edge Creation we evaluated a wiki created by students on the topic “Internet Business 
Management”. The criteria for the assessment were: 

• Content consistency: degree of logical organization of content and absence of 
contradictions in the interlinked materials. 

• Level of depth: degree of clear description of the topics. 
• Accuracy: the ability to prepare a complete overview of the  topic, reporting all 

the available information and providing the correct list of references.  
• Interdisciplinary nature: the extent of connection and integration between sev-

eral disciplines. 
• Collective contribution: the ability to create a consistent wiki that is function of 

different perspectives and contributions. 
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Fig. 1. The Integrated Model 

The assessment of the ability to create knowledge in a collective manner has been 
conducted by tutors and mentors who assigned a value from 1 (low) to 5 (high) to  
the teamwork and the individual contribution. Figure 1 presents the main processes, 
functionalities and actors supported by the Social Computing Environment. 

4   Monitoring and Evaluating Web 2.0 PBL: Preliminary Evidence 

In the following sections, we will understand how PBL - supported by Web 2.0 - 
impacts on learning effectiveness, presenting the application of a Social Computing 
Environment in the ongoing 2008 edition of the International Master in e-Business 
Management (IMeBM). We observed how the SCE was adopted by this learning 
community and we present the preliminary results of the experimentation. The Mas-
ter’s Program is organized in mobility between Italy and Southern Mediterranean 
Countries and is offered on annual basis, full–time. 

4.1   The Web 2.0 Project-Based Approach in Practice: The IMeBM Case 

As stated by Bridges and Hallinger [18], in project-based approaches, most of the 
learning occurs within the context of small groups rather than lectures. The pedagogi-
cal goal is to foster problem solving skills by exposing learners to real-life dilemmas: 
they are helped to develop reasoning skills in a wide range of settings, to benefit from 
solving a real problem and to feel a sense of accomplishment useful to improve moti-
vation that together with the learning need are the fundamental levers for an effective 
self-organized learning. 

The technological and functional properties of the Social Computing Environment 
have been developed to implement the PBL pedagogical strategy where learning ef-
fectiveness was maximized.  
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Three main roles have been identified as core members of the community: 

• Administrator: technical system supervisor who manages users and roles. 
• Superpeer: domain expert who stimulates the creative discussion and collabo-

rative problem solving inside the community. 
• Peer: key “owner” of the learning process. 

Table 1 describes how to translate processes and actions related to Project-based 
Learning into web 2.0 functionalities. For each of the five processes we associated a 
set of actions required to perform those processes and the required roles. Then, for 
each action we describe how web 2.0 functionalities have been used in the SCE to 
support them. 

Table 1. PBL processes and related Web 2.0 functionalities 

PBL Processes 
and Roles 

WEB 2.0 System Functionalities 

PROJECT CREATION 
Administrator creates learners’ profile 
and learners create personal page 

Learners navigate their profile, update personal 
information, interests, skills, login information. 

PROJECT  PLANNING 
Superpeers submit an assignment as 
project or problem, provide just in time 
feedback, and provide contents or 
topics as guidelines for a specific 
solutions to problems 

-The Project is introduced through audio  
blogging, podcasting, posts on mentor’s blog.  

-Posting assignments: to facilitate the  
collaboration within the team, learners are 
asked to create their own team blog. 

-RSS feeds are used as tool to support  
tutors/mentors in tracking assignments’  
submission. 

PROJECT  IMPLEMENTATION 
Superpeers  store community 
knowledge, Peers develop Knowledge 
maps and systematically find the 
suitable information 

The technological platform helps peers create a 
semantic map to formalize the collective  
knowledge on a problem. In the platform, to 
each assignment is attributed a title, a  
description, a deadline, and additional notes. 

PROJECT  COMPLETION 
Peers debrief after attending seminars, 
systematize knowledge into 
deliverables, papers, diagrams, project 
results, access wikis pages and on-line 
repository of files. 

Project Team deliverables can be Semantic 
maps, SWOT Analysis matrix, Open-ended 
questions to extract lessons-learned, Cross-case 
application to other cases/industries. 

PROJECT DISCUSSION 
Peers share comments on other teams’ 
work, and superpeers provide feedback 
on peers’ assignment 

Peers are required to share their comments 
within the collaborative space, the mentors’ blog 
or the team’s blog. They are asked to rate each 
of their group members and other groups’  
performance by posting on the superpeer’s blog. 

 

Among the processes enabled by the Social Computing Environment, we also in-
cluded the application of methods and tools of Social Network Analysis (SNA) to 
investigate the deep patterns of interaction among peers and superpeers through quan-
titative methods. The role of social analyst has been designed in the SCE to analyse 
reports and provide suggestions on the basis of the emerging relational trends.  
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5   Discussion of Preliminary Results 

The SCE platform is being used to enable collaborative learning processes among the 
participants through the creation of a virtual learning community. Superpeers intro-
duce business topics during classroom activities, and illustrate real life experiences 
under different points of view. After this face-to-face period, superpeer and peers start 
sharing ideas, knowledge resources within the learning space. 

Masters’ participants collaborate to exchange knowledge, solve problems, com-
plete assignments, and develop competencies in a peer-based, non-hierarchical and 
community-oriented learning environment. Traditional psychological obstacles and 
distances among experts/professors and learners fall down, resulting in a more effi-
cient hybridizing processes of collective experience. The IMeBM community has 
been mentored and monitored by three superpeers, who were asked to ensure a con-
tinuous “virtual presence” in the platform so to feed interaction, answer questions, 
and give suggestions. After 8 months, we collected data through web surveys and by 
tracking the utilization of the platform: 

• 52 participants created a personal profile including detailed professional infor-
mation and target competencies; 

• more than 15 business case studies have been added by superpeers ; 
• more than 15 different types of assignments have been submitted by superpeers; 
• a community wiki section has been populated and about 9 wiki pages have  

reported more than 350 reads; 
• comments, messages and knowledge resources have been tagged by peers and 

superpeers resulting in a folksonomy made of about 40 keywords. 

The questionnaire we sent to students to gather data on their attitude and satisfac-
tion for the SCE has shown preliminary results that indicate way of improving the 
platform towards more customization of the web 2.0 tools. Response rate was 78% 
(18 respondents out of 23). Figure 2 presents an example of wiki page created within 
the SCE.  

 

Fig. 2. An example of collaborative knowledge creation: a wiki page 
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The majority of respondents (70%) had no technical problem in downloading mul-
timedia files available on the SCE platform. A student reported: “It all depends on the 
Internet availability and on my own time, because social life is not through the tech-
nology [...], I like to discuss face-to-face rather than to post comment in blogs or 
create a wiki”.  

Figures 3a and 3b illustrate the friendship and problem solving networks built 
through a web-survey after eight month of classroom and project team activities. Each 
node is an actor (peer and superpeer) and the length of the tie indicates how strongly a 
student reported to rely on others for solving a problem or how strongly he/she re-
ported others as being friend. It is interesting to notice how more densely connected 
the friendship network appears, compared to the problem solving network, where 
dispersed clusters of actors are more evident. 

 

  

Fig. 3a. Friendship Network Fig. 3b. Problem Solving Network 

 

Almost all respondents (83%) agreed that the use of an inquiry and project-based 
approach helped them to retain more contextual knowledge and establish more fruitful 
contact with other community’s members. 68% of students found very useful to use 
blogs and wikis to collaborate with peers, and many of them considered very impor-
tant the discussion of real business cases (72%). As reported by a student, blogs and 
wikis are useful tools, and they should be created “by us and by others, as it is better 
to engage seniors and experts in the process of knowledge transfer. Their role and 
experience might help control and correct the information created by us”. 

 

Fig. 4. Percentage of students who agreed on the benefits of using web 2.0 

As Member 3 commented: “The use of new case studies and the possibility to work on 
real projects, helped me learn how to apply knowledge to real situations. It allowed me 
to connect the business management concepts with my previous working experience. As 
for the SCE platform, I used it very often to create wiki pages for my various projects”. 
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6   Conclusions and Future Research 

In this paper we propose a Web 2.0 based platform supporting a Project-based Learn-
ing approach, providing preliminary evidence from a case study. We observed and 
then surveyed a learning community in order to understand their satisfaction and 
utilization of the social computing platform. 

Following the feedback provided by students in the survey and the observation of 
the degree of utilization of the SCE, we conclude that the use of Web 2.0 technologies 
in education has a high potential in supporting the acquisition of learners’ competen-
cies and skills. Nonetheless, it requires an important effort from the mentors called to 
change their mindset and behaviour. The active participation of a “community ener-
gizer” might help to change in fieri the tools following users’ feedback.  

The main benefits perceived in using the SCE platform are connected to:  

• the possibility to collectively create a knowledge base of business case studies and 
other learning materials 

• the absence of hierarchical relations among participants that makes it easier to 
share ideas and files 

• the availability of many web 2.0 tools that can help support collaboration. 

The SCE helped students to better collaborate with peers, tutors and mentors, and 
provided an environment where the learning assessment phase was much easier to 
perform. The social analyst role supported in monitoring the community evolution in 
the virtual environment, looking at individual communication patterns and group 
dynamics.  

Future research might assess data stored in the SCE platform to monitor the  
community evolution and correlate indicators of communication and contribution 
with learning outcomes. 
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Abstract. The growth and development of information and communication 
technologies implies new working forms and new learning forms. In such a 
context (1) the learning social process is increased, (2) methods to manage the 
numerous learning resources at disposal on the web are required. In this paper 
we present why and how we associated knowledge management methods, Se-
mantic Web and Web 2.0 to develop a collaborative learning environment in the 
framework of the approach MEMORAe.  

Keywords: Collaborative Learning Environment, Organizational Learning, 
Semantic Web, Web 2.0. 

1   Introduction 

Due to the growth and development of information and communication technologies, 
information takes a more and more important place in our society which can be quali-
fied of information society. This context implies new working forms and new learning 
forms that constitute a part integral of the industrial challenges. Becoming a Learning 
Organization is a way for an organization to stay competitive. Such an organization is 
an organization in which work is anchored in an organizational culture which allows 
and encourages the training at various levels: individual, group and organization. 
Each organization actor is a kind of continuous learner. He has to reach the good 
resource at the right moment. That necessitates: a) This resource is stored, well de-
scribed and well indexed; b) And/or facilitators to engage learners into social process 
(interaction, conversation). 

Within the MEMORAe approach we are interested in these new learning forms. 
We consider that they are connected to the knowledge management practices and we 
developed a learning environment based on the concept of learning organizational 
memory. This environment is dedicated to support an organizational learning and 
consist in a web platform using semantic annotations and web 2.0 technologies. 

In the following, we present why e-learning is a social process and how web 2.0 
technologies can facilitate this social process. Then, we bring closer the e-learning 
area with the knowledge management area in an organizational learning context. We 
justify the Semantic Web/Web 2.0 association to facilitate the learning social process. 
Finally we present the approach MEMORAe. 
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2   e-Learning and Social Process 

Most of the early web-based courses were designed to complement classical teaching 
methods for dissemination of courses materials. The online learning environments 
were used as tools for pedagogical material (learning object) delivery in which the 
students’ role was passive: no exploitation of the web communication potential. We 
know that learning is an active process where learners build their knowledge and 
understanding [1] [2]. However, according to [3], we have not to forget learning is 
also a social process which proceeds through conversation [4] and interaction [5].  

E-learning has the potential to put into practice this social process. However,  
to exploit this potential, e-learning requires facilitators to engage learners into  
interaction [6]. 

Web 2.0 technologies seem to be a good candidate to build e-learning environ-
ments taking into account a social process. With Web 2.0 technologies, users are 
readers as well as contributors. Thus Web 2.0 technologies offer to users distributed 
collaboration facilities [7]. They seem to be a good way to produce facilitators in 
order to engage learners into interaction. These distributed collaboration facilities  
start to have a significant impact on e-learning. They allow a distributed control and 
coordinated actions between learners.  

The most well-known web 2.0 applications are wikis and blogs. For few years 
wikis have been used in educational institutions as tools that promote sharing and 
collaborative creation of Web contents. Wikis are crucially different from blogs, 
which are also used in educational context, in that users can modify any entry, even 
material posted by others. Let’s note that, although wikis are a tool for creating con-
tents, they serve at the same time collaborative skills learning. Thus, wikis offer to 
students a collaborative environment where they learn how to work with others, how 
to create a community and how to operate in our society that we can qualify of  
cognitive society. In such a society the creation of knowledge and information is 
increasingly becoming a group effort [8]. 

Thus, the Web 2.0 key components are the facility of using creation tools and the 
collaboration and social interactions they offer.  

Meanwhile, according to [9]: 

“Web 2.0 is an attitude not a technology. It’s about enabling and encouraging par-
ticipation through open applications and services. By open I mean technically open 
with appropriate APIs but also, more importantly, socially open, with rights granted to 
use the content in new and exciting contexts.” 

Finally, the Web 2.0 success comes from the technology/attitude association. Fol-
lowing this way, Downes coined the term e-learning 2.0 which results from the com-
bination of web 2.0 technologies and the collaboration/social interactions they offer in 
the context of learning application [10]. 

3   Organizational Learning Process 

The role of organizational learning for company’s survival and performance has been 
described in works [11][12]. Organizational learning is the process by which organi-
zations learn. Problems solving in collaboration becomes the main activity producing 
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value in companies. The new working forms generate more and more informal situa-
tions of learning. The discussions around problems and\or projects, various meetings, 
etc. produce situations in which members learn and develop knowledge and particular 
competences. That’s why an organizational learning process can be finally seen as a 
collective capability based on experiential and cognitive processes and involving 
knowledge acquisition, knowledge sharing and knowledge utilization [13]. 

Thus a learning organization is an organization in which processes are imbedded in 
the organizational culture that allows and encourages learning at the individual, group 
and organizational level [14]. A learning organization must be skilled at creating, 
acquiring, and transferring knowledge, and at modifying its behaviour to reflect knew 
knowledge and insights [15]. According to [16], a learning organization is a firm that 
purposefully constructs structures and strategies so as to enhance and maximize  
organizational learning. 

An organization cannot learn without continuous learning by its members. Individ-
ual learning is not organizational learning until it is converted into organizational 
learning. The conversion process can take place through individual and organizational 
memory [17]. The results of individual learning are captured in individuals’ memory. 
And, individual learning becomes organizational learning only when individual mem-
ory becomes part of organizational memory. 

Finally, organizational learning seldom occurs without access to organizational 
knowledge. In contrast to individual knowledge, organizational knowledge must be 
communicable, consensual, and integrated [18]. According to [17], being communi-
cable means the knowledge must be explicitly represented in an easily distributed and 
understandable form. The consensus requirement stipulates that organizational 
knowledge is considered valid and useful by all members. Integrated knowledge is the 
requirement of a consistent, accessible, well-maintained organizational memory. 

Thus companies try to take into account in their development policy: a) The 'for-
mal' training in the framework of e-learning projects; b) The 'informal' training 
through the recognition of knowledge exchanges networks; c) The formalization of 
knowledge capitalization procedures coming from the theory of the Knowledge Man-
agement (KM). 

Knowledge Management comprises a range of practices used by organizations to 
identify, create, represent, and distribute knowledge for reuse, awareness and 
learning1. 

So, KM systems and e-learning systems serve the same objectives: facilitate the 
development of competences and learning in organizations [19]. They are moreover 
complementary in an Organizational Learning context. E-learning systems are used as 
support by learners so that they can develop their knowledge. They offer to them 
structured educational contents and opportunities of intercommunication about 
specific subjects. The KM systems offer possibilities of access to knowledge by 
means of contents management systems. These kinds of systems aim at managing all 
the contents of a company. 

In spite of this context, several studies showed that the connections between e-
learning and KM are not operationnalized [20]. According to Ras [21], this is due to 
various barriers on conceptual or technical level. We can mention: 

                                                           
1 http://en.wikipedia.org/wiki/ Knowledge_management. 
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• Problems on conceptual level: for example [22] propose an environment of 
workplace composed of three spaces: a working space, a knowledge space and a 
learning space. The main problem concerns the connections between these spaces. 
Each space has its own structure which reflects the mental model of its users. 

• Problems on a technical level: the spaces of work, knowledge or learning are 
implemented on different systems. Each system possesses its own structure of 
contents. 

Associating Web 2.0 and Semantic Web approaches could offer a platform that 
overcomes these barriers.  

4   Linking Web Semantic and Web 2.0 

Web 2.0 technologies enable non-specialist users to contribute to the Web. This leads 
to new requirements of Networked Information Retrieval [13]. Indeed, in the web 1.0 
context, only the web masters created content and thus used professional data in order 
to enable any users to retrieve it by way of different methods such as key words-based 
retrieval, metadata-based retrieval... In the Web 2.0 context, due to the lack of seman-
tic relation among contents, massive information produced by users can’t be proc-
essed. This information generally consists in microcontents creation. Microcontents 
come from the various contributions of users such as images, collected bookmarks, 
queries and answers of forum and so on. Unfortunately, much of these contributions 
are currently confined into private space or published in formats that hinder its reuse. 

In the context of Semantic Web, data on the web are published in machine-readable 
format using shared ontologies to give them a formal semantic, and inter-linked on a 
massive scale [23]. Thus data can be retrieval easily. Publishing data using languages 
dedicated to the Semantic Web (RDF2, OWL3 or Topic Maps4), has different advan-
tages: (a) Makes data retrieval by using a standard query language (SPARQL5, 
TMQL6); (b) Facilitates the integration of data from different resources; (c) Allows the 
creation of machine-readable links between data resources. However, create Semantic 
Web applications necessitates specialist skills and it is a brake to their growth. 

Web 2.0 and the Semantic Web have been previously considered as independent. 
Each approach is supported by its own community. Due to their strengths and  
their weakness, we believe, like several colleagues, that these two visions are  
complementary: 

“The Semantic Web can learn from Web 2.0’s focus on community and interactiv-
ity, while Web 2.0 can draw from the Semantic Web’s rich technical infrastructure for 
exchanging information across application boundaries.” [24]. 

According to the same authors, this is possible by providing simple, well-
structured Web forms through which users can add comments, information to a web 
site without requiring any knowledge of the underlying technologies or principles. By 
                                                           
2 http://www.w3.org/RDF/ 
3 http://www.w3.org/2004/OWL/ 
4 http://www.topicmaps.org/ 
5 http://www.w3.org/TR/rdf-sparql-query/ 
6 http://www.isotopicmaps.org/tmql/ 
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following this approach, an environment should enable users to create content that is 
immediately usable on the Semantic Web. Users are guided and place their contribu-
tion in such a way that semantic annotations are automatically associated. 

Semantic wikis are an illustration of this complementarily. They try to combine the 
strengths of Semantic Web and Wiki technologies. The wikipedia definition7 specifies 
that a semantic wiki is a wiki that has an underlying model of the knowledge 
described in its pages. 

5   The Approach MEMORAe 

Our aim, within the approach MEMORAe, is to operationalize connections between 
e-learning and knowledge management in an organizational learning context. We 
chose to associate: a) knowledge engineering and educational engineering; b) Seman-
tic Web and Web 2.0 technologies to model and build a collaborative learning envi-
ronment. 

In the e-learning side, we decided to follow the resources modelling approach 
based on the learning objects paradigm; 

In the knowledge management, we chose to adapt the concept of Organizational 
Memory. Dieng define such a concept as an “explicit, disembodied, persistent repre-
sentation of knowledge and information in an organization, in order to facilitate its 
access and reuse by members of the organization, for their tasks” [25]. Extending this 
definition, we propose the concept of Learning Organizational Memory for which 
users’ task is learning. 

In the Semantic Web side, we decided to structure and organize our memory con-
tent by way of ontologies. 

In order to facilitate exchanges and social processes we decided to use Web 2.0 
technologies and to model and organize micro resources created by way of ontologies.  

The approach MEMORAe is organized around two projects. The project 
MEMORAe deals mainly with semantic aspects. The project MEMORAe2.0 is an 
extension of the project MEMORAe and deals mainly with collaborative aspects. 

In order to assess our approach, we chose to build Learning Organizational Mem-
ory for academics organization: a course on algorithms and programming at the Com-
piègne University of Technology (France) and a course on applied mathematics at the 
University of Picardy (France). 

5.1   The Project MEMORAe 

Within the project MEMORAe [26], we were interested in the knowledge capitaliza-
tion in the context of organizations. To that end, we developed the environment  
E-MEMORAe as support for Learning Organizational Memory. In such a system 
resources are indexed to knowledge organized by means of ontologies: domain and 
application. The domain ontology, defines concepts shared by any organization; the 
application ontology defines concepts dedicated to a specific organization. In  
our context, the domain ontology defines concepts shared by any training (Course,  
 

                                                           
7 http://en.wikipedia.org/wiki/Semantic_wiki 



 Linking Semantic Web and Web 2.0 for Learning Resources Management 65 

 

 

Fig. 1. E-MEMORAe navigation interface (in French) 

Exercise, Professor, etc.); The application onologies define concepts dedicated to a 
specific training (For the applied mathematics training: Set, SubSet, etc.). Using these 
ontologies, actors can acquire knowledge by doing different tasks (solving problems 
or exercises, reading examples, definitions, reports, etc.). We used Topic Maps8 as a 
representation formalism facilitating navigation and access to the resources. Such 
formalism has a XTM9 specification that consists in an XML syntax allowing its ex-
pression and its interchange. It also has its own query language TMQL10. 

The ontology structure is also used to navigate among the concepts as in a road-
map. The user has to access to the resources which are appropriate for him.  

E-MEMORAe aims at helping the users of the memory to acquire organization 
knowledge. To this end, users have to navigate through the application ontology that 
is related to the organisation, and to access to the indexed resources thanks to this 
ontology. 

The general principle is to propose to the user, at each step, either precise informa-
tion on what he is searching for, or graphically displayed links that allow him to con-
tinue its navigation through the memory.  

To be more precise, the user interface (cf. Figure 1) proposes: 

• Entry points (left of the screen): they enable users to start their navigation with a 
given concept. An entry point provides a direct access to a concept of the memory 
and consequently to the part of the memory dedicated to it. They were chosen by 
the head of the course who considers them as essential. 

• Resources (bottom of the screen) related to the current concept: they are ordered by 
type (books, course notes, sites, examples, etc.). Starting from a map concept or an 
entry point, the user can directly access to associated resources. Descriptions of 
these resources help him to choose among them. 

                                                           
8  http://www.topicmaps.org/ 
9  http://www.topicmaps.org/xtm/ 
10 http://www.isotopicmaps.org/tmql/spec.html 
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• A short definition of the current concept: it enables users to get a preview of the 
concept and enables them to decide if they have to work it or not. 

• A history of the navigation: it enables the user to remind and to be aware of the 
path he followed before. Of course, he can get back to a previously studied notion 
if he wants to. 

• Least but not last, the part of the ontology describing the current resource is dis-
played at the centre of the screen. 

5.2   The Project MEMORAe2.0 

Within the project MEMORAe2.0 [27] we are interested in developing memory col-
laborative functionalities and social processes. To that end, we take into account  
different levels of memory and different ways to facilitate exchanges between the 
organizational actors. In such an environment, we distinguish knowledge and re-
sources of: a) the whole organization; b) a group of individuals in the organization – 
the organization is constituted of different groups of individuals even if it can be seen 
as a group itself; and c) an individual. 

To that end, we modelled different level of memories. In order to facilitate and to 
capitalize exchanges between organization members we added the concept of ex-
change resources (currently, we tested the forum concept). These models extended the 
MEMORAe domain ontology. The idea is to capitalize exchanges concerning any 
concepts of the organization ontologies. 

For example, when actors need to know who works on a project, they have to ac-
cess to the information relative to the project itself. A way to do this is to navigate 
through a concept map based on an ontology defining the organization knowledge. 
According to their access rights, they can visualize space/memory resources. In case 
of exchange resources (forum), they can exchange ideas or information (externaliza-
tion of tacit knowledge).  

In order to put into practice this modeling we developed a new environment called 
E-MEMORAe2.011 (cf. Figure 2). It re-uses general principles of E-MEMORAe and 
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Organization 
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Fig. 2. E-MEMORAe2.0 navigation interface (in French) 

                                                           
11 http://www.hds.utc.fr/~ememorae/Site-MEMORAe2.0/ 
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gives the possibility of learners to have a private space and participate to share spaces 
according to their rights. All these spaces (memories) share the same ontologies but 
store different resources and different entry points. In order to facilitate the resource 
transfers, users can visualize different spaces/memories content at the same time and 
make a drag and drop to store a resource from a specific memory to another one. 

In order to facilitate users’ exchanges, we modeled a forum as a set of microcon-
tents or micro-resources. We decided to manage these micro-resources like any re-
sources in the memory. Thus we defined the concept of MEMORAe-Forum which is 
an exchange resource and is linked to one micro-resource of question type and 0 or n 
resources of answer type. Each micro-resource is indexed by a concept of the applica-
tion ontology and has an author, a date of contribution. 

Organization 
resources 

repository 

Group3 
resources 
repository 

Forum about 
the concept 

´ Set »  

Fig. 3. Forum Access (in French) 

In such a way, each group memory has its own forum organized around the shared 
ontology. All the forum contributions are distributed in the resource space among the 
other resources. Users don’t access to the forum itself but to the memory resource 
space and then select resources of MEMORAe-Forum type to participate to the fo-
rum. So there is not explicit forum where users can visualize all contributions of 
members but it will possible to build this presentation form with the functionality 
export we plan to develop. 

6   Conclusion 

In this paper we presented links we made between knowledge management, e-learning, 
semantic web, and web 2.0 technologies to build a collaborative environment in the 
framework of the approach MEMORAe. We implemented a semantic forum in such a 
way that users contribute to produce resources semantically described without special-
ist skills. Seeing queries and answers as resources should offer facilitators to engage 
learners into interaction: they see these resources when they access to the resources 
part and then can be questioned. Even it is a semantic collaborative environment; E-
MEMORAe2.0 is not a semantic wiki. It is a memory where it is possible to organize 
any resources or micro-resources in different work spaces (individual, group, organiza-
tion) around shared ontologies. Users can easily transfer resources from one space to 
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another one; they can contribute to exchange microresources (semantic forum). We 
plan to model semantic chat, semantic blogs and semantic e-mail in the same way we 
modelled semantic forum. All these micro-resources will be capitalized and accessed 
like any resources in the memory (course, web site, exercise, etc.). In the case of blogs 
we will be in the context of blog farm. 

E-MEMORAe and E-MEMORAe2.0 evaluations gave us good results [26] [27]. 
Learners used their different memories and tested forums. Currently our environment 
is used by academics. We have contact with industrials in order to evaluate such an 
environment to foster learning and innovation in their organization. 
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Abstract. This research aims at the application of the models extracted
from the many-body quantum mechanics to describe social dynamics. It
is intended to draw macroscopic characteristics of communities starting
from the analysis of microscopic interactions with respect to the node
model. In the aim to experiment the validity of the proposed mathe-
matical model, the Q.NET project is intended to define an open-source
platform able to model nodes and interactions of a network, to simulate
its behaviour starting from specific defined models. Q.NET project will
allow to visualize the macroscopic results emerging during the analy-
sis and simulation phases through a digital representation of the social
network.

Keywords: Quantum Physics, Social computing, Social Networks.

1 Introduction

In recent years new organizational forms are emerging in response to new en-
vironmental forces that call for new organizational and managerial capabilities.
Organizational communities, interpreted as catalytic networks, are becoming the
governance model suitable to build a value-creating organization, representing
a viable adaptation to an unstable environment [3,6]. The theoretical frame-
work used in this project to describe the nature and evolution of communities
is known as complexity science. According to this approach organizational com-
munities are viewed as complex adaptive systems (CAS): they co-evolve with the
environment because of the self-organizing behavior of the agents determining
a fitness landscape of market opportunities and competitive dynamics. A sys-
tem is complex when equations that describe its progress over time cannot be
solved analytically [11]. Understanding complex systems is a challenge faced by
different scientific disciplines, from neuroscience and ecology to linguistics and
geography.

A number of tools have been developed in recent years to analyse complex
systems. Amaral and Ottino [2] identify three types of tools belonging to areas
well known by physicists and mathematicians: Social Network theory, Quantum
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Mechanics, Statistical Physics. A number of researchers have shed light on some
topological aspects of many kinds of social and natural networks [1,10]. As a
result, we know that the topology of a network is a predictable property of some
types of networks that affects their overall dynamic behaviour and explains social
processes.

Social Network Analysis (SNA) and Dynamic Network Analysis (DNA) repre-
sent the most adopted methodological approaches to the study of organizational
networks during the past years [15,8,12,4]. Social Network Analysis proposes meth-
ods and tools to investigate the patterning of relations between social actors [15]. It
studies organizational communities, providing a visual representation and relying
on the topological properties of the networks so measuring the characteristics of
the network object of the analysis.

The main limitation of SNA is to be mainly a quantitative social science
method, ignoring sometimes the importance of qualitative issues to explain phe-
nomena. Its unit of analysis is not the single actor with its attributes, but the
relations between actors, defined identifying the pair of actors and the properties
of the relation among them. By focusing mainly on the relations, SNA might
underestimate many organizational elements which could influence the ability of
an organization to reach its goals.

The empirical work on network information advantage is still “content agnos-
tic” [7]. As stated by [5], SNA globally considered is a framework to investigate
the information structure of groups, the structural aspect of correlation, disre-
garding the content of relationships, and the nodes’ properties. Paying attention
only to the structural facets of community interactions is like considering all the
ties as indistinguishable and homogeneous.

Dynamic Network Analysis uses data coming from the SNA to perform an
evolutionary study of the organizational networks, to predict possible network
transformation over time. During the last years a trend emerged in the appli-
cation of the statistical physics to several interdisciplinary fields like biology,
information technology, and social sciences, and physicists showed a growing in-
terest for modeling systems also far from their traditional context. In particular,
in social phenomena the basic elements are not particles but individuals, and
each of them interacts with a limited amount of others, generally close, and
negligible if compared to the number of people within the system.

In the light of the considerations above it seems plausible the model of social
systems built as a many-body system based on a quantum structure. We will
try for the first time to describe a model of the agent with his own identity
regardless of the role and the interactions of the communities he belongs to.
We consider also very important the relationship between the state of the agent
and the interactions typical of the community in which he lives. The goal of
agent-based modeling is to identify he higher (macro) level of the social system
emerging from the characteristics of its lower (micro) level.

The Artificial Life community has been the first in developing agent-based
models [9,13,14], but since then agent-based simulations have become an impor-
tant tool in other scientific fields and in particular in the study of social systems.
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In this context it is worth mentioning the concept of Brownian agent which gen-
eralizes that of Brownian particle from statistical mechanics. A Brownian agent
is an active particle which possesses internal states, can store energy and in-
formation and interacts with other agents through the environment. Again the
emphasis is on the parsimony in the agent definition as well as on the interac-
tions, rather than on the autonomous actions. Agents interact either directly or
in an indirect way through the external environment, which provides a feedback
about the activities of the other agents. Direct interactions are typically local
in time and ruled by the underlying topology of the interaction network. Pop-
ulations can be homogeneous (i.e., all agents being identical) or heterogeneous.
Differently from physical systems, the interactions are usually asymmetrical since
the role of the interacting agents can be different both for the actions performed
and for the rules to change their internal states. Agent-based simulations cover
now a central role in modeling complex systems and a huge literature has been
developed about the internal structure of the agents, their activities and the
multi-agent features.

2 Objectives of the Research Project

Q.NET is a basic research project conceived by the eBMS Section of Scuola Supe-
riore ISUFI, University of Salento (Italy). It aims at the application of the models
extracted from the many-body quantum mechanics to describe social dynamics.
It is intended to draw macroscopic characteristics of the network starting from the
analysis of microscopic interactions basic respect to the node model. In the aim to
experiment the validity of the proposed mathematic model, the Q.NET project is
intended to define an open-source platform able to model nodes and interactions,
to simulate the network behaviour starting from specific defined models, and to vi-
sualize the macroscopic results emerging during the analysis and simulation phases
through a Digital representation of the social network.

The research presented in the Q.NET project will start with the study of
methodologies and instruments from the inferential statistics that showed their
usefulness for the comprehension of the level of reliability of the observed in-
teractions, mirroring the real behaviour of the population under investigation,
being not only the result of a casual event.

A discussion about the limitations and potentialities of different inferential
statistical models (e.g. Bayesian Theory) will represent the theoretical basis to
suggest new models based on quantum physic principles to model the complex
space of the actors and of the interactions among them. Quantum physics is
plenty of complex models of interaction between states described by vectors in
representative spaces, resulting in well defined collective states. Representative
space means the space where the actor (the body of the system) is defined. The
actor definition is provided through the definition of his state, that could be
expressed as distribution function named probability strength and related to the
real probability distribution of the actor. This probability strength is a vector
of the representative space defined as Hilbert space infinite dimension. Based
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on this consideration, the Q.NET Project intends to answer to the following
question: “Which models from the quantum physics are suitable to model the
behaviour and the evolution of organizational communities?”. To answer to this
question, a framework will be proposed based on three dimensions:

– Modeling language and primitives able to describe social phenomena based
on the individual characteristics and on the interactions among individuals;

– Physic and mathematical methods applied in the field of organizational com-
munities analysis;

– Set of Information Technology Tools represented by:
• Applications for the node and network modeling;
• Applications for the network behaviour simulation;
• Applications for real and simulated variables analytic visualization.

The Q.NET project aims at satisfying the need of intrdisciplinarity that is the
basis of all the studies about complex systems. The framework of analysis and
simulation that is proposed here tries to identifies physical and mathematical
sciences, information technologies and artificial intelligence, statistics and soci-
ology. This integration represents a further expected result of the research that
is intended to be conducted in the Q.NET Project.

3 Description of the Q.NET Project

This project will be organized in six phases:

– Recognition of the state of the Art
– Formulation of modelling primitives and language able to describe the social

phenomena based on the individual characteristics and interactions.
– Formulation of a mathematical model to represent the organizational

dynamics
– Formulation of simulation tools based on agent-based modeling
– Development and implementation of the simulation tools based on agent-

based modelling
– Framework validation to cases of organizational communities

3.1 State of the Art

Based on the most recent contributions in literature, we will define a taxonomy
based on dimensions like: community purpose, size, degree of physical proximity,
leadership and membership, degree of internal diversity, life cycle, sponsorship
and degree of institutionalization. We will focus on the relation between actors’
behavior and the socio-technical environment in which actors are involved. A
description of the methodologies and the tools of inferential statistics will be
provided with reference to relational data analysis. In addition to the studies on
statistical modeling of social behavior, we will take into consideration scientific
contributions related to their physical modeling. In particular, we will focus on
the efforts done in the field of Econophysics, a new science that studies both
the behavior of social actors (individuals, groups, organizations), considered as
“particles” of a physical system, and the effect of their interactions on the system.
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3.2 Formulation of a Language and Modeling Primitives to
Describe the Social Phenomena on the Basis of Individual
Characteristics and Interactions between Individuals

We will describe actor’s behavior and the social characteristics that will pro-
vide input for defining both the logical structure and the abstract language for
modeling actors and interactions.

In order to create the quantum mathematical model, it is important to define
initially which is the space of configurations where the node has to be modeled,
that is to define the properties of the node to which precise functions of distri-
bution will be associated. These functions will act both on ordinary spaces and
on spaces with suitably defined characteristics. This is done in analogy to the
description of particles of a quantum system by a wave function that depends
both on the coordinates of the ordinary space, and the coordinates of the spin
area. The models and structures that will shape the organizational community
will be described by a formal language that can express at the same time the ac-
tors’ characteristics and those of the entire network, as well as the management
of the simulation and related results.

3.3 Formulation of the Mathematical Framework for Building a
Quantum Model of the Agent and of the Interactions between
Actors

This part of the project will address the formulation of the mathematical frame-
work for modeling the actor and the possible interactions with other actors.
Following the paradigm of quantum physics, the process will consist of building
an algebraic abstract structure of operators able to describe the characteristics
of the actor. Once identified the algebraic space on which to operate, we will
define the possible expressions of the interactions involving actors. This phase
has an abstract and mathematical nature, so to consider the whole set of pos-
sible properties that need to be represented. After this phase we will formulate
the model itself, based on the mathematical framework developed earlier. The
stages of formulation of the model will follow the typical paradigms of micro-
scopic description of many-body systems. The actor-agent model that we want
to create will be based on the specification of its location along different dimen-
sions, which can be defined in a more or less interdependent way. This opens the
way to a vector representation of the state of an agent and a possible tensorial
representation of the interactions between agents, and leads to a vision in which
the bonds in which the community is structured emerge from such interactions.

3.4 Design and Implementation of Simulation Tools Based on
Agent-Based Modeling

The logical structure for describing the participants and the interactions in al-
gebraic structures will be represented in a digital way, using an object-oriented



Quantum Modeling of Social Networks 75

language (known or to be developed), capable of representing actors, commu-
nities and simulations in the most efficient, flexible and complete manner. This
work will also determine the pattern of interaction between actors, and therefore,
how the networks will be defined in the simulation environment, in addition to
the events to be managed during the temporal evolution of simulation and the
interactions made by the graphical interface. The digitalized actors and com-
munities will be simulated in their evolution. This will involve the design of a
simulation engine based on parallel processing, that can provide the simulation
of large communities. A set of primitives will be developed able to statistically
set the parameters of certain actors within the community. The digital model
will also be able to access the output variables for the visual representation of
the community’s situation, both in the total and in the partial way. To test the
network is therefore natural to define the model using graphical tools, by simu-
lating it from a statistical or deterministic configuration, and then by observing
the results.

The Project of the graphic interface will consist of the implementation of a
framework that will implement all the specifications relating to the handling of
digital models in a graphical environment. In this framework three applications
will be implemented:

– Q.NET-Creator, with which actors and community will be shaped.
– Q.NET-Simulator, through which, by interacting with the engine it will be

possible to set, start and manage the simulation of the community.
– Q.NET-Reporter, which will interact with the engine, and will be able to pro-

duce the report of the simulation and analysis of the simulated community.

3.5 Validation of the Framework on Cases of Organizational
Communities

In this phase we will identify the organizational communities on which the valid-
ity of the framework will be tested. These communities will be described in terms
of differences in nature, community objective, size, degree of physical proximity,
leadership and membership, level of internal diversity, life cycle, sponsorship and
degree of institutionalization. Then collected data will be suitable to be processed
with the system of analysis and simulation. They include, but are not limited
to, information flows (e.g. exchanges of email, instant messaging, formal and in-
formal meeting, e-meeting, conference call) and profiling of users (e.g. personal
characteristics, professional experience, skills, roles, tenure) . The methodology
for data collection will include the administration of questionnaires, email track-
ing, recording of data archives, which will be translated into a format suitable
for computation by the given system of analysis. The computation of the data
collected will provide a representation of the community useful as a yardstick
for the configuration of the community. Objective of the task is to start from
the lessons learned by applying the model to real organizational communities
and extract possible scenarios in which the framework can be useful for new
organizational communities. Managerial recommendations on how to interpret
the predictions that emerge from the framework.
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4 Expected Results

The expected results of Q.NET project are so defined:

– Definition of the space of configurations and creation of the space of operators
that afterward will be specified according to their functional form for each
particular property that is intended to be described.

– Development of a formal language to describe at the same time the actors’
and whole network’s characteristics.

– Development of an actor-actor interaction model able to describe possible
communication channels on which an organizational network can be built.

– Definition of a model of organizational network based on microscopic vari-
ables able to describe collective characteristics of the system.

Q.NET Framework will consist of classes and libraries able to analyze of social
networks applying the proposed quantum models. The modules and applications
designed will represent the key instruments applied by scientific communities in-
volved in social network analysis to develop and validate digital models of social
phenomena with whom the behaviors of organizational communities will be an-
alyzed and predicted. Then the works obtained will be suitable to be organized
and maintained in a simple and effective way. These modules and the applica-
tions aim to be interoperable, scalable and to support many simulations at the
same time.

To face these requirements the modules of the framework that are intended
to be developed will be designed to work on an atomic scale on systems different
from an architectural point of view and devoted to support different storage sys-
tems located in different places and communicated through TCP/IP networks.

5 Conclusions

The application of the quantum model and of the simulation model to the be-
haviour of communities will support the social network analysis within the de-
scription of possible evolutionary scenarios of organizational communities based
on the comparison between real and simulated models. The project will provide
managerial results related to:

– Definition of guidelines for the application of the analysis and simulation
framework to organizational communities different in objectives, size, cul-
ture, level of institutionalization.

– Development of digital models to be applied to new contexts able to provide
analysis and forecasts about the evolution of their organizational proper-
ties. Such models will allow to suggest modalities to improve and optimize
resources, information flows, competences. The focus of the re-organization
could vary according to the choice of the organizational variable to be pro-
cessed by the analysis and simulation model.

Possible scenarios where the system described in this paper might be applied
are:
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– Monitoring the technical and social knowledge exchange within and across
communities of innovation.

– Defining key performance indicators integrated with network metrics, so
to link the rate of information flow to the organizational and individual
performance.

– Monitoring the evolution of virtual learning communities.
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1. Albert, R., Barabàsi, A.-L.: Statistical Mechanics of Complex Networks. Rev. of
Mod. Phys. 74, 47 (2002)

2. Amaral, L.A.N., Ottino, J.M.: Complex networks - Augmenting the framework for
the study of complex systems. The European Physical Journal 38, 147–162 (2004)

3. Clippinger III, J.H.: The biology of business. Jossey-Bass Publishers, San Francisco
(1999)

4. Gloor, P., Grippa, F., Kidane, Y.H., Marmier, P., Von Arb, C.: Location matters
- measuring the efficiency of business social networking. International Journal of
Foresight and Innovation Policy 3/4, 230–245 (2008)

5. Goodwin, J., Emirbayer, M.: Network Analysis, Culture, and the problem of
Agency. American Journal of Sociology (1999)

6. Grippa, F., Di Giovanni, A., Passiante, G.: Open Business Innovation Leadership.
In: Romano (ed.) Fostering Innovation through Value-Creating Communities, The
Emergence of the Stakeholder University, pp. 109–169. Palgrave Macmillan, UK
(2009)

7. Hansen, M.: The search-transfer problem: the role of weak ties in sharing knowl-
edge across organization subunits. Administrative Science Quarterly 44(1), 82–111
(1999)

8. Carley, K.M.: Smart Agents and Organizations of the Future. In: Lievrouw, L.,
Livingstone, S. (eds.) The Handbook of New Media, ch. 12, pp. 206–220. Sage,
Thousand Oaks (2002)

9. Maes, P.: The agent network architecture (ANA). SIGART Bulletin 2(4), 115–120
(1991)

10. Newman, M.E.J.: The structure and function of complex networks. SIAM Re-
view 45, 167–256 (2003)

11. Pavard, B., Dugdale, J.: The contribution of complexity theory to the study of
sociotechnical cooperative systems. In: Third International Conference on Complex
Systems, Nashua, NH, May 21-26 (2000), http://www-svcict.fr/cotcos/pjs/

(Retrieved, October 2005)
12. Chandra, S.: Tests of Evolution in Social Networks mimeo. Graduate School of

Public and International Affairs, University of Pittsburgh (2008)
13. Steels, L.: When are robots intelligent autonomous agents. Robotics and Au-

tonomous Systems (1995)
14. Varela, F.J., Bourgine, P.: Toward a Practice of Autonomous Systems (1992)
15. Wasserman, S., Faust, K.: Social Network Analysis. Cambridge University Press,

Cambridge (1996)

http://www-svcict.fr/cotcos/pjs/


FlexSPMF: A Framework for Modelling and
Learning Flexibility in Software Processes

Ricardo Martinho1, João Varajão2, and Dulce Domingos3

1 School of Technology and Management, Polytechnic Institute of Leiria, Portugal
rmartin@estg.ipleiria.pt

2 Department of Engineering, University of Trás-os-Montes e Alto Douro, Portugal
jvarajao@utad.pt

3 Department of Informatics, Faculty of Sciences, University of Lisboa, Portugal
dulce@di.fc.ul.pt

Abstract. Software processes are dynamic entities that are often
changed and evolved by skillful knowledge workers such as software de-
velopment team members. Consequently, flexibility is one of the most
important features within software process representations and related
tools. However, in the everyday practice, team members do not wish for
total flexibility. They rather prefer to learn about and follow previously
defined advices on which, where and how they can change/adapt process
representations. In this paper we present FlexSPMF: a framework for
modelling controlled flexibility in software processes. It comprises three
main contributions: 1) identifying a core set of flexibility concepts; 2)
extending a Process Modelling Language (PML)’s metamodel with these
concepts; and 3) providing modelling resources to this extended PML.
This enables process engineers to define and publish software process
models with additional (textual/graphical) flexibility information. Other
team members can then visualise and learn about this information, and
change processes accordingly.

1 Introduction

Software process modelling involves eliciting and capturing informal process de-
scriptions, and converting them into process models. A process model is ex-
pressed by using a suitable Process Modelling Language (PML). A type of
Process-Aware Information Systems (PAISs) called Process-centred Software
Engineering Environments (PSEEs) supports the modelling, instantiation, ex-
ecution, monitoring and management of software process models and instances.

Software processes are commonly held as dynamic entities that must evolve
in order to cope with changes occurred in: the real-world software project (due
to changing requirements or unforeseen project-specific circumstances); the soft-
ware development organization; the market; and in the methodologies used to
produce software [1]. Therefore, it should be possible to quickly implement new
processes, to enable on-the-fly adaptations of running ones, to defer decisions re-
garding the exact process logic to runtime, and to evolve implemented processes
over time.
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Consequently, process flexibility has been identified as one of the most impor-
tant features that both PMLs and PSEEs should support [2].

However, allowing for total process flexibility questions the usefulness of mod-
els themselves as guidance to a software development team work plan. Unlimited
and unclassified flexibility hampers seriously the learning and reuse of informa-
tion on changes made in past processes that can be useful in the future. Moreover,
in the everyday business practice, most people do not want to have much flexi-
bility, but would like to follow very simple rules to complete their tasks, making
as little decisions as possible [3,4].

To corroborate this, case studies on flexibility in software processes (see, e.g.,
[5]) make evidence on the need of having (senior) process participants expressing
and controlling the amount of changes that other process participants are allowed
to make in the software process. This controlled flexibility can be defined as the
ability to express, by means of a PML, which, where and how certain parts of
a software process should change, while keeping other parts stable [4]. This faces
strong requirements on PML comprehensibility, both because some users initially
lack experience with modelling, and because evolution and learning will cause
more frequent updates to the models.

We present in this paper the Flexibility Software Process Modelling Frame-
work (FlexSPMF). It comprises the three following contributions:

1. Identification - consists in defining and systematising concepts that will be
used to express this controlled flexibility in software processes;

2. Metamodelling - maps those concepts onto an existing PML’s metamodel.
Here, we adopt the Software & Systems Process Engineering Metamodel
(SPEM) [6], and extend it by adding a flexibility sub-metamodel;

3. Modelling - concerns to the PML representation and PSEE tool support
for modelling controlled flexibility. From our new metamodel structure, we
derived a UML profile called FlexUML, which enhances UML Activity Di-
agrams (ADs) as the PML with a set of flexibility-related stereotypes and
tagged values.

FlexSPMF provides process engineers the power of modelling controlled flexibil-
ity as guidance to software development team changes within software processes.

The rest of the paper is organised as follows: the next section provides an
overview of FlexSPMF. Then, sections 3, 4 and 5 describe the details of each of
the aforementioned contributions. Section 6 refers most prominent related work
and section 7 concludes the paper.

2 Framework Overview

FlexSPMF fits our identification, metamodelling and modelling contributions
within the software process model lifecycle, as depicted in Fig. 1. Here we can
observe two main (human) roles: the process engineer and the software devel-
opment team. The former contributes to both identification and metamodelling
activities of the lifecycle, and is responsible for modelling software processes with
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Fig. 1. FlexSPMF in the context of the software process model evolution lifecycle

controlled flexibility. Then, the software development team can browse and learn
those models, including flexibility information on their process elements. Hence,
they can also change those elements by following advice on previously configured
flexibility options.

To better illustrate the framework’s purpose, let us consider the example of
an organisation that has a process engineer who is responsible for the general
modelling and management of software processes and associated models. For
a particular process model, s/he requires as mandatory the production of test
cases associated with a Test solution activity.

On the other hand, s/he also wishes to allow the software testing team to
perform a detailed modelling of this activity, which is not completely specified
until process model instantiation (e.g., when starting up a software project).
S/he does this on the assumption that the testing team members have better
skills for the task, and that there is often the need for model adaptation to
certain project management constraints (like time, cost or human resources).

Therefore, s/he requires PML resources to express within the process model
which, where and how the Test solution activity can or cannot be changed.
To accomplish this, s/he firstly needs to identify and systematise a delimited
set of process controlled flexibility concepts which all other team members will
understand and share in the language. Figure 1’s first solution (number 1) refers
to a Concept Map (Cmap) [7]. Cmaps are used as an informal ontology-based
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approach to clarify and improve learning about concepts and relationships of a
certain knowledge domain (see, e.g., [8]). In this case, the domain is the modelling
of controlled flexibility within software process representations.

Solution number 2 refers to metamodelling, i.e., the mapping of the concepts
onto a MetaObject Facility (MOF)-compliant metamodel. Here, we adopted
SPEM, which serves as a reference metamodel for many Model-Driven Develop-
ment (MDD) software processes, such as the Rational Unified Process (RUP),
Open Unified Process (OpenUP), eXtreme Programming (XP) and Scrum. We
extended it by adding our sub-metamodel, which comprises a set of class ele-
ments that addresses particularly the flexibility concern.

Solution number 3 refers to modelling, more precisely to the FlexUML profile.
It introduces UML stereotypes to enhance SPEM ADs as a flexibility-aware
PML. It also comprises its implementation in the FlexEPFC PSEE: a customised
version of the original IBM’s Eclipse Process Framework Composer (EPFC1). We
added the possibility for a process engineer to express, in a first modelling step,
controlled flexibility within a process model. After this, the process engineer
can use FlexEPFC to publish the process model to an automatically generated
web application. Besides providing an efficient way for the software development
team to learn and browse process models, it also includes a web process editor.
This allows the team to change the published models, according to the controlled
flexibility previously modelled by the process engineer.

The next sections describe in more detail each FlexSPMF contribution.

3 Identification

Figure 2 illustrates the main Cmap for the process controlled flexibility domain,
picturing its core concepts and relationships (please consult [9] for more detailed
information on these). Briefly, it states that a software process is a combination
of elements represented by a process model.

Software process modelling elements include: 1) functional elements (e.g.
phases, activities and steps); 2) behavioural elements (e.g. control flow nodes
such as fork, join, decision and merge nodes, as also iterative/parallel region
elements); 3) organisational elements; and 4) informational elements (e.g. data,
artifact, work product (intermediate and end) and object elements).

A process model depends on its metamodel, which establishes the structure
of concepts, relationships and constraints that can be used in defining a process
model. The metamodel usually defines a Process Modelling Language (PML),
where all process modelling elements are specified. The Software & Systems
Process Engineering Metamodel (SPEM) [6] is an example of a software process
metamodel which defines UML ADs as the core PML.

Process models are then created as instances of the metamodel. They rep-
resent an arrangement of process elements in more or less specified sequences
of activities, resources and resulting work products that will provide guidance
for specific project workplans. Process models are templates which represent
1 http://www.eclipse.org/epf
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Fig. 2. Core Concept Map for sharing knowledge on process controlled flexibility

reusable process knowledge. Examples of software process models include the
process structures comprised by well known software methods like the Unified
Process [10].

Applying a process model for a specific software project is called process
instantiation. An instance follows the model and provides specific data for each
distinct project, such as activities’ duration, (human) resource assignments, cost
estimations and monitoring/control data updates. Multiple process instances
may share the same process model.

On the contrary, real-world processes have a 1:1 multiplicity to process in-
stances, as they reflect the activities, resources and products that are actually
performed, used and produced by humans or tools. It describes what is really
happening, and process participants may retrieve feedback which is used to up-
date process running instances.

Metamodel, model, instance and real-world are distinct but correlated ab-
straction levels of process element representations. These representations are
subjected to changes, which in turn have effects that can affect their states.

A change is characterised by properties and operations. Performing change
operations includes creating, updating and deleting process elements, as well as
moving them or realising element- and representation-specific operations such as
undo, skip or redo an Activity in a process running instance. Actually, change
operations are the actions that will change the state of the process elements.
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Properties of change are not dependent on a process element’s type, but char-
acterise multiple and general dimensions of a change. Possible implementations
of properties of change commonly referred in literature include [11,12]: 1) extent
(incremental or revolutionary); 2) duration (temporary or permanent); 3) swift-
ness (immediate or deferred propagation between models and running instances)
and; 4) anticipation (planned or ad-hoc changes). Both operations and proper-
ties are supported by corresponding mechanisms. For example, executing an add
operation on a process model implies the use of a software tool that, besides
supporting process editing features, also provides verification of conformance,
consistency or compliance rules associated with that operation.

Changes are instigated (put into action) by agents of change. Agents of change
need to have the ability to set a mechanism of change into motion. In the software
process context, the agent of change is responsible for triggering mechanisms of
change that will result in an effect of change endured by one or more process
element representations. Agents of change may be software components that au-
tomatically change process element representations under some criteria, or hu-
mans such as software process engineers, project managers, analysts, designers,
programmers and testers, that need to change/adjust software processes.

A change can be controlled by constraints, which are also represented by mod-
els. These contain advice on operations, properties, mechanisms and/or agents
that should be considered when changing a certain process element represen-
tation. Advice on a change can be a value- or text -based attribute (e.g., 60%
or recommended) , or any other combination of values that best fit the process
element representation to which the advice is associated.

For example, a constraint of change may impose that a Test solution ac-
tivity instance representation cannot be skipped. The modelling of this constraint
can be made using a three component tuple of the form (abstraction level, oper-
ation, advice), with the values (instance, skip, denied).

4 Metamodelling

We use a UML class metamodel structure that reflects the above concepts, and
that can be used to extend the existing metamodel of a PML. Here, we pro-
vide a concrete example by using SPEM and UML ADs as the metamodel and
corresponding PML to be extended. Figure 3 pictures our derived FlexSPMF
metamodel.

The structure is based on the decorator design pattern from Gamma et al.
[13]. This is the leftmost and gray-shaded structure which inherits from a com-
mon abstract SPEMProcessModellingElement. The decorator pattern allows the
attachment of additional responsibilities to an object dynamically. In our con-
text, when designing a process model, a process engineer can pick any process
element (such as an Activity) and decorate it with one or more change deco-
rators, represented by ChangeDecorator’s specialised classes. These derive from
the aforementioned concepts of change operation, property, mechanism, advice
and abstraction level.
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ChangeDecorator

element

1

1

SPEMProcessModellingElement

ForkNode

StepActivity
Mechanism

WorkProduct
10..*

AbstractionLevel Property AdviceOperation

ExtentPropertySwiftnessProperty ValueBasedAdviceTextBasedAdvice

Fig. 3. FlexSPMF metamodel structure as an extension to the SPEM metamodel

When applied to a process element, a decorator represents one of the compo-
nents that form a constraint of change. Taking from our former example, the tuple
(abstraction level, operation, advice) maps to a combination of three decorators,
namely: AbstractionLevel (instance), Operation (skip) and TextBasedAdvice
(denied), which are applied to instances of the Test solution activity.

Mechanisms can be associated with any decorator, providing implementation
details according to a process element’s type.

The next section describes the way a process engineer can use the extended
SPEM ADs and FlexEPFC to model controlled flexibility in software processes.

5 Modelling

For the modelling contribution we developed FlexUML: a UML profile for ADs
(see [14] for further details). Each ChangeDecorator concrete specialisation class
of Fig. 3’s metamodel corresponds to a FlexUML stereotype with its own tagged
values. Figure 4 presents two applications of FlexUML, noted by the names
of the stereotypes between «guillemets» above the process elements’ graphical
notations and callouts with their respective tagged values (according to [15]).

«AbsLevel,Operation,TBAdvice»

Test Solution

 : Tester

´AbsLevelª

level = instance

´Operationª

type = skip

´TBAdviceª

text = denied

«ExtentP,TBAdvice»

Develop the 

Architecture

 : Static UML 

class model

´ExtentPª

type = incremental

´TBAdviceª

text = 

recommended

Fig. 4. Activity (left) and Join node (right) FlexUML stereotype applications
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The profile applications are made to an activity (Test solution) and to a
join node. The former includes the «AbsLevel,Operation,TBAdvice» stereo-
types, which values advise to not skip the activity’s instances. The latter has the
«ExtentP,TBAdvice» stereotypes that advise as recommended an incremental
change.

Once a process engineer finishes applying the flexibility stereotypes, s/he can
use FlexEPFC to generate a web-based published version of the process model.
The original auto-generation from EPFC does not allow any changes to this
published version. To fulfil our requirement of also enabling the team to change
the models, we embedded the process editor also in the web-based application.
This way, besides browsing, the team can also learn about the advised flexibility,
and perform changes accordingly.

Figure 5 is a snapshot of this customised web-based process editor which
we called WebFlexEPFC (see [16] for more details). The snapshot shows the
editing/changing of an OpenUP Elaboration phase join node, but according to

Fig. 5. WebFlexEPFC: changing a join node of an OpenUP Elaboration phase model
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the previously modelled constraint of change (noted by the «ExtentP,TBAdvice»
stereotype applications).

6 Related Work

Recent process-aware flexibility taxonomies include the one by Regev et al. in
[11]. We use some of the concepts referred here, including abstraction level, sub-
ject and property of change. These and other change concepts are also present
in the taxonomy proposed by Schonenberg et al. in [12], under a four type-based
flexibility classification: design, deviation, underspecification and change. Con-
straints of change in process models are analysed by Wörzberger et al. in [17].
They propose modelling tool artifacts to support correctness, compliance and
consistency constraint modelling and checking.

Although there is no shared classification of concepts among these works,
they have the same intent of FlexSPMF identification contribution. However, our
concept map focuses mainly on the definition of a core set of concepts, delegating
on the decorator-based metamodel structure the possibility of combining them
interchangeably, to form adjustable categories on controlled flexibility.

In [5], Cass and Osterweil advocate that, in spite of software design requiring a
lot of creativity and insight, some process rigidity seems necessary. They conclude
that combining flexibility rules with process guidance helps designers to produce
better software designs, and to produce them faster.

A framework approach on flexibility-aware PAIS is also proposed by Reichert
et al. in [2]. The ADEPT2 flexible PAIS is able to adapt process instances to
changes occurred in real-world processes, on a quest to support most of the
workflow patterns, including the exception ones.

None of these works approach the challenge of modelling controlled flexibility,
i.e., expressing in process models how much flexibility is allowed, in order to
restrain changes on declarative (starting as 100% flexible) software processes.

7 Conclusions

The main objective of FlexSPMF is to provide process engineers with means to
control the flexibility that team members can enjoy when guided by a software
process. Our contributions include a controlled flexibility concept map, meta-
model and modelling language based on SPEM UML ADs.

The metamodel provides a way to associate constraints of change by decorat-
ing process elements with interchangeable advices on operations and properties
of change. It is also a non-intrusive metamodel extension, since it does not modify
the structure of the original one.

Being UML a standard de facto nowadays, the use of a PML other than
UML ADs would increase the software development team’s learning curve about
the semantics of controlled flexibility expressed within software process models.
Software teams already use UML ADs and stereotypes on a daily basis to develop
software. They also recognise them as the PML used for modelling well known
SPEM-based processes like RUP, XP, OpenUP and Scrum.
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Abstract. One of the most important aspects of a “continuously in change” so-
ciety is to improve everything everywhere. In order to obtain the best products, 
they should be periodically evaluated and reengineering. So the evaluation task 
and, of course, the adequate results interpretation, can make all the difference 
between competitors. eLearning is similar to this products. Different issues can 
be evaluated to make learning process getting better and better, such as tutors, 
platform software and contents. In this last issue, it can be included the mini-
mum knowledge unit: the Learning Object (LO). There exists different models 
and methods for LO evaluation. What is pretended with this work is to choose 
one model and implement a singularly tool, in order to automatically evaluate 
this Learning Objects and produce a set of information, that can be used to im-
prove those Learning Objects. In this case it is implemented the evaluation 
model called HEODAR in the University of Salamanca framework. 

Keywords: Learning Object, evaluation, Moodle, module, agent, JADE, quality. 

1   Introduction 

The processes automation that supports the work of experts in certain subjects or that 
even allows for the release of them and their dedication to other tasks is a constant 
that has been occurring on an ongoing basis in different spectrum of our society. 

This automation has already reached the level of education encompassing all its 
modalities and many of its processes (empty classroom control, students attendance, 
rating records and so forth) covering planes like Web content evaluation [1] and mul-
timedia evaluation [2] which leads to the conclusion that eLearning is not out of 
reach. 

More precisely, this article focuses on the study of the current state of the proc-
esses associated with the Learning Objects evaluation and on the implementation of 
tools which allow these processes automation and extract the advantages, previously 
mentioned, applied to OnLine learning field. 

Thus, the evaluation can be considered as the last step of a quality Learning Ob-
jects management process [3], being identified as a cyclical process in which periodic 
content evaluation by students and experts, reverses in a continuous improvement of 
Learning Objects stored in appropriate repositories. 
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The reasons for this study stems from the relevance that Learning Objects are ac-
quiring as portable minimum information units between Learning Management Sys-
tems (LMS). There should be methods to evaluate the efficiency and pedagogical 
quality of these objects for their reuse in different contexts. If an object has reached 
an optimal adaptation level for a learning activity it should be used in such activities 
and not others that may provide a more tangential value. The only way to determine 
these Learning Objects characteristics is through the quality evaluation provided for 
the students and through real experiences in a platform or a set of platforms. 

Obviously, these processes evaluation enhancement, using software tools that 
automates the entire process or part of it, will represent a clear advantage which will 
make possible to focus the effort on the main objective: to improve the content, and 
not on the extraction of evaluations results. 

Throughout this paper it will be discussed how the evaluation tool is implemented. 
Firstly it will be considered the Learning Objects evaluation evolution and also the 
evolution of existing software tools to perform this work. After that it will be de-
scribed the tool planning and analysis steps. Finally it will be talked about following 
stages in tool development, ending with a list of conclusions. 

2   Learning Objects Evaluation and Tools 

The evaluation task of any kind of entity, component, object or concept has been 
occurring over time. However, the definition spirit of that term has been maintaining 
during that time, as long as it is a technique used to enhance the improve of any of 
them. 

In eLearning scope, there are many factors that can be evaluated: tutors, students, 
platforms, documents and so on. Of course, since Learning Objects emergence, these 
can be added to the list as a feasible element to be improved, analyzing the results 
obtained by the application of appropriate evaluation techniques. 

From this point of view, several studies have been focused on the acquisition proc-
ess models and evaluation models that produce the best results and allow Learning 
Objects improvement in order to achieve greater satisfaction of all actors (students, 
tutors and, of course, content authors). 

It can be find processes like CLOE (Co-operative Learning Object Exchange) 
which is based on the content review by content, instructional design and other as-
pects experts, and other processes that rely on systems or repositories with a social 
and technological fundament, in which evaluators use software tools that guide the 
processes evaluation like DLNET (Digital Library Network for Engineering and 
Technology), MELROT (Multimedia Educational Resource for Learning and Online 
Teaching ) [4] and eLera [5] through an specific evaluation tool called LORI (Learn-
ing Object Review Instrument) [6] which propose the result visualization using ratios, 
extracted in an automatic form from the actors registered evaluations [7]. 

However, in this field of Learning Objects quality evaluation tools, there is not 
tools which perform this tasks integrated into the most widely used LMS, which con-
tains the majority of such Learning Objects, beyond institutional repositories like the 
previously mentioned. 
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That is why it is set out the design and development of a software tool that imple-
ments an evaluation model. The selected one is the result of Erla Mariela Morales 
thesis called HEODAR (Herramienta de Evaluación de Objetos de Aprendizaje) 
which principles [8] where studied and considered as appropriated for being used in 
an institutional environment: the University of Salamanca, experimentally integrated 
in a LMS platform with expansion possibility to other existing platforms. 

3   Initial Planning 

Among the variety of LMS platforms existing nowadays, it must be taking into ac-
count the selection of the optimal platform for an initial integration of HEODAR tool. 
Due to the recent implantation at the University of Salamanca of a new LMS plat-
form, which is used by teachers and students, it is resolved to implement the tool to 
woks under such LMS: Moodle. One of the biggest motivations is the possibility of 
making impact, effectiveness, utilization and usability studies about the model and 
also about the designed tool in a practice and guarantied form. It is consider getting 
these results during the first months after the integration tool process. The results will 
be used for review and correction. 

In addition to these factors, this LMS brings another advantages set over other ex-
isting LMS, beyond its use in an academic environment and its use in real formative 
experiences: 

1. Moodle is an Open Source software system. 
2. Moodle is implemented and maintained by an international community in-

tegrated for more than 600.000 members (Januaty 2009 information, 
http://moodle.org/stats) 

3. Moodle has a base of about 50.000 installed servers around the world (199 
with more than 10.000 registered users) in whitch there is more than 27 
millions of inscribed students. 

4. Moodle is translated to 75 languages [9]. 

Moodle is used as the primary LMS in most of Spaniard universities. In Spain, 
Moodle community is really consolidated, and annual congresses are celebrated with 
great participation grades, especially of every level public and private education cen-
ters agents and of company’s directives. Nowadays, Moodle is the most popular 
eLearning environment in Spaniard educative centers and every day the number of 
interested companies increased. The versatility and easy to use philosophy, an impec-
cable community attention and an original business model are the succeed keys [10]. 

4   Form Study 

Once determinate the platform in which the development and tests are going to be 
focused on, without undermining its possible expansion to other platforms when  
the functionality has been thoroughly tested, there is a discussion about the best 
integration form of HEODAR tool into Moodle. 
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From a platform point of view, there are several ways to accomplish the utilities in-
tegration with Moodle: the incorporation to the Moodle core (as a resource or an ac-
tivity) or the development of independent tools linked with the platform using data 
communication techniques. 

From a HEODAR point of view, and taking into account its collaborative charac-
teristics [11], it is not considered the design and development of the tool as an exter-
nal complement, but the definition and development as a functional element inside the 
platform that can be deployed on it. Obviously, and knowing the HEODAR character-
istics, in which appears a clear relation with tutors and content authors, it is finally 
decided a tool functional an architectonical definition as a Moodle activity module. 

5   Architectonical Definition and Data Sources 

Once the decision regarding the environment and the initial design and implementa-
tion form is reached, it starts the study of the different ways to research and define the 
module architecture. 

While the Moodle module definition and schema sets a group of parameters that 
must be considered in order to obtain a correct integration and working of the module, 
there are still several aspects to be evaluated. The HEODAR tool succeeds rely on the 
correct selection of such aspects. 

The first one focuses on the data model. We worked on the correct definition of 
this model towards meeting the needs the evaluation model sets out, but also thinking 
about how to satisfy other factors suggested by the model authors and that, probably, 
will constitute a first evaluation model evolution. Such factors should be translated 
into the data model and are referred to the following characteristics: 

• The possibility, not actually considered, of modifying weights that will affect 
to the calculation process of the evaluation score. These weights are associ-
ated to the different evaluation model classifiers. At this moment, in the 
original evaluation model, every classifier has the same weight. 

• To provide intelligent capabilities to the tool, through software agents results 
analysis. These agents interpret and transmit the process results to the stake-
holders (mainly content authors) without the need for them to access the plat-
form and get the information.  

This second factor has been considered as really interesting by some content au-
thors, while it represents a tangible improvement on the way in which these authors 
receive feedback about the quality of its contents. With this information they may be 
able to improve them. 

Note that the content authors do not usually publish them (especially in a post-
graduate and continuing education fields) on one platform (even on homogeneous 
platforms). In that way they may find it useful the existence of an element (agent) that 
extracts the valuable information about their content, and send it to them automati-
cally indicating the origin information platform. 

Thus, with the gathered information a definition of the architecture model is made. 
This model can be observed in Fig. 1. 
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Fig. 1. Architecture model 

6   Development Phases 

In order to implement the two main blocks that constitute the proposed architectural 
model, the tool itself and the agent system, the project is divided into two phases: 

• First phase: it is constituted for the definition and construction of a stable 
data model and the implementation and implantation of HEODAR tool as a 
Moodle module. 

• Second phase: it concentrates the effort in the design and implementation of 
an agent system which provide the module with the intelligent behavior pre-
viously defined and clearly useful for tutors and content authors. 

Both phases are integrated into an incremental construction model, which allows 
putting into operation the first phase resultant product and, after certain time, integrat-
ing the second phase resultant product, without modifying the working process of the 
initial module or the stored evaluation result. 

Actually the first phase is carried looking for being incorporated into the Moodle 
platform of the University of Salamanca (Studium) and perform rigorous tests and 
impact studies. 

7   The Developed Module 

The functional and information characteristics of the first phase implemented module 
are adapted to the requested necessities includes in the theoretical evaluation model 
definition. All that information was evaluated in order to define the data model in 
which the module relies on. This data model can be seen in Fig. 2. 
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Fig. 2. Module data model 

 

Fig. 3. Module configuration 
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It is notable that the incorporation of evaluation questions into the data model re-
sponds to an issue indicated in establishing the foundations of the tool itself [3]. This 
issue is the possibility that in the future, factors and parameters measured by each of 
the questions can vary in the future due to the own experience. Whit this model the 
question and classification modification is possible. 

This is obviously reflected in the score calculation process implementation for a 
particular Learning Object evaluation through the evaluation model questions. This 
calculation process must be implemented considering the number of questions of each 
category and another factor: the score of a concept depends on the weights of each 
sub concept it involves. 

Thus, it is possible to define, using the module configuration, the influence weights 
as seen in Fig. 3. 

 

Fig. 4. Module instantiation 

 

Fig. 5. Evaluation form 
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With regard to the configuration of the activity in which this tool is integrated, only 
minimum information is requested to the creation of an evaluation activity. This in-
formation is a name to name the activity in the course, a description and one of the 
course learning objects. These learning objects are obtained from available platform 
data for the course in which the activity is being configured. An example could be 
shown in Fig. 4. 

With regard to evaluation display, this is represented as a test to each of the par-
ticipants of the course. The factors are classified and presented according to the data 
definition, making easy the completion of each of the factors, which evaluation levels 
are specified in the theoretical definition of the tool. Fig 5 shows an example of such 
representation. 

8   The Second Development Phase 

Once the module resulting from the development of the first phase is integrated, fol-
lowing steps should be, the recovery and analysis of the first data released from the 
module use in Studium, and the beginning of the development of the second stage. 

In an initial evaluation made about the different techniques that allow the imple-
mentation of considered behavior, the best option is working over a JADE agents 
platform. This platform will be the base of the implementation and integration of a set 
of agents which autonomously do the following tasks: 1) Periodic Retrieval of infor-
mation gathered through the tests. 2) Processing and transmission of information 
analyzed and transformed to the contents authors. 

Obviously, there is a system configuration that will allow agents to identify those en-
vironments (platforms) on which the use of this system is possible. Also they were al-
lowed to access to the appropriate stored data, obtained through the module evaluation. 

Another aspect is the different contexts in which this module is thought to be used. 
Initially it will be tested in an academic context, at the University of Salamanca in a 
Moodle platform that is a part of the Online campus Studium. 

The second step will be to test the tool in an enterprise context, more specifically in 
Clay Formación, so we will be able to compare the results in both context, and finally 
the tool is pretended to be installed in a foundation model linked to a rural environment. 

With all this information a results review will be made and the conclusions will be 
applied for the tool improvement. 

9   Integration with JADE Agents 

There are several attempts to integrate an LMS platform with a system of agents in 
order to provide a degree of intelligence to this system. Considering Moodle LMS, 
some initiatives and integration trials has been made, among which, Forums will be 
enhanced. This integration was the addition of some new parameter to the forum and 
which allows the definition of the communication way between agents and the plat-
form. Those parameters include the option to enable or disable the use of information 
by the system of agents in order to prevented external queries. Another important 
parameter is the frequency with which the agents carry out the tasks entrusted to it. 
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All these parameters can be exported to the system of agents focused on a JADE 
platform. This is because there are evidences of the potential for integration and op-
eration of that exportation. 

The result, once developed, will be added to the module already produced and put 
into operation in the platform Studium of the University of Salamanca. 

10   Conclusions 

Considering evaluation of learning objects and its related processes, HEODAR im-
plementation could be seen as an example that changes this preceding way. This is 
because we can evaluate learning elements in a different context. This context is  
directly where teachers and students use them, in a Learning Management System. 

The integration as a Moodle module has resulted in a success due to the possibility 
of it integration in the platform for Online Teaching of the University of Salamanca. 
Since that integration, results will begin to be extracted from the data generated by the 
assessments of the actors involved on that platform. This information will be used for 
the improvement of learning objects stored in repositories of that university. 

This represents an important advantage in comparison with those which have not 
yet integrated the developed module, this is because it allows continuous improve-
ment of content, which is expected to increase satisfaction among students. This fact 
will be confirmed by the better grades granted by evaluators to all that reevaluated 
objects. 

Also, future work, focusing mainly on intelligent systems for communication with 
the authors of content, will make a substantial improvement in the implementation of 
HEODAR which level was measured by comparative studies between the results 
obtained in the initial stage and those obtained after the integration of the second 
phase of development. 

The quality of learning is conditioned to, among other factors, the quality of con-
tent and the quality of learning objects, such as basic units of knowledge. Also im-
plementations and evaluation techniques must be considered, as a way to improve 
learning quality and thus the satisfaction of students and tutors. This is the reason 
because the evaluation and its application in real contexts is so important to improve 
learning processes. 
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Abstract. Web 2.0 has created new possibilities for students to engage, interact 
and collaborate in learning tasks that enhance learning processes and the overall 
learning experience. The challenge for educators is to design and integrate a 
new set of tools based on specific didactic principles associated with a specific 
domain of learning. This article discusses experiences and challenges of using a 
Web 2.0-based collaborative learning environment in case-based teaching of 
foreign languages. The cognitive processes underlying learning and in particu-
lar foreign language learning are assumed to be facilitated by means of collabo-
rative Web 2.0 applications. Based on the notions of social constructivism and 
social constructionism, we argue that foreign language learning is an individual 
as well as collaborative process and cognitive processes underlying learning 
and in particular foreign language learning are facilitated by means of collabo-
rative Web 2.0 tools. Preliminary experiments have indicated that collaborative 
learning processes that are embedded in an e-learning platform are supportive 
and conducive to successful problem-solving which leads to successful adult 
foreign language learning. 

Keywords: Web 2.0, collaborative learning, foreign language learning, learning, 
case-based teaching, social learning, cognitive processes. 

1   Introduction 

The central idea of social-constructivism is that knowledge construction is a social 
process that occurs through connectivity and collaboration with others. Constructiv-
ism postulates that human knowledge is constructed and that the learner builds new 
knowledge based on the foundations of previous learning. In a constructivism ap-
proach to learning, the learner is no longer a simple passive receiver of knowledge; 
(s)he is stimulated to play an important role in constructing her/his knowledge. Learn-
ing processes may also take place through complex interactions such as games,  
conversations, and collaborations with colleagues and friends. In this context social 
learning may be defined as a more ludic form of learning [1]. 

In terms of social-constructionism, we would argue that the learning process also 
occurs in communities that constantly interact with the individual’s constructions in 
the internal learning process [2]. As a result, foreign language learning occurs as part 
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of a social interplay, which is influenced by the culture and communicative under-
standings that surround the individual learner. Moreover, by using communicative 
web-based tools, learners are prompted to describe the learning process and take in 
feedback, which may support learning processes and facilitate foreign language learn-
ing. Within the learning platform, this is implemented in the form of a learning log.  

Knowledge creating learning processes are key to the development of the knowl-
edge society [3] and needs to be supported by new learning platforms that are facilita-
tive of collaborative and constructive learning. The project outlined in this article 
focuses on an interplay between foreign language learning and Web 2.0 applications 
integrated in a collaborative learning platform. Returning to social- constructionist 
and –constructivist considerations, we would argue that new learning and teaching 
strategies may be designed using Web 2.0 tools [4, 5]. Social software including 
wikis, blogs, user created videos, podcasting have created new possibilities for stu-
dents to engage, interact and collaborate in learning tasks that enhance learning proc-
esses and the overall learning experience. However, in order to design new learning 
platforms that enhance the learning experience, educators must plan and conceptual-
ize the pedagogical principles, the associated tools and the strategy that enable them 
to test their assumptions according to specific learning objectives. The growing popu-
larity of Web 2.0 suggests that students’ learning might be accomplished under cir-
cumstances different from those currently used in universities. Furthermore recent 
studies suggests that the digital generation of students learn differently from the pre-
vious generation and they are dependent on the Web for accessing information and 
interacting with the others [6]. Even though Web 2.0 applications are promising for 
use in the educational setting, more considerations and evaluation studies are needed 
in order for “pedagogy 2.0” to be established [7]. Web 2.0 social software may be 
approached from different perspectives:  as a new social media tool, a facilitator of 
new forms of interaction and knowledge sharing [8], enabler of personal information 
and knowledge management tools and new didactic tools that facilitate interaction and 
social processes.  

In this article we investigate the possible use of a Web 2.0 collaborative platform 
for foreign language learning in a case-based setting. We discuss why case-based 
learning is particularly relevant for adult, foreign language learning at university level 
and how students’ learning logs may support reflection and processes that facilitate 
deep-learning. Preliminary studies have emphasized the need for a collaborative plat-
form that supports and enhances foreign language learning processes which are inher-
ently social and individual at the same time.  A next step would involve the design of 
a dynamic semantic-enhanced learning environment that accommodate personaliza-
tion and enable users to set their own personal agenda for learning [9]. 

The article is structured in 5 sections. The following section describes the theoreti-
cal and didactic principles that underlie learning and in particular foreign language 
learning. Section 3 introduces the case-based foreign language learning setting and 
highlights the importance of collaboration and the associated social processes for 
foreign language learning. Section 4 provides an overview of the pilot study and  
discusses the preliminary results, while section 5 provides a summary and a future 
outlook towards new experiments and challenges for an enhanced version of the  
platform. 
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2   Learning, Cognition and Foreign Language Learning 

Efficient and successful learning strategies are crucial to educational success and 
lifelong, adult learning may successfully take its starting point in the learner’s under-
standing of what it means to learn.  

However, what is rested in the concept of learning, and how may it be defined in 
terms of foreign language learning? First of all, learning a foreign language resembles 
learning how to solve all other sorts of problems ranging from learning how to drive a 
car to studying astronomy. One definition of learning is “the process which leads to 
the creation of new knowledge thus changing the learner’s behaviour and his or her 
understanding of the surrounding world”[10]. Learning is thereby individual and 
process oriented in contrast to instruction, which focuses on subject matter and aims 
at disseminating information. Contrary to child learning, conscious cognitive strate-
gies are key to adult learning. Additionally, understanding why and how for instance 
languages work and hearing or reading explanations may be used to monitor proc-
esses that are useful shortcuts to taking in new knowledge [11]. 

Learning comprises reflection on one’s own learning processes – a form of meta 
cognition – where the ability to stop and think about one’s own learning process be-
comes central and adds to personal development. Additionally, it facilitates new in-
sights and thereby raises cognitive awareness [12]. For this reason, learning should be 
viewed as a life-long process where assimilation and accommodation processes sub-
stitute rote learning and remembering of facts [10]. However, this process is depend-
ent on individual learning styles “the way in which each individual learner begins to 
concentrate on, process, absorb, and retain new and difficult information [13]”. From 
this perspective learning is an individual matter and each learner has his or her own 
method of acquiring knowledge. 

Motivation is another important factor in learning including foreign language 
learning – if you cannot see the raison d’être of learning something new, you probably 
will not bother to pay attention or take in new knowledge. In other words, new intake 
about a foreign language requires that your affective filter is low and that you are 
willing to incorporate new and sometimes conflicting information in order to move 
ahead.  In terms of looking at motivation in educational settings, the aspect of time is 
also an essential element. During the complex processes of foreign language learning, 
“motivation does not remain constant, but is associated with a dynamically changing 
and evolving mental process, characterised by constant (re)appraisal and balancing 
of the various internal and external influences that the individual is exposed to” [14]: 
617. As a result, most learners experience a fluctuation of their enthusiasm and  
commitment during a learning process. 

From a foreign language learning perspective, this is not always consistent with the 
exposure of the formal classroom or other formal, predesigned learning platforms, as 
the process is individual, characterised by individual learning styles and based on the 
needs and capabilities of the individual learner. This, however, does not mean that 
there are not many patterns of similarity by which foreign language learning may be 
organised collectively, but individualised learning platforms may serve the purpose 
better since individual learning patterns may be taken into account. In contrast to this, 
it is part and parcel of language learning that it takes place in collaboration with oth-
ers – you cannot learn a language without hearing and reading what others produce. 



 Web 2.0 Applications, Collaboration and Cognitive Processes 101 

 

Learning takes place in interaction and this must be facilitated together with individu-
alisation in order for language learning to be as successful as possible.  

Foreign language learning rests on the learner’s ability to identify where the prob-
lems lie and on his/her ability to address areas of lack of competence. Again, similar 
to all other learning processes, foreign language learning is a construction process 
where previous knowledge is used as building blocks and where matches and mis-
matches with previous knowledge are brought into play. Acknowledging this means 
that learning a foreign language may be addressed in similar ways as other forms of 
learning. However, foreign language learning processes do require a very high degree 
of practice as well, for which reason learners should be allowed to experience the 
‘flow’1 that motivates and creates new impulses. As highlighted by Rasmussen [15], 
“We as actors are situated within a framework that contains a past, present and a 
future – i.e. our temporal standpoint moves and writes a part of the history, and cre-
ates a culture in which learning occurs”. Following this, flow should be viewed as a 
condition in which people are so absorbed in a specific task that they forget all about 
time and place. Csikszentmihalyi [16] defines flow as, “a deep and uniquely human 
motivation to excel, exceed, and triumph over limitation”.  

The next section discusses a learning platform that facilitates collective as well as 
individual learning and foreign language learning at the same time. 

3   Collaborative Learning and Web 2.0 

Web 2.0 based applications include online chat forums, wikis, blogs, social network-
ing sites that make knowledge sharing easy and unobtrusive for the individual. This 
type of tools facilitates communication, sharing information and online socialization. 
Web 2.0 social applications may be a facilitator for the exchange of items of interest 
such as: bookmarks, business contacts, music, videos, photos, articles, views etc. 
Using Web 2.0, users may easily express or share their opinions, ‘think by writing’, 
seek others’ opinions and feedback and be connected with the others.  

Web 2.0 applications facilitates social processes, communication, online interac-
tion and eventually enable social learning where emphasis is on collaboration, debate, 
critique, peer review. Contextual collaboration seamlessly integrates content sharing, 
communication channels and collaboration tools into a unified user experience that 
enables new levels of productivity [17].  

Ultimately, personal knowledge management becomes possible and thus individu-
alization together with collaboration, whenever this is called for, becomes a  
motivating factor that enhances knowledge acquisition, deep learning and student 
performance. Additionally, it enables the learner to optimize his/her management of 
knowledge, as (s)he is able to reflect upon his/her knowledge during the creative 
process. Finally, it is particularly interesting in terms of foreign language learning, as 
the acquisition of effective problem-solving, self-directed learning and team skills is 
probably more important than the content learned [18]:631. 

                                                           
1 Hermansen defines flow as the pre-occupied time in which activities in the present absorb the 

past and present in an imploding the present of vitality (2005: 42). 
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3.1   Case-Based Language Learning 

Traditionally, cases have been used to highlight and discuss decision making proc-
esses, to address problem solving procedures and to address issues in leadership and 
management. Teaching with cases is a useful tool if the goal is to experience problem 
solving in simulations that resemble real life situations and with case content based on 
real life events or on ongoing developments. However, if we accept that language 
learning is a construction process, where new knowledge is added through experienc-
ing successes or the opposite in communication situations, and if we accept the notion 
that personal involvement and motivation are key elements in all learning, then case-
based language learning is an obvious possibility and challenge for the language 
learner and the learning platform designer. 

Research has shown that if students work with language problems in an electronic 
case environment, they become more motivated for collaboration, resulting in suc-
cessful planning of communication [19]. In more traditional learning environments 
where case work is limited to the simulation scenario and where no collaborative 
services are offered early on, process-oriented information sharing and learning are 
very limited. These findings together with a very clear focus on the language elements 
through case-based teaching within a Web 2.0 enabled e-learning platform suggest 
that learning may be efficient if the students’ attention is focused on communication 
oriented problem solving in a collaborative environment. 

Cases are not new to the language learning classroom, but cases have not been 
used to learn languages, rather to discuss cultural, business related and political issues 
in intercultural business courses. In these case-based teaching classrooms, learning 
how to solve managerial problems or solve issues in Human Resources departments 
may be valuable assets to understanding differences and problems in for instance 
global business, but language issues per se are not part of the package. 

Foreign language learning with cases means that focus in the case is on decoding 
messages, constructing and producing new texts and on successful communication 
and dissemination of information. For these elements to be featured in the case, we 
need to take problem solving and the establishment of new language related knowl-
edge seriously. We have to address issues in linguistics, pragmatics, discourse and 
culture as well as strategies that will assist the learner in understanding and producing 
the best texts possible – either in written or spoken formats. 

Having established that language learning, decoding and production are collabora-
tive processes where meaning is often negotiated by interlocutors, we need to look at 
how these tie in with case-based teaching. First of all, we need to move attention away 
from problem-solving related to company processes and decision making and over to 
problem-solving related to communication and language related problems. How is 
information processed if the purpose of that information processing is for instance the 
production of a press release for a global business? What are the issues at stake if we 
need to address new target audiences, to produce texts that differ in genre, if we need 
to draw on intercultural knowledge sharing? Then the case addresses problem solving 
in relation to language and interculturality, information processing, and informed re-
flection addresses successful dissemination of information and communication. The 
problem-solving involved is as complex and differentiated as that related to solving 
management problems and the processes that learners need to master are of a similar 
nature. The language case deals with analysis and evaluation of a communication  
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situation where focus is on professional communication across cultures and languages. 
Therefore, the decisions made are product-oriented and relate to cultural and language 
related parameters; decision-making focuses on communication strategies, on target 
audience characteristics and adaptation to cultural parameters. Based on these assump-
tions, the language case is one of the answers to adult, foreign language learning but it 
requires setting up a collaborative case-based learning platform. 

As stated above, the collaborative nature of language learning means that case-
based work should also facilitate online exchange of information, information sharing 
and information management possibilities.  

3.2   From Blogs to Learning Logs 

Traditionally, blogs are textual but they vary widely in their content. They can be 
devoted to politics, sharing opinions, news, or technical issues. Using a blog, students 
can demonstrate critical thinking, take creative risks and make sophisticated use of 
language [4].    

In this context, blogs are used to reinforce learning processes and create a forum 
for students to reflect on what and how they learn. In order to know more about how 
to make learning more efficient, learning logs that track progress, obstacles, successes 
and lack of the same are very useful tools both for the learner and for the lecturer.  

Learning logs do not require special training – reflecting on your own processes is 
sufficient, especially as this increases awareness of processes and meta-knowledge of 
the processes experienced. The purpose of the learning log is twofold: giving the learner 
an insight into his/her own processes and own problem solving strategies, difficulties 
overcome and new challenges that must be met and giving researchers and lecturers 
insights and new data on learners’ processing of a foreign language in a multifaceted 
process that involves both foreign language acquisition and the intake of non-language 
related information. This information is of the utmost importance for the learner who is 
given access to own learning style characteristics, reflection on own cognitive processes 
and to the researcher/lecturer who is provided with valuable insights into what works 
and what does not work for the individual learner and for a group of learners. 

The learning log may facilitate reflection and enhance deep-learning by aiming to 
track student cognitive processing similar to think-aloud protocols and retrospection 
of data. The learning log thus becomes an incentive to students to reflect on their 
learning as well as tool to measure the success of the learning process. Qualitative as 
well as quantitative analyses have been and are currently being carried out, but as 
stated in the section 2, learning demands an individual effort which the learner may 
monitor, gain meta-knowledge about and use in his or her personal development. 
Affective filters, such as the need to learn, may influence learning. Accordingly, mo-
tivation may be high or low as well as successes and failures to incorporate new 
knowledge that change a little bit of you through a process of acquisition and may be 
influencing the pattern of learning experienced.  

4   Pilot Study 

In order to test some of the central hypotheses sparked by the assumption that adult 
foreign language learning will be facilitated and individualised through a collaborative 
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case-based, electronic learning platform, a pilot study was set up in the spring of 2007. 
The case presented was developed to match the concept of a language case and thus 
reflected the language case setup outlined above. The study focused on two student 
groups evaluating learning processes, reflection and the quality of the portfolio-based 
assignments. The first group was presented with the case-based portfolio assignment in 
a Joomla2-based electronic platform and content management system, whereas the 
second group received the material as a paper-based case. The material included a 
press release, a translation assignment and a short report. The research questions fo-
cused on four aspects: motivation, student information processing, student use of 
methods and models introduced in the case and the final results of the students’ work. 

In regard to the information processing and the work processes involved, it was as-
sumed that the electronic language learning platform would lead the students to re-
flect more on their processes, share information early on in their assignment work, 
and facilitate deep-learning through focusing on the processing of information rather 
than on the end result. The research assumptions were that if students were encour-
aged to collaborate, to share information, to use peer review opportunities, their learn-
ing outcome would be deeper, they would take in new information that would be 
internalised and accessible for later use as it was individualised through problem-
solving and not via instruction.  

Methodologically, the study was organised as follows: the case and the research 
questionnaires were designed by the research group; a teacher who was not a member 
of the research group taught both groups of students. Each group of students com-
prised approximately 30 students of English at the Copenhagen Business School 
bachelor programme in English and international business communication. The 
teacher and the students were asked to evaluate the work processes, and their per-
formance during and after four weeks of case-based learning work. Additionally, the 
teacher was asked to write a log book for each group and she was interviewed by an 
external consultancy to ensure non-partisanship and objectivity. The two groups’ 
assignments were evaluated by the teacher and anonymously by a research group 
member.  

The results of the qualitative interviews and the questionnaires were that in regard 
to the motivation factor, both teacher and students were more motivated in the elec-
tronic learning platform than in the traditional case-based learning work because it 
was a novel and innovative educational initiative, where the students behaved “as 
usual” with a decrease in participation, a decrease in the number of assignments 
handed in and a high level of focus on the final product rather than on learning proc-
esses that would lead to the final product.  

The results of the pilot study show that the students were more successful in regard 
to solving assignment problems that were of a discoursal or pragmatic nature than the 
control group, whereas the control group was more successful at the linguistic level, 
ie solving problems of syntax and morphology. This has led the research group to 
conclude that – based on the pilot study – there seems to be a relationship between 
students’ ability to solve more complex foreign language problems related to genre, 
target group adaptation, script and situation adequacy if their knowledge sharing dur-
ing assignment work is facilitated. The pilot study did not set up ideal conditions for 

                                                           
2 http://www.joomla.org/  



 Web 2.0 Applications, Collaboration and Cognitive Processes 105 

 

knowledge sharing; however, the students responded favourably to the possibility. 
The study does not provide information on the long-term effects of the knowledge 
taken in – it is not clear whether the knowledge acquired has become declarative and 
thus ready for re-use in new contexts. 

In regard to methods and models used and discussed by the students, opinion differ 
between the teacher and the research group on the one side and the students on the 
other side. The teacher and the research group can trace students’ successful use of 
models and methods in both groups, but different models and methods are applied 
depending on the language learning platform selected. The electronic platform invited 
methods that were collaborative whereas the paper-based case work seemed to be less 
collaborative and more result-oriented. The students, on the other hand, did not reflect 
on these differences and did not see themselves as more or less able to draw on meth-
ods and models that might assist them in their problem solving. 

On the question of learning outcomes, the students, who had worked with the elec-
tronic platform, were of the opinion that the role of the teacher as facilitator and spar-
ring partner was very positive. They also stated that the electronic learning platform 
was more realistic than traditional case work, especially the ”publication aspect”, 
which meant that the students’ final products were made available to all students in a 
shared forum. These real-life elements contributed to students’ motivation and eager-
ness to perform well, but did not mean that the number of portfolio-assignments in-
creased. The students were happy to read what other students had produced, but did 
not after all feel the inclination to process the more time-consuming and challenging 
assignments of the case.  

5   Discussion and Outlook 

The article has introduced case-based foreign language learning that is facilitated by a 
Web 2.0 enabled collaborative platform that supports social learning as well as indi-
vidual learning. Based on the above theoretical considerations and the pilot study, the 
following challenges may be identified: the setting up of a new and improved foreign 
language learning platform that allows students to interact online, collaborate and 
share knowledge in all phases of the process that leads to the production of a foreign 
language text. Furthermore, a learning log must be incorporated to capture cognitive 
development associated learning processes and reinforce reflection as well as the 
students’ experience in regard to the completion of case-based teaching assignments. 
Preliminary results have indicated that motivation and collaboration are influencing 
the quality of students’ work, that the electronic platform is a facilitator for collabora-
tion and for knowledge sharing. The electronic platform invited collaborative methods 
whereas the paper-based case work seemed to be less collaborative and more  
result-oriented. 

The assumption is that the case-based learning platform integrating Web 2.0 tools 
supports deep-learning of foreign languages and the intake of new words and knowl-
edge that will be turned into new, re-usable knowledge, as students are made aware of 
their own processing and successful roads to intake that will remain in their knowl-
edge base. This means that reflection that supports and reinforces learning must be 
part of the case-based learning setup. The learning log is one answer to this – but not 
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just a haphazard description of what the students did and did not do; this part of the 
learning process needs awareness-raising elements that will provide new insights to 
the individual student and enable the student to understand and benefit from the 
strong elements of his or her learning style. Here, reflection questions may enhance 
students’ learning log use and self-understanding. 

The design of appropriate learning logs is a key element in further development of 
the learning platform together with a more social, user-friendly interface which allows 
students to collaborate, share information, experiences and connect through synchro-
nous and asynchronous communication services. In the new version of the platform, 
the students will be offered the possibility to present critique and comment on the 
other student’s work, be able to collect and share references and materials that are 
relevant for their portfolio assignments. We expect that using the platform the stu-
dents will acquire communicative, critical and collaborative skills that are useful both 
for scholarly and professional contexts.  
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Abstract. The research and scholarly community of users in a digital library 
presents several characteristics that make necessary the development of new 
services capable of satisfying their specific information needs. In this paper we 
present a filtering and recommender system prototype that applies two ap-
proaches to recommendations in order to provide users valuable information 
about resources and researchers pertaining to domains that completely (or par-
tially) fit that of interest of the user. As an outlook, we briefly enumerate its 
main features and elements, and present an operational example, which illus-
trates the overall system performance. Additionally, the outcomes of a simple 
evaluation of the prototype are shown.  

Keywords: Filtering and Recommender Systems, Digital Libraries, Scholarly 
Community, Semantic Web technologies, Fuzzy Linguistic Modeling. 

1   Introduction 

One of the key aims of the so-called Information Society is to facilitate the intercon-
nection and communication of sparse groups of people, which can collaborate with 
each other by exchanging on-line information from distributed sources [1]. In specific 
contexts, such as in the research and scholarly domain, where many times work is 
developed relaying on team-based research [5], finding colleagues and associates to 
build collaborative relationships has become a crucial matter. Actually, this is one of 
the pillars of the conduct of research and production of scholarship [17]. Neverthe-
less, this task can be specially difficult when the research activity implies opening 
new multidisciplinary lines of investigation, since it is hard to know what’s hot and 
who’s in in a certain domain out of that of our specialization (even if both areas are 
related or close to each other).  

Due to this, scholarly libraries in general and digital scholarly libraries in particular 
(which are considered by the research and scholarly community as main nodes to 
access scientific information) must provide their users new services and tools to ease 
such kind of tasks.  

In this paper we present a filtering and recommender system prototype for digital 
libraries that serves this community of users. The system makes available different 
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recommender approaches in order to provide users valuable information about re-
sources and researchers pertaining to knowledge domains that completely (or par-
tially) fit that of interest of the user. In such a way, users are able to discover implicit 
social networks where is possible to find colleagues to form a workgroup (even a 
multidisciplinary one). 

The paper is structured as follows. In section 2 we briefly present the main features 
and elements of the prototype. An operational example of the performance of the pro-
totype is shown in section 3, and the outcomes of an experiment to evaluate the system 
are presented in section 4. Finally, in section 5 some conclusions are pointed out. 

2   Overview of the Prototype 

The system here proposed is based on a previous multi-agent model defined by 
Herrera-Viedma et al. [14], which has been improved by the addition of new func-
tionalities and services. In a nutshell, our prototype eases users the access to the in-
formation they required by recommending the latest (or more interesting) resources 
acquired by the digital library, which are represented and characterised by a set of 
hyperlink lists called feeds or channels that can be defined using vocabularies such as 
RSS 1.0 (RDF Site Summary) [3]. The system is developed by applying different 
fuzzy linguistic modeling approaches (both ordinal [24] and 2-tuple based fuzzy lin-
guistic modeling [13]) and Semantic Web technologies [4]. While fuzzy linguistic 
modelling [24] supplies a set of approximate techniques to deal with qualitative as-
pects of problems, defining sets of linguistic labels arranged on a total order scale 
with odd cardinality, Semantic Web technologies allow making Web resources  
semantically accessible to software agents [11]. In such a way, is possible to  
improve user-agent and agent-agent interaction, and settle a semantic framework 
where software agents can process and exchange information.  

Based on this infrastructure, the system is able to filter and recommend resources 
from two different approaches that are explained in the following section. 

2.1   Recommender Approaches 

Traditionally, filtering and recommender systems have been classified into two cate-
gories [18]: systems that provide recommendations about a specific resource accord-
ing to the opinions given about that resource by different experts with a profile similar 
to that of the active user (known as collaborative recommender systems) and systems 
that generate recommendations according to the similarity of a resource with other 
resources assessed by the active user (i.e. content-based recommender systems). 

In both of them, the likeness can be measured using different similarity functions 
[19][22] which are usually interpreted in a linear way (i.e. the higher the similarity 
value is, the more relevant it is to generate a recommendation). This is what we call 
monodisciplinary approach, since it lets users deepen into their knowledge in a spe-
cific area. 

Nevertheless, as discussed above, it’s quite common (and almost a need) for many 
researchers the need to keep the track of new developments and advances in other 
fields related to their specialization domain. In this way, it is possible for them to 
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widen their research scope, open new research lines and create multidisciplinary 
workgroups. 

In such circumstance, users require to get recommendations about resources whose 
topics are related to (but not exactly fit) their preferences, but without modifying their 
starting preferences at all. In this case it makes sense considering as relevant an inter-
val of mid-range similarity values instead of those close to one (i.e. both extremely 
similar and dissimilar similarity values are discarded). Therefore, it would be neces-
sary defining some kind of center function [23] that enable constraint the range of 
similarity values we are going to consider as relevant. In our model, the interpretation 
of similarity is defined by a Gaussian function µ as the following: 

μ Sim pi , r j( )( )= e
Sim p i , r j( )− k( )2

 
where Sim (pi, rj) is the similarity measure among the resources pi and pj , and k repre-
sents the center value around which similarity is relevant to generate a recommenda-
tion (in this case k=0’5). This is what we call multidisciplinary approach. 

 

Fig. 1. Gaussian center function 

2.2   Architecture and Modules 

To carry out the filtering and recommendation process we have defined 3 software 
agents (interface, task and information agents) that are distributed in a 5 level hierar-
chical architecture: 

• Level 1. User level: In this level users interact with the system by defining their 
preferences, providing feedback to the system, etc. 

• Level 2. Interface level: This is the level defined to allow interface agent develop-
ing its activity as a mediator between users and the task agent. It is also capable to 
carry out simple filtering operations on behalf of the user.  

• Level 3. Task level: In this level is where the task agent (normally one per interface 
agent) carries out the main load of operations performed in the system such as the 
generation of information alerts or the management of profiles and RSS feeds. 

• Level 4. Information agents level: Here is where several information agents can 
access the system's repositories, thus playing the role of mediators between infor-
mation sources and the task agent. 

• Level 5. Resources level: In this level are included all information sources the sys-
tem can access such as a full-text documents repository and a set of resources de-
scribed using RDF-based vocabularies [2] (RSS feeds containing the items featured 
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by the digital library, a user profile repository and a thesaurus that describes the 
specialization domain of the library). 

The underlying semantics of the different elements that make up the system (i.e. 
their characteristics and the semantic relations defined among them) are defined 
through several interoperable web ontologies [9][10] described using the OWL vo-
cabulary [15]. 

In the prototype there are also defined 3 main activity modules: 

• Information push module: This module is responsible for generating and managing 
the information alerts to be provided to users. The similarity between user profiles 
and resources is measured according to the hierarchical lineal operator defined by 
Oldakowsky and Byzer [16], which takes into account the position of the concepts 
to be matched in a taxonomic tree. Once defined this similarity value, the relevance 
of resources or profiles is calculated according to do the concept of semantic over-
lap. This concept tries to ease the problem of measuring similarity using taxonomic 
operators, since all the concepts in a taxonomy are related in a certain degree and, 
therefore, the similarity between two of them would never reach 0 (i.e. we could 
find relevance values higher than 1 that can hardly be normalized). The underlying 
idea in this concept is determining areas of maximum semantic intersection be-
tween the concepts in the taxonomy. To obtain the relevance of profiles to other 
profiles we define the following function:  

Sim Pi, P j( )=
H k Sim α i,δ j( )( ) ω i + ω j

2

⎛ 
⎝ 
⎜ 

⎞ 
⎠ 
⎟ 

k =1

MIN N ,M( )∑
MAX N , M( )

  
where Hk(Sim (αi, δj)) is a function that extracts the k maximum similarities de-
fined between the preferences of Pi ={α1, …, αN} and Pj={δ1, …, δM}, and ωi, ωj are 
the corresponding associated weights to αi and δj. When matching profiles  
Pi ={α1, …, αN} and items Rj ={β1, …, βM}, since subjects are not weighted, we will 
take into account only the weights associated to preferences so the function in this 
case is slightly different: 
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• Feedback or user profiles updating module: In this module, the updating of user 
profiles is carried out according to users’ assessments about the set of resources 
recommended by the system. This updating process consists in recalculating the 
weight associated to each preference in a profile and adding new entries to the rec-
ommendations log stored in every profile. We have defined a matching function, 
which rewards those preference values that are present in resources positively as-
sessed by users and penalized them, on the contrary, when this assessment is nega-
tive. Let ej∈ S’ be the satisfaction degree provided by the user, and ω j

il ∈ S the 
weight of property i (in this case i=«Preference») with value l. Then, we define the 
following updating function g: S’x S→S: 
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g e j ,ω li
j( )=

sMin a + β ,T( ) if sa ≤ sb

sMax 0,a − β( ) if sa > sb

⎧ 
⎨ 
⎩  

sa , sb ∈ S | a,b ∈ H = {0,...T}

 
where, (i) sa= ω

 j

li; (ii) sb= ej; (iii) a and b are the indexes of the linguistic labels which 
value ranges from 0 to T (being T the number of labels of the set S minus one), and 
(iv) β is a bonus value which rewards or penalize the weights of the preferences. It 
is defined as β=round(2|b-a|/T) where round is the typical round function. 

•  Collaborative recommendation module: The aim of this module is generating 
recommendations about a specific resource in base to the assessments provided by 
different experts with a profile similar to that of the active user. The different rec-
ommendations (expressed through linguistic labels) are aggregated using the Lin-
guistic Ordered Weighted Averaging (LOWA) operator [12], which is capable to 
combine linguistic information. It also allows users to explicitly know the identity 
and institutional affiliation data of these experts in order to contact them for any 
scholarly purpose. This feature of the system implies a total commitment between 
the digital library and its users since their altruistic collaboration can only be 
achieved by granting that their data will exclusively be used for contacting other 
researchers subscribed to the library. Therefore, becomes a critical issue defining 
privacy policies to protect those individuals that prefer to be invisible for the rest of 
users. Nevertheless, we have to point out that this functionality is still in develop-
ment and has not been implemented yet. 

3   Operational Example 

To clarify the performance of the system here we show an operational example. Let’s 
start defining a set of premises:  

• A generic user that wants to obtain monodisciplinar recommendations from the 
system, with a profile P where preferences α1, α2 (N=2) and their associated 
weights ω1, ω2 are defined. 

• An item R of the RSS feed of the system represented by the subjects β1, β2, β3 
(M=3).  

First of all the system proceeds to calculate the similarity between the resources in 
the RSS feed and the profile of the active user applying the taxonomic linear operator 
defined in [16]. Let α1 be the concept “Control instruments” with a depth of 2 in the 
thesaurus of the system and β2 the concept “Record group classification” with a depth 
of 3 (being 6 the maximum depth of the thesaurus). As the common parent (ccp) of 
both concepts is “Archival Science” (which depth is 0 by default), the distance be-
tween them is d (α1, β2)= 0.83, and its associate similarity Sim (α1, β2)= 0.17.   

In the next step, the relevance of the item R to the profile P is calculated. Let the 
importance value for the preference α1 be the linguistic label “Very high” (i.e. 
ω1=0.83) and for α2 the label “Medium” (i.e. ω2= 0.5). Besides, if the number of  
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preferences and subjects is respectively N=2 and M=3, then the 3 maximum similari-
ties are chosen to calculate the relevance value (in this case, let’s suppose  
Sim (α1, β3)=0.88, Sim (α2, β 1)=0.84, and Sim (α2, β 2)=0.93). The resulting relevance 
value is Rel (P, R)= 0.54 so, as the relevance threshold has been fixed in k=0.50, the 
resource R is selected to be retrieved. 

Then, applying the 2-tuple based fuzzy linguistic modeling approach [13], rele-
vance is displayed as a linguistic label extracted from the linguistic variable “Rele-
vance level” together with a numeric value (also called “symbolic translation”). 
Therefore, for the relevance value Rel (P, R)= 0.54, the outcome is “Medium + 0.04”. 
This implies that “Medium” is the closest linguistic label for that relevance value, and 
that the corresponding numeric value for this label has been exceeded in 0.04.  

The following step consists in searching profiles (similar to the profile of the active 
user) with recommendations about the resource R in order to generate a collaborative 
recommendation. Supposed two users that have respectively assessed the resource R 
with the linguistic labels “High” and “Medium” (which have been extracted from the 
linguistic variable “Level of satisfaction”), when applying the LOWA operator [12] 
the resulting aggregated label is the following: k= MIN{6,3 + round (0.4*(4-3))}=3. 
Then lk= “Medium”. 

As the non-weighted average similarity of the preference α1 (with a value of 0.80) 
is lower than that of α2 (with a value of 0.88), this last preference value will be the 
chosen to be updated. Let’s see an example of the updating process. 

Supposed the user assesses the resource R (which has satisfied his information 
needs) defining a satisfaction level with the linguistic label ej=“Very High” (where 
ej∈ S’= {null, very low, low, medium, high, very high, total}). In this case, the associ-
ated weight to α2 is ωj

(Preference, α2)= “Medium”(where ωj
li∈ S = {null, very low, low, 

medium, high, very high, total}). Considering that sa ≤ sb, whose index values are a=3 
and b=5, and T=6, we have that β=1, so the new associated weight for α2 is increased 
in a factor of one (ωj

(Preference, α2))’= g (Very high, Medium) = “High”. 
If the user decides to get multidisciplinary recommendations the process is carried 

out in a slightly different manner. Let R and R’ be the set of retrieved resources with 
relevance values Rel(P, R)=0.57 and Rel(P, R’)=0.83 respectively the system recalcu-
lates both relevance values according to the centering function: µ(Rel (P, R))=1.005; 
µ(Rel (P, R’))=1.110. Then, the system re-arranges the retrieved items and considers 
as more relevant the values which are closer to one (in this case, R is more relevant 
than R’). 

4   Prototype Evaluation 

We have set up an experiment to evaluate the content-based module of the prototype 
in terms of precision [6] and recall [7] (since the collaborative recommendation mod-
ule is not fully implemented yet and suffers from cold start problem [21]). These two 
measures (together with the F1 measure [20] are normally used in filtering and recom-
mender systems to assess the quality of the set of retrieved resources. 

To carry out the evaluation and according to users’ information needs, the set of 
items recommended by the system have been classified into four basic categories:  
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relevant suggested items (Nrs), relevant non-suggested items (Nrn), irrelevant sug-
gested items (Nis) and irrelevant non-suggested items (Nin). We have also defined 
other categories to represent the sum of selected items (Ns), non-selected items (Nn), 
relevant items (Nr), irrelevant items (Ni), and the whole set of items (N). 

Based on to these categories we have defined in our experiment precision, recall 
and F1 as follows: 

 

Precision: Ratio of selected relevant items to selected items, i.e., the probability of a 
selected item to be relevant. 

P= Nrs/Ns 

Recall: Ratio of selected relevant items to relevant items, i.e., the probability of a 
relevant item to be selected. 

R= Nrs/Nr 

F1: Combination metric that equals both the weights of precision and recall. 

F1=(2*P*R)/(P+R) 

The goal of the experiment is to test the performance of our prototype in the genera-
tion of accurate and relevant content-based recommendations for the users of the 
system, exclusively considering the mono-disciplinary search. To do so, we have 
asked a random sample of twelve researchers in the field of Library and Information 
Science that develop their activity at the University of Granada to evaluate the results 
provided by the prototype. 

One of the premises of the experiment is that at least one of the topics defined for a 
relevant resource and one of the experts’ preferences must be constraint to the same 
sub-domain of the thesaurus. In such a way, we can leverage a better terminological 
control on subjects and preferences and extrapolate the output data to the whole the-
saurus. In this case, the sub-domain selected is “Archival science”, which is composed 
of 96 different concepts. We also require two more elements:  

• an RSS feed containing 30 items extracted from the E-LIS open access repository 
[8], from which only 10 of them are semantically relevant (i.e. with at least one 
subject pertaining to the selected sub-domain). 

• a set of profiles with at least one preference pertaining to the targeted sub-area. 

The prototype is set to recommend up to 10 resources and then users are asked to 
assess the results by explicitly stating which of the recommended items they consider 
are relevant. The results of the experiment are shown in table 1: 

Table 1. Experimental data 

 User1 User2 User3 User4 User5 User6 User7 User8 User9 User10User11 User12 
Nrs 6 5 3 6 4 5 5 4 6 3 7 6 
Nrn 2 3 2 1 2 3 2 2 2 2 1 2 
Nis 4 5 7 4 6 5 5 6 2 7 3 4 
Nr 8 8 5 7 6 8 7 6 8 5 8 8 
Ns 10 10 10 10 10 10 10 10 10 10 10 10 
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Precision, recall and F1 for each user are shown in table 2 (in percentage) and rep-
resented in the graph in figure 2. The average outcomes reveal a quite good perform-
ance of the prototype. 

 

 

Fig. 2. Precision, recall and F1 

Table 2. Detailed experimental outcomes 

% User1 User2 User3 User4 User5 User6 User7 User8 User9 User1
0 

User1
1 

User1
2 

Aver. 

P 60.00 50.00 30.00 60.00 40.00 50.00 50.00 40.00 60.00 30.00 70.00 60.00 50.00 
R 75.00 62.50 60.00 85.71 66.67 62.50 71.43 66.67 75.00 60.00 87.50 75.00 70.66 
F1 66.67 55.56 40.00 70.59 50.00 55.56 58.82 50.00 66.67 40.00 77.78 66.67 58.19 

4   Conclusions 

In this paper we have presented a multi-agent filtering and recommender system  
prototype for digital libraries designed to be used by the scholarly community, that 
provides an integrated solution to minimize the problem of accessing relevant  
information in vast document repositories and finding new research colleagues.  

The prototype combines Semantic Web technologies and fuzzy linguistic modeling 
techniques to improve communication processes and user-system interaction. 

The system is able to generate both monodisciplinary recommendations (to deepen 
into users’ specialization area) and multidisciplinary recommendations, which allow 
users eliciting resources whose topics are tangentially related to their preferences.  

The prototype makes possible for researchers to uncover implicit social networks, 
which relate them with other researchers from different domains, thus easing the task 
of forming multidisciplinary working groups. Nevertheless, this implies that the  
system should apply privacy policies to protect those individuals that prefer to be 
invisible for the rest of users. 

The system has been evaluated and experimental results show that the model  
is reasonably effective in terms of precision and recall, although further detailed 
evaluations may be necessary. 
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Abstract. In this paper we present a system framework for the extraction of in-
telligence about competitor from the Web. With the surprising increasing of the 
data volume in the Web, how to get useful intelligence about competitor has 
been an interesting issue. Previous study shows that most people prefer to look 
up information by competitor. We first analyze the requirements on the extrac-
tion of competitor intelligence from the Web and define three types of intelli-
gence for competitor. And then a system framework to extract competitor  
intelligence from the Web is described. We discuss the three key issues of the 
system in detail, which are the profile intelligence extraction, the events intelli-
gence extraction, and the relations intelligence extraction. Some new techniques 
to deal with those issues are introduced in the paper. 

Keywords: competitive intelligence; competitor; Web; intelligence extraction. 

1   Introduction 

Nowadays, it is no doubt that Web has brought a lot of impacts both on personal life 
and business filed. In the business field, with more and more information can be 
searched in the Web, enterprises begin to pay much attention to the utilization of the 
Web, among which the most interested issue is to extract some competitive intelli-
gence about competitor. As a recent survey reported [1], most people prefer to look 
up information by competitor. It is obvious that enterprises can receive many benefits 
and even enhance the competitive power if they can obtain lots of intelligence about 
their competitor from the Web [2]. 

Unfortunately, currently people are limited in the ways of acquiring the intelli-
gence about competitor. The commonly-used way is to use a search engine to collect 
information about competitor. Hence, people will get a large set of Web pages, be-
cause current search engines usually support a text-based searching mechanism. For 
example, if you search the information about a corporation “Microsoft” in Google, 
you may get a result containing more than six millions of Web pages. It is hard  
for one to manually get intelligence from so a big data set. Recently, some people 
introduced the text mining techniques into the intelligence acquiring process [3]. 
However, while they are capable of filtering the non-related text blocks in a Web 



 Towards the Extraction of Intelligence about Competitor from the Web 119 

page, it divides a Web page into a set of text blocks. This eventually brings more 
information processing work in order to produce the competitive intelligence. 

This paper mainly concentrates on the issue of extracting intelligence about com-
petitor from the Web. We present a framework for competitor extraction from the 
Web, and the key issues are discussed. The main contributions of the article are  
summarized as follows: 

(1) The requirements of extracting competitor intelligence from the Web are analyzed. 
This is to give an answer to the questions: “What intelligence about competitor can  
people extract from the Web?” and “What intelligence about competitor do they want?” 

(2) A system framework to automatically extract competitor intelligence from the 
Web is presented. The main issues are discussed in the paper. We also introduce some 
new techniques to treat the critical issues in the system.  

The following of the paper is structured as follows. In Section 2 we discuss the re-
lated work. Section 3 discusses the intelligence requirement on extracting competitor 
intelligence from the Web. Section 4 gives the discussion about the framework for com-
petitor extraction from the Web. And conclusions and future work are in the Section 5. 

2   Related Work 

Competitive intelligence refers to the process that gathering, analyzing and delivering 
the information about the competition environment as well as the capabilities and 
intensions of the competitors, and then transforming them into intelligence [4]. Com-
petitive intelligence is acquired, produced and transmitted through the competitive 
intelligence systems (CIS). 

Traditionally, people usually utilize some publications to acquire competitive intel-
ligence, such as news paper, magazines, or other industry reports. With the rapid 
development of the Web, people can search any information in a real-time way, thus 
it has become an important way to obtain competitive intelligence from the Web [2]. 

The detailed procedure of producing competitive intelligence from the Web can be 
described as follows. For example, suppose the company wants to get the competitive 
intelligence about one of its competitors, namely, the company C, they will first 
search the information about the company C through some search engines, e.g. 
Google, typically using some keywords like “C Company”. Then the experts analyze 
the gathered Web pages to make out a report about the company C. In this paper, we 
call this type of intelligence acquiring “Web-page-based competitive intelligence 
acquiring”. The disadvantages of the Web-page-based way are obvious. Since the 
search engine will usually return a huge amount of Web pages, e.g. when you search 
in Google using the keywords “Microsoft Office 2008” you will get billions of Web 
pages, it is ultimately not feasible for experts to analyze all the searching results and 
produce valuable competitive intelligence.  

Recently, researchers introduced the Web text mining approach into the CIS. The 
Web text mining aims at finding implicit knowledge from a huge amount of text data 
[3]. It depends on some fundamental technologies, including the computing linguis-
tics, statistical analysis, machine learning, and information retrieval. So far,  
re-searchers have proposed some approaches to processing Web pages, such as ex-
tracting text from Web pages [5] and detecting changes of Web pages [6]. According 
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to the text-mining-based approaches, the noisy data in Web pages can be eliminated, 
and a set of text blocks are obtained and even clustered in some rules. However, since 
a Web page typically contains a lot of text blocks, this method will consequently 
produce a large number of text blocks which is much more than the number of Web 
pages. Besides, if the text blocks are clustered under specific rules, the information 
about competitors and competition environment will spread among different clusters 
and bring too much work for information analysis.  

Competitive intelligence serves for companies and people, so in order to make the 
competitive intelligence systems more effective, first we should study what competi-
tive intelligence companies need. As a survey indicated [1], most people prefer to look 
up information by competitor. When we further ask one more question: “What is the 
competitive intelligence about the competitors?”, most companies will give out the 
answer: “We want to know everything about our competitors, their history, products, 
employees, managers, and so on.” Are these information only Web pages? The answer 
is definitely “no”. Web pages are only the media that contain the needed in-formation, 
but note they are NOT competitive intelligence. The CIS is expected to produce com-
petitive intelligence about competitors or competition environment from a large set of 
Web pages, but not just deliver the Web pages or the text blocks in them. This means 
we should transfer the Web-page-based viewpoint into an entity-based viewpoint. In 
other words, the CIS should deliver competitive intelligence about the entities such as 
the competitors (or sub-entities such as the products of a specific competitor), rather 
than just deliver the Web pages that surly contain the basic information. 

3   Requirements on Extracting Competitor from the Web 

Before we design a software system which is able to automatically generating competi-
tive intelligence about competitor from the Web, the first issue we should focus on is to 
clarify the requirements of competitor extraction. The survey in [1] indicates that most 
people want to know the product information, news, and announcements about the 
competitors in the same market. Based on a systematic view, we give out the following 
description of the requirements on competitor extraction from the Web (see Table 1). 

Table 1. Intelligence requirements on extracting competitor from the Web 

Type Description 

Profile 
Intelligence 

This type of intelligence refers to the basic 
information about competitor, e.g. company name, 
telephone number, address, products set, managers’ 
names, etc. 

Events 
Intelligence 

This type of intelligence refers to the news usually 
co-rellated with time and location, e.g. establishment 
of the company, release of new products, staff 
reduction, Being listed stock, etc. 

Business 
Relations 
Intelligence 

This type of intelligence refers to the business 
relations between competitor and other companies, 
e.g. suppliers of the company, investors, customers 
served, etc. 
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3.1   Profile Intelligence 

The profile intelligence is the general information about competitor. Many websites 
such as Wikipedia [7] provides some general information about companies, such as 
names, employee counts, managers’ names, etc. Fig.1 shows the extracted general 
information of the Lenovo Corporation.  

 

Fig. 1. Example of profile intelligence extracted from the Web1 

3.2   Events Intelligence 

Events about competitor usually refer to the news about it. Many websites provide 
news which is updated frequently. Through the events expressed in the news, people 
are able to know the recent development of the competitors. Typical events are the 
establishment of the competitor, the listed-in-stock of the competitor, the progress of 
some specific project, etc. Fig.2 shows some recent events about Oracle. 

 
Fig. 2. Example of events in the Web2 

                                                           
1 Data source: http://en.wikipedia.org/wiki/Lenovo 
2 Data source: http://events.oracle.com/ 
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3.3   Business Relations Intelligence 

Compared with profile and events, the business relations are usually more implicit. 
This is because most companies do not want that the competitors know their suppliers 
or customers. However, this type of competitive intelligence may be more useful than 
others. For example, if you know exactly the suppliers of your competitor, you may 
have some countermeasures to control those suppliers so as to leave the competitor  
in a passive situation. To obtain the business relations about competitor, we must 
perform an intelligent analysis on the contents of Web pages. For example, from the 
Web page shown in Fig.3, we get to know that Mayfield Fund is an investor of the 
Consorte Media Corporation. 

 

Fig. 3. Example of business relations in the Web3 

4   A Framework for Competitor Extraction from the Web 

The architecture of competitor intelligence extraction from the Web is shown in 
Fig.4. Each of the three components shown in the figure contains some critical is-
sues. Experts (or users) run the three components and obtain the profile, events, and 
business relations respectively and finally generate the specification of competitor 
intelligence. The details about the three components are described in the following 
text. 

                                                           
3 Data source: http://www.tradevibes.com/ company/ profile/ consorte-media 
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Fig. 4. Architecture of competitor intelligence extraction from the Web 

4.1   Profile Intelligence Extraction 

For the extraction of profile intelligence about competitor, we use a two-step ap-
proach: named-entity recognition and entity relationships detection.  

Named-entity recognition is a hot research field in Web information extraction and 
retrieval [8]. It was first introduced as a sub-task in the MUC (Message Under-
standing Conference) conference [9]. Its main task is to recognize and classify the 
specific names and meaningful numeric words from the given texts. Typical named 
entities are company names, person names, addresses, times, etc. Most of the previous 
research in this field focused on three types of named entities: time entities, number 
entities, and organization entities [10]. According to the context of competitor intelli-
gence extraction, several types of named-entities are needed to be studied. However, 
different methods are also required for different named-entities. For example, we use 
a hierarchy method to recognize the addresses from Web pages, i.e. “China  
 

 

Fig. 5. The entity relationships detection issue in the profile intelligence extraction4 

                                                           
4 Data source: http://www.yellowpagecity.com/ US/TX/ Houston/ Hotels 
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[country] → Beijing [city] → Chaoyang District [district] → Peace Road [street] 
No.128 [number]”, while for email extraction we use another approaches such as 
pattern matching, i.e. strings like “[strings]@[strings].[strings]”. 

While we have got the entities about competitor, the next step is to construct the re-
lationships among those entities. Fig.5 is an example. This figure contains some ho-
tels in the Houston, USA. However, we can see that there are several companies listed 
in the Web page, each of which has company name, address, and a telephone number. 
Note those are all recognized as entities in the previous step. And now we must clar-
ify which address or telephone number is matched with which company. This is what 
we do in the second step, i.e. the entity relationships detection. We use a distance-
based method to create the matching among entities. The distance-based idea is 
straightforward. We first create the DOM (Document Object Model) [11] structure of 
the processed Web page, and for a given entity we group the entities that have mini-
mal distance to it with this entity. Correlated entities are usually located in the same 
cell of a table (see Fig.6), or in the same paragraph, and those entities are very close 
in the DOM graph. 

 

Match

Alabama Hotel 

(N1) 

3804 Brandt St. Houston 

TX 77006 (A1) 

TR

TD

B 

 

Fig. 6. The distance-based approach to find entity relationships 

4.2   Events Intelligence Extraction  

For the events intelligence extraction, the core issue is the detection of the time and 
location information in the event. The detection of event topic is also an important 
issue, but there have been a lot of previous work in this field [12]. And we will not 
mention them any more in this paper. Instead, we focus on the remained two issues, 
which are time annotation and location extraction. 

Time annotation stems from the traditional research on natural language processing 
(NLP) [13]. Although there is some previous work on the time annotation on text, rare 
work has been done for that on Web pages. The time annotation on text is usually 
based on the two standards: TIMEX2 [14] and TimeML [15]. The most important 
difference between Web page and text is that a Web page has some tags. So in this  
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Algorithm Web_Time_Extraction (page w) 

Input: w: a Web page 

Output: S: a set of time periods. 

Begin 
Transform the Web page into a DOM graph G 

For each node g in G Do 
      Detect time elements from g based on TIMEX2 

      Format each time element 

      Add formatted times into S 

End For 
Return S 

End 
End Web_Time_Extraction 

 

paper, we first eliminate the tags in a Web page, and then apply the traditional time 
annotation approaches to obtain the time information in the Web page. The detailed 
algorithm Web_Time_Extraction is shown in the above. 

For the location detection in a Web page, we conduct a pattern-based approach to 
detect location information in a Web page. First, we construct a hierarchy dictionary 
to store the hierarchy location names according to their geographical relationships, 
e.g. “[country]→[city] → [district] → [street] → [number]”. We have found that there 
are common patterns in the expression of locations and addresses. Thus a set of  
patterns are defined and then used to detect locations from Web pages.  

4.3   Business Relations Extraction 

Business relations are very important for companies. Generally, there are several 
types of business relations. The ACE (Automatic Content Extraction) has defined six 
types of relations in English texts [16], which are listed in Table II. However, those 
relations are not defined for competitor intelligence. The only interested types in ACE 
are the Person-Social relation and ORG-Affiliation relation. But these relations are 
too rough for business relations intelligence extraction. We classify the business rela-
tions into two types: Inner-ORG relations and Inter-ORG relations. The Inner-ORG 
(ORG is the abbreviation of the word “organization”) relations refer to the business 
relations between a company and its components, e.g. company-manager, company-
employee, and so on. According to our discussion in the Section “Profile Intelligence 
Extraction”, those relations are all captured by the entity relationships matching pro-
cedure. The reason is that all the related entities in the Inner-ORG relations are all the 
entities about one single company. The Inter-ORG relations are relations among  
different companies. Examples of the Inter-ORG relations are company-investor, 
company-supplier, company-partner, etc. 
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Table 2. The relations defined by ACE [16] 

Type Subtypes 

Phisical Located, Near 

Part-Whole Geographical, Subsidiary 

Personal-Social Business, Family, Lasting-Personal 

ORG-
Affiliation 

Employment, Ownership, Founder, Student-Alum, 
Sports-Affiliation, Investor-Shareholder, Membership 

Agent-Artifact User-Owner-Inventor-Manufacturer 

Gen-Affiliation Citizen-Resident-Religion-Ethnicity 

5   Conclusions and Future Work 

As competitive intelligence plays more and more important role in the development 
of enterprises, how to acquire competitor intelligence from the Web has been one of 
the focuses in most companies. In this paper, we briefly introduce the requirements on 
the extraction of the intelligence about competitor from the Web, based on which a 
system framework to extract competitor intelligence from the Web is presented and 
some of its key issues are discussed. Currently we are working on the algorithms 
mentioned in the article. Our future work will concentrate on the implementation of 
the system proposed in the paper and conduct experiments to demonstrate the per-
formance of the algorithms and the whole system. 
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Abstract. Learning technology is nowadays subject to intensive standardization 
efforts that have lead to different specifications defining the functions and in-
formation formats provided by different components. However, differences per-
sist and in some cases, the proliferation of proposed standards and protocols 
leads to increased heterogeneity. Further, the terminologies used to describe re-
sources and activities are diverse, resulting in semantic interoperability prob-
lems and conversations between elements that have still not been addressed. 
The SOPHIE model for semantically describing choreographies has the poten-
tial to mediate between these heterogeneous behaviors and representations. This 
paper sketches the main elements of a mapping of service-based learning  
technology components based on OKI OSIDs, and provides some examples of 
mediation based on SOPHIE.  

Keywords. Choreographies, ontologies, learning technology, OKI, OSID, 
SOPHIE. 

1   Introduction 

Learning technology is in a continuous process of increased standardization and differ-
ent consortia push to produce specifications that enable higher levels of interoperability 
(Devedžić, Jovanović and  Gašević, 2007). There are many different types of leaning 
technology components that are addressed in proposed standards, including digital 
asset repositories, different kinds of contents, learner model servers, etc. The wide-
spread use of Web 2.0 applications has pushed forward the need for component inter-
operability, considering easier integration, and eventually capabilities of aggregation 
into mash-ups (Severance, Hardin and Whyte, 2008). 

Service-orientation emphasizes a view of interoperability based on clearly defined 
interfaces that can be accessed by means of Internet messages (Dagger et al., 2007). 
In the area of component interoperability, the Open Knowledge Initiative (OKI1) has 
resulted in a comprehensive reference architecture and normalized interface defini-
tions aimed at enhancing the plugability of learning technology systems, currently 
                                                           
1 http://www.okiproject.org/  
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considered in broader frameworks as the IMS Abstract Framework2 and ELF3. The 
OKI software architecture applies the concepts of separation, hiding, and layering 
towards the goal of interoperability and easy integration in order to pull the common 
elements out of a given problem, leaving the remaining portions more tractable. The 
OKI initiative has grown and evolved to become an important learning technology 
integration framework and it is being implemented on top of relevant systems such as 
Moodle and Sakai. Architectural components in OKI are represented basically by 
Open Service Interface Definitions (OSIDs) specifying common functions that are 
typical of different learning technology components, e.g. the Repository OSID in 
version 2.0 provides methods as getAssetsBySearch() to search resources inside 
digital content repositories.  

Specifications as OKI do not address the heterogeneous semantics of service inter-
faces and the different behaviors of the components they give access to, as they as-
sume their common interfaces or interconnection “buses” will eventually be used as 
adaptors. However, the reality of learning technology (both commercial and open 
source) reveals slow adoption of proposed standards (Jayal. and Shepperd, 2007) and 
the co-existence of heterogeneous implementations, and even of different proposed 
standards for the same purpose. This is the case of IMS DRI4, SQI5 and OKI inter-
faces for repositories, which specify similar functionality but with significant syntac-
tic and semantic divergences. Also, proposed standards evolve continuously, causing 
a degree of transitory heterogeneity.  

Further, learning technology scenarios comprising more than a single request/  
response pattern have still not been subject to a systematic specification effort, as it 
has occurred for example in the field of electronic business with models as OAGIS6. 
The Workflow OSID provides a means for coordinating and managing workflow 
based on some predetermined logic, among one or more actors, acting as a specific 
orchestration service with capabilities similar to BPEL4WS, but this is different to the 
non-centralized interoperation that takes place in service choreographies.  

Rius, Sicilia and García-Barriocanal (2008a, 2008b) have recently approached the 
automation of scenarios between learning technology components as a problem of 
defining message interchange patterns that can be described by means of a common 
ontology. In that direction, the SOPHIE model (Arroyo and Sicilia, 2008) has ad-
dressed the syntactic and semantic heterogeneity of service choreographies, providing 
a core ontology that can be combined with domain ontologies and ontology mappings 
to mediate between heterogeneous systems collaborating in decoupled interaction. 
The SOPHIE model is prepared for extension to any domain, and this paper outlines 
the main elements that are required to use the SOPHIE model in the context of learn-
ing technology interactions. The entities and relations in OKI are taken as a base 
model that reflects a degree of consensus on the service interfaces of several learning 
technology components. From that base ontology, several kinds of syntactic, behav-
ioral and semantic mismatches between component interfaces can be mediated by a 
                                                           
2 http://www.imsglobal.org/af/  
3 http://www.elframework.org  
4 http://www.imsglobal.org/digitalrepositories/  
5 Simple Query Interface Specification. http://www.prolearn-project.org/lori/, Version 1.0 Beta, 

2004-04-13, 2005. 
6 http://www.oagi.org/ 
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SOPHIE-based middleware, including reconciling non-compatible message exchange 
patterns (Arroyo, Sicilia and López-Cobo, 2008).  

The rest of this paper is structured as follows. Section 2 briefly describes the main 
elements required for the application of the SOPHIE model to the domain of learning 
technology. Then, Section 3 provides example usage scenarios, illustrating some of 
the benefits of mediator architectures in learning technology. Finally, conclusions and 
outlook are provided in Section 4.  

2   Specializing SOPHIE for the Domain of Learning Technology 

SOPHIE defines a conceptual framework, which in a first cut is divided into syntactic 
and semantic models. The syntactic model details the syntax of the framework as 
three different complementary models, namely: structural, behavioral and operational 
(Arroyo, et al., 2007). It provides the means to establish the compatibility among the 
structure and behavior of messages, by using a semantic description of message ex-
change patterns (MEPs), which delineate the skeleton of the message exchanges. For 
a complete reference of SOPHIE see (Arroyo and Sicilia, 2008). In what follows, the 
main elements required to adapt SOPHIE to service-base learning technologies are 
sketched, as a first step to a complete description of such application.  

2.1   Domain Ontologies 

Domain ontologies are used (or usually reused, as they are often previously available) 
in SOPHIE to represent specific party information that details the meaning of the 
concepts used in messages, relating them to their meaning in a particular application 
domain. In this case, a translation of OKI version 2 interfaces into ontology form 
provides a base ontology reusing the effort of the project. This ontology provides 
concepts for each of the OSIDs, e.g. Repository, Agent or CourseManagement. 

OKI version 2 describes the messages that can be received by a given entity. Then, 
each of the methods in the interfaces is associated to entity types that provide them 
via a providesMethod property. For example, the EntityType SchedulingMan-
ager provides the Method called GetScheduleItemsForAgents, which models 
the corresponding method in the OSID interface of the same name. Parameters  
are modeled also through a ParameterType. Some of these parameters are in turn 
defined through OKI interfaces. For example, in this method: 
 

getScheduleItemsForAgents(long start, long end,  
             Type status, Id[] agents): ScheduleItemIterator 

 
The Id type is an OSID representing the identification of agents (individuals or 
groups). In addition to OKI OSID definitions, any other arbitrary domain ontology 
can be used, be them describing element interfaces or not. The OKI ontology de-
scribed describes only component types. The actual running instances of those proc-
esses are modeled separately and they would be used for runtime processing inside a 
SOPHIE implementation. 
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2.2   Choreography Ontologies 

For each given integration scenario, choreography ontologies need to be developed to 
specify the behavior and semantics of each party. The first step is developing for each 
party to be integrated a choreography ontology importing the SOPHIE base ontology 
and any needed domain ontology as the OKI OSID one sketched above. Considering 
the definitions above related to modeling entity types, methods and parameter types, a 
correspondence with the SOPHIE core ontology can be summarized as follows: 

Interface elements SOPHIE core ontology Description 
EntityType PartyType Entity types are the parties in the message 

interchange, so entity types are subsumed 
by SOPHIE parties. 

Method MessageType (sepa-
rating request and 
response)

Method invocation represents a message 
in which data is transferred. The typical 
method invocations can be considered as a 
pair of messages (request/response7).

ParameterType Document-
Type/ElementType

Each parameter can be modeled as a doc-
ument, or as Elements. Alternatively, a 
single document (with some default name 
as DParam) can be used to model all the 
elements in the method invocation. 

 

SOPHIE

sophie:MessageType

OKIont

oki:SchedulingManager

oki:EntityType

individualOf

oki:Method

oki:GetScheduledItems
ForAgents

individualOf

providesMethod

oki:Repository

individualOf

oki:ParameterType

oki:AgentList

individualOf

sophie:PartyType

sophie:DocumentType

oki:GetScheduledItems
ForAgents-Request
oki:GetScheduledItems
ForAgents-Response

mapsTo

mapsTo

individualOfindividualOf

sophie:List

individualOf requiresParam

 

Fig. 1. Example mappings of entity, method and message types between SOPHIE and OKI 

Once the basic mapping is done, the resulting ontology importing the domain  
and the core SOPHIE ontology can be used to further refine the mappings. Figure 1 
depicts an example mapping of a single method.  
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Once the type structure mappings are established, individual components will  
be modeled as instances of the above, e.g. the class RepositoryEntity models 
concrete repository interfaces (including endpoints for invocation). 

Document types and element types in SOPHIE are mapped to parameters in the 
OKI ontology. In this case, the semantics of the data types require considering each 
possible type separately, e.g. lists of OSID references are a kind of list with iteration 
semantics.  

3   Example Usage Scenario 

This section sketches some example usage scenarios of SOPHIE in the context of 
learning technology. 

3.1   Matching Repository Queries 

One of the search interfaces in OSID version 2 repositories is realized by the follow-
ing operation: 

getAssetsBySearch(Serializable criteria,    
                 org.osid.shared.Type searchType, 
                 org.osid.shared.Properties searchProperties) 

The only requirement of the searching criteria (searchCriteria) is to be Seri-
alizable, i.e., this parameter can contain any type of information as Java objects. 
For example, it can be a simple string containing keywords or some query terms. 
Let’s consider a learning management system L that includes client logic for invoking 
the above If we consider a stateless repository R implementing SQI, the ontology 
would include the following basic definitions: 

Concept Elements Relations 
EntityType SQISource 

SQITarget providesMethod synchronousQuery 
providesMethod setQueryLanguage 

Method synchronousQuery 

setQueryLanguage8

setResultsFormat

hasParameter queryLanguageId 
hasParameter resultsFormat 

ParameterType queryLanguageId 
resultsFormat

 

The structural mapping in SOPHIE between the OKI-based client and the SQI-based 
provider can be summarized in the following: 

L (client) R (provider) 
MGetAssetsBySearch.DParam.searchType MSetQueryLanguage.DParam.queryLanguageId 
MGetAssetsBySearch.DParam.criteria MSynchronousQuery.DParam.queryStmt
MGetAssetsBySearch.DParam.searchType MSetResultsFormat.DParam.resultsFormat 

 

The searchType in OKI is intended to provide all the information regarding the 
kind of query language and results expected, so that it is mapped to both of the initial 
configuration tasks, namely, setting the query language and the results format. 
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p

 

Fig. 2. Example mapping of SQI and OKI message passing 

With respect to the mapping of Message Exchange Patterns, the following Figure 
summarizes the main operational mismatches that have to be resolved.  

A refiner box RB is used for the mapping of the input messages as described above. 
Then, a split box SPB is used to transform the single invocation in L to the three mes-
sages required. A finite state machine (FSM) would be used in SOPHIE to define the 
sequencing of the three resulting messages (not showed in this paper). A merge box 
MB is then used to combine the two possible responses in one. 

3.2   Mapping Classification Systems 

The mapping between classification systems can be done by referring to a mapping 
ontology. Following the above example, the refiner box RB can be extended to include 
mappings for the MGetAssetsBySearch.DParam.criteria before it is transformed. 
The ontology mapping capabilities currently defined in SOPHIE are based on term 
equivalence. For example, mappings between biological ontologies are used in the 
OBO Foundry7. An example of such a mapping between the Gene Ontology (GO) and 
the PFAM database of protein families is the following: 

id: GO:0000166 
xref: Pfam:PF00133 "tRNA-synt_1" 

Then, if L is using the GO but R uses PFAM for indexing resources, the specification 
of the refiner box RB can be extended to map both ontologies according to the map-
pings collection above. It should be noted that this mappings do not necessarily repre-
sent logical equivalence, as they rely in external services that serve as black boxes for 
the mapping process. 
                                                           
7 http://www.obofoundry.org  
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3.3   Integrating Heterogeneous Tools 

The example described above represent a rather simple mapping adapting disparate 
interface definitions. In other cases, choreographies come from running workflows at 
one or several of the parties. This is the case of IMS LD execution engines as Cop-
perCore8 for which service interfaces for specific purposes have been devised (Vogten 
et al., 2006).  

Combining an IMS LD engine with an OKI Scheduling service so that some con-
crete schedule items (e.g. those concerning new student assignments) result in sched-
uled items in notifications for new activities in the IMS LD run is an example of an 
integration of elements serving disparate purposes, combining for example scheduling 
services with the activity-oriented workflow of IMS LD.  

Notifications in IMS LD are mechanisms to trigger new activities, based on an 
event during the learning process. In this case, the OKI method createScheduleItem 
in the interface SchedulingManager will be invoked by a dispatcher (e.g. the LMS 
represented as an OSID instance of CourseManagementManager), and synchronized 
with an ongoing IMS LD.   

This case requires the mapping of the OKI ontology with an integrated architecture 
as defined in the CopperCore Service Integration (CCSI) described in (Vogten et al., 
2006). In this case, a Dispatcher will be driving the scenario, and the CCSI method9 
will be used as the main message in the side of the IMS LD engine: 

CopperCoreAdapter.notify(String userId, int runId,  
                            String notificationXml) : void 

The following Table summarizes some of the main mappings in the message  
structure. 

OKI SchedulingManager  CopperCore Integration Service  
MCreateScheduleItem.DParam.start
MCreateScheduleItem.DParam.end

(1)<<send MGetActivitityTree>>
(2)<<modify activity tree>> 
(3)MNotify.DParam.notificationXml.learning
-activity-ref

MCreateScheduleItem.DParam.displayName MNotify.DParam.notificationXml.subject 
MCreateScheduleItem.DParam.agents MNotify.DParam.userId 
<<No mapping, known only by the dis-
patcher>>

MNotify.DParam.runId

MCreateSchedule-
Item.DParam.masterIdentifier

<<No mapping, known only by the dis-
patcher>>

 

Note that service-specific identifiers as runId and masterIdentifier are in this 
kind managed and correlated by the intermediate dispatcher that is driving the integra-
tion, serving in this case as an orchestration element. 

In the case that DParam.agents contains more than one reference, several MNotify 
messages are required, which will be achieved by using an add box of a special kind, 
so that an iteration on the same message structure is implemented. 

The mapping of start and end of the schedule items requires the creation of  
an additional learning-activity at the IMS LD side, which would require using the 

                                                           
8 http://coppercore.sourceforge.net/  
9 Taken from the Java source code of the adapter. 



 Modeling Learning Technology Interaction Using SOPHIE 135 

message MGetActivityTree and then changing in (which can not be done directly 
through the CopperCoreAdapter), and finally sending the notification that the new 
activity has been added. In this case, a merge box and (merging start and end)  
and then an add box (as there are additional messages) can be used to transform the 
messages. 

The above integration bridges two existing service interfaces through an intermedi-
ate dispatcher, by doing a small number of data mappings and resolving some basic 
mismatches between the message exchange patterns that are implicitly prescribed  
by the design of the adapter interfaces. These can be defined declaratively inside  
a SOPHIE implementation, avoiding the development of adapters per each pair of 
possible interface matchs. 

4   Conclusions and Outlook 

Learning technology comprises a diversity of components that provide heterogeneous 
architectures and interfaces to external systems. Standardization efforts in that domain 
are also diverse, resulting in a variety of situations regarding the services exposed by 
concrete implementations. Further, the conversations between these services have still 
not been included in proposed standards except for a few cases tied to specific com-
ponents and initiatives. The interoperability at the level of choreography is thus still 
unrealized, which calls for devising mediating frameworks that are able to overcome 
mismatches at the syntactic, behavioral and semantic levels. The SOPHIE model 
provides a framework for that task, based on a core choreography ontology that can 
be mapped to the ontologies used by different technology components. We have de-
scribed here the main elements resulting from the adaptation of SOPHIE to the learn-
ing technology domain, using the OKI specifications as a core domain ontology  
that provides the broader view of learning technology. Examples have been sketched 
illustrating the kind of mapping and specifications required to bridge some common 
learning technology services that rely in disparate proposed standards.  

Future work should develop a complete mapping of the set of relevant learning 
technology specifications to the SOPHIE model. Also, further work in an implemen-
tation of the adapted SOPHIE model will be addressed. OKI is currently in the  
process of transitioning to version 3, which includes several important innovations, 
including a concept of orchestration used to coordinate related OSIDs that might be 
relevant for the approach used to map learning technology in SOPHIE. Orchestration 
is also mentioned in the ELF framework.  
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Abstract. The importance of the human factor in 21st century organizations 
means that the competent development of professionals has become a key as-
pect. In this environment, mentoring has emerged as a common and efficient 
practice for the development of knowledge workers. Following the surge of 
concepts such as eMentoring, advancements of the Internet and its evolution 
towards a Semantic Web, such developments present novel opportunities for the 
improvement of the different characteristics of mentoring. Basing itself on such 
advancements, this paper presents SeMatching, a semantics-based platform 
which utilizes different personal and professional information to carry out pair 
matching of mentors and mentees.  

Keywords: Semantic Web, Social Software, Mentoring, e-Mentoring, Pair 
Matching. 

1   Introduction 

The dramatic spread of the Internet throughout all levels of society has substantially 
transformed forms of communication, entertainment and acquisition of knowledge. A 
constantly increasing number of people encounter responses to their questions on the 
Internet on a daily basis, and have adapted it as a new form of communication. These 
novel forms of social behavior have had the result that user preferences and behavior 
can be easily obtained, which combined with a user’s professional data, represent an 
opportunity for knowledge management initiatives. In order to fully exploit such 
initiatives, it is necessary to rely on technological tools which enable the organization 
and exploitation of data for a determined objective.  

Regarding the concept of mentoring, since the end of the 1970s, mentoring has  
become a business practice for staff development which has attained general applica-
tion. This practice has also been influenced by the boom of the Internet, and the im-
mediate consequence of this has been the appearance of e-Mentoring. The focus of 
the current paper finds itself at the union of mentoring with the new capabilities of the 
Internet, and has been named SeMatching. SeMatching has been conceived as a tool 
based on the Semantic Web (SW) to facilitate pair matching in mentoring. The tool 
can be used in both traditional mentoring environments, as well as for e-Mentoring. 
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2   eMentoring: A New Social Tool, an Ancient Way of Career 
Development 

The concept of mentoring dates back to the earliest stages of human civilization [1]. 
The origins of the mentoring term can be traced back to the history of Ancient 
Greece. In Homer ś masterpiece, “The Odyssey”, Ulysses, king of Ithaca, delegates 
his house and the education of his son, Telemachus to Mentor, when he leaves for the 
Troy War (traditionally dated 1193 BC-1183 BC). However, different authors [2] 
claim that, despite the term having its origin in Ancient Greece, the concept stems 
from methods and techniques of three Chinese kings, Yao, Shun and Yu between 
approximately 2333 and 2177 BC. Therefore, despite the importance of the classical 
Greek etymology, the Chinese origin is earlier than the Greek one. 

Apart from its origin, current literature stemming from a number of disciplines 
(Management, Social Psychology, Sociology…) has provided a significant number of 
studies about mentoring from the late seventies to the 20th century. As a consequence 
of the interest raised by the topic and its broad application to business environments, 
multiple definitions of the term have been coined. Hence [3] have undertaken a re-
conceptualization of the term from an in-depth study of existing literature definitions. 
Mentoring has thus been defined as an improvement process concerning a number of 
aspects related to a professional career, but also with the global improvement of the 
individual, which requires a senior advisor and a junior protégé. The relationship 
established implies benefits for both sides involved. The protégé obviously achieves a 
remarkable improvement in his professional career, promotion-wise [4], [5], a higher 
income [4], [6] and more satisfaction and social acceptance in the working environ-
ment [7]. On the other hand, mentors benefit from high-speed promotions, reputation 
and personal satisfaction [8], [9], [5]. Finally, organizations consequently gain a 
higher motivation from employees, more working stability and the improvement of 
leadership and development skills in its core [8], [10], [11], being able to rely on 
employees with more adaptation skills, ready to face a decision making process with 
more guarantees [12], develop social capital in broader social networks [13] and fi-
nally, support knowledge transfer across projects [14]. 

As discussed in [15], there are three main factors, codenamed as “demographic” 
that might influence the productivity of the mentoring relationship: firstly, the dura-
tion, and secondly the type (formal or informal) and, lastly, the demographic compo-
sition of the relationship (in terms of gender and race, mostly, the latter quite variable 
and more relevant in inter-cultural societies such as in the USA). The first two vari-
ables are interconnected, it has been proved that informal mentoring relationships take 
more time and outperform formal relationships in terms of professional development 
[7]. Concerning demographic compositions, different features of the binomial struc-
ture also affect the final outcome of the process, both sides being of the same race and 
gender being the most productive relationships [15]. 

Due to the capabilities of technology of setting up new communication means and 
paradigms among people, the envisagement of electronic communication as a means 
for mentoring relationships was immediate. E-Mentoring refers to the process of us-
ing electronic means as the primary channel of communication between mentors and 
protégés [16]. The key distinction between electronic mentoring and traditional  
mentoring (t-Mentoring) is reflected in the face-to-face time between mentors and 
protégés. The communication means used by both sides is absolutely different in the 
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two mentoring types. While traditional mentoring uses face-to-face relationships, e-
Mentoring, which also harnesses face-to-face relationships, particularly at the begin-
ning of the relationship, is principally based on email, chat, instant messaging and 
several other Internet applications. In [17], authors point out that e-Mentoring com-
munication can take place synchronously (for example, electronic chat, instant  
messaging) or asynchronously (for example, email, message boards).  

As previously outlined, e-Mentoring is a type of mentoring, based totally or par-
tially on electronic communication. Due to the large amount of electronic communi-
cation instruments, a remarkable number of different names for the e-Mentoring  
concept have been provided. According to Perren [18], e-Mentoring can be seen to 
encompass a range of terms: computer-mediated mentoring, tele-Mentoring, e-mail 
mentoring, Internet mentoring, online mentoring and virtual mentoring.  

Although Evans and Volery [19] suggested from their survey of experts that  
e-Mentoring is “second-best” and should only be seen as a supplement to face-to-face 
mentoring, there are many other studies in which e-Mentoring is considered as a valid 
vehicle to overcome some of the barriers posed by t-Mentoring. E-Mentoring provides 
flexibility and easy access, which is highly beneficial to those who may face barriers to 
being mentored, because of their gender, ethnicity, disability or geographical location 
[20]. Hamilton and Scandura [16] also analyze the advantages of e-Mentoring  
compared with t-Mentoring. These advantages are classified into three groups:  

• Organizational structure 
• Individual & interpersonal factors 
• Flexible / alternative work arrangements 

Firstly, regarding the organizational structure, e-Mentoring eliminates geographical 
barriers characteristic of face-to-face interactions, smoothes status differences  
within the organization and increases the pool of available mentors. Secondly, con-
cerning individual and interpersonal factors, the absence of face-to-face interactions 
decreases and minimizes gender or ethnical issues impact by increasing the effective-
ness of mentors with a lack of social skills. Finally, regarding flexible or alternative 
work arrangements, the ability and actual capability of performing asynchronous 
communications implies the elimination of temporal barriers or caveats. In addition, 
communication is not geographically bound. 

Other studies provide further arguments which support the work of Hamilton and 
Scandura [16]. Hence, following this trend, Warren and Headlam-Wells [21] observed 
that t-Mentoring, typically operating in large organizations, tends to cast the mentee as a 
passive recipient of structured formal provision of mentoring. In contrast, the use of the 
Web as a communication means provides improved access for the mentor and the men-
tee, and as stated by [16], creates a larger pool of potential mentors and mentees [22]. In 
addition, as with other e-learning programmes, a major advantage of an e-Mentoring 
system is its cost effectiveness [23], [24]. There are high start-up costs, but once estab-
lished, the operational costs are relatively low. Costs related to travel or time away from 
the job and costs of updating learning resources can be reduced. Lastly, a record of the 
‘‘discussion’’ usually exists for later reflection and learning [24]. To summarize, it is 
possible to state, as discussed by Clutterbuck and Cox [25], that e-Mentoring will be 
able to overcome many of the problems characteristic of t-Mentoring. 

Nevertheless, not all e-Mentoring features are win-win for the mentor-mentee rela-
tionship. Eby, McManus, Simon and Russell [26] conducted empirical work in this 
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area that further examined the dark side of mentoring, and developed a useful taxon-
omy of negative experiences from the mentee perspective using qualitative data. 
These authors make important distinctions between what is considered negative and 
how that might be different from the perspective of the mentee and the mentor. A 
later study conducted by Ensher, Heun and Blanchard [27] uses the findings of [26] to 
identify five major challenges in e-Mentoring: (1) likelihood of miscommunication, 
(2) slower development of the relationship online than in face-to-face mentoring, (3) 
the relationship requires competency in written communication and technical skills, 
(4) computer malfunctions, and (5) issues of privacy and confidentiality. 

Pair matching criteria is one of the most important issues in both e-Mentoring and t-
Mentoring. This concept is based on the assignment of a mentor to a mentee depending 
of a number of parameters defined with the purpose of harnessing the mentorship. 
Such parameters might include values, gender coincidences, related professional ex-
perience, and so on. Despite it being a key issue of concern for mentoring, crucial 
according to [24], there is little research concerning the matching of pairs [23]. Cohen 
and Light [28] argue that matching solely on the basis of mentees needs and mentors’ 
skills may not be enough to ensure successful matches, and suggest that personality 
factors may also be significant. Indeed, successful mentoring relationships are often 
reported as those where mentees felt they shared their mentors’ personal values [23]. 

With the exception of a small number of mentoring programmes which use a for-
mal matching system, most tend to use a ‘hand-sift’ method, whereby mentees are 
matched with a mentor who suits their needs [29]. However, if a number of people of 
remarkable size is faced, this type of selection can unfortunately not be applied. 
Therefore, [29] suggest a set of eleven criteria that allow the automation of the proc-
ess, together with application criteria: 

Table 1. Matching criteria proposed by [29] for automatic pair matching 

Criterion Explanation 
Age Mentee matched with older mentor. 
Number of years work 
experience  

Mentee matched with mentor with more work  
experience. 

Level of qualification Mentee matched with mentor with higher  
qualification level. 

Marital status  Mentee matched with mentor with same marital 
status.  

Children  Mentee matched with mentor in a similar situation to 
themselves (having/had children).  

Dependent care  Mentee matched with mentor in a similar situation. 
Life/career history  Identify similarities in life/career experiences, e.g. 

having experienced barriers to progression. 
Personal skills  Mentee matched with mentor who could help them 

develop the personal skills they need to improve. 
Professional skills  Mentee matched with mentor who could help them 

develop the professional skills they need to improve.  
Vocational sector  Mentee matched with mentor who worked/had 

worked in a similar occupational area.  
Personal values Mentee matched with mentor who shared similar 

core values.  
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3   SeMatching: New Tool, Ancient Needs 

In today’s organizations, the capabilities of Information Communication Technology 
(ICT) have transformed not only forms of communication, but also the forms of per-
sonal development in professional environments. In particular, the arrival of the SW 
represents a revolution in the forms of accessing and storage of information. The SW 
term was coined by [30] to describe the evolution from a document-based web  
towards a new paradigm that includes data and information for computers to manipu-
late. The SW provides a complementary vision as a knowledge management envi-
ronment [31] that, in many cases has expanded and replaced previous knowledge 
management archetypes [32]. In this new scenario, SW technology has been identified 
as a factor which can be exploited in the environment of mentoring. According to 
[33], “Mentors can be semantically selected by matching profiles”.  

The application of semantics in relation to the management of human capital in or-
ganizations is not a new concept. One of the research areas which holds the longest 
tradition relates to the analysis of competencies. According to McClelland [34], com-
petence concerns the relation between humans and work tasks: rather than knowledge 
and skills themselves, competence involves the knowledge and skills required to  
perform a specific job or task in an efficient way. More recently, HR-XML defined 
competency as a specific, identifiable, definable, and measurable knowledge, skill, 
ability and/or other deployment-related characteristic (for example, attitude, behavior, 
physical ability) which a human resource may possess and which is necessary for, or 
fundamental to, the performance of an activity within a specific business context. 
Various initiatives which propose the use of this new technology have been seen as a 
result of the popularity of the competency concept and the growth of the SW. The 
technology has been applied for the training of work teams [35], filling competency 
gaps in organizations [36], analyzing competency gaps [37], knowledge management 
for software projects [38], knowledge sharing and reuse [39], assist the learning proc-
ess [40] or assist work assignment [41] to cite some of the most recent initiatives. 
Zülch and Becker [42] expressed the need for a fixed terminology of competence-
related concepts, and Schmidt and Kunzmann [43] pointed out that Ontology-based 
approaches are the solution for the crucial trade-off in competency modeling needs. 
Taking those two conclusions into account, all of the works mentioned use ontologies 
as a tool. Thus ontologies are the appropriate formalisms to represent competency 
concepts. Similarly, in the current work, ontologies can be used to represent pair 
matching concepts. The theory which supports the use of ontologies is a formal theory 
within which not only definitions but also a supporting framework of axioms is  
included [44]. 

However, neither the competency ontologies used, nor some of the standardization 
efforts on modeling competencies can cover all of the characteristics which pair 
matching spans. An adaptation of the available competency ontologies is required. 
The LUISA Project (http://luisa.atosorigin.es) addresses the development of a refer-
ence semantic architecture for the major challenges in the search, interchange and 
delivery of learning materials. A deliverable of this project is the Generic Competence 
Ontology (GCO).Using this specification as a base which is adapted for mentoring 
pair matching issues, many of the criterions can be directly included just by using 
concepts from the ontology (person, competency, attitude, skill, job position…), while  
 



142 R. Colomo-Palacios et al. 

others must be updated (Vocational sector, Personal values… ). As a result of this, a 
modified version of GCO adapted to mentoring scenario is used here. The figure 
below demonstrates the architecture of Sematching: 

 

Fig. 1. Sematching Architecture 

The current section details the different components of the architecture without 
specifically focusing on the software layer where they belong. This is not necessary, 
since the three functionalities are well defined and have a commonly shared and used 
pattern: 

• Annotation GUI: This component interacts with the user by providing a set 
of graphical elements to annotate the resources by means of semantic an-
notations based on the ontology used. 

• Retrieval GUI: It offers a semantic annotation retrieval functionality for the 
user, based on both the Reasoning Engine and the Query Engine. In the 
former, retrieval is envisaged as location of a subset of concepts by means 
of Description Logics subsumption. In the latter, the retrieval is provided 
by SPARQL definitions to find, manage and query RDF triples following 
a particular criteria. 

• Reasoning Engine: This component derives facts from a knowledge base, 
reasoning about the information with the ultimate purpose of formulating 
new conclusions. In the SeMatching framework, it consists of an OWL 
Description Logics based reasoner, such as the Renamed ABox and Con-
cept Expression Reasoner (RACER). It uses subsumption to find sets and 
subsets of annotations based on logical constraints.  

• Query Engine: The Query Engine component uses the SPARQL RDF query 
language to make queries into the storage systems of the back end layer. 
The semantics of the query are defined not by a precise rendering of a 
formal syntax, but by an interpretation of the most suitable results of the 
query. This is because SeMatching stores mostly RDF triples or OWL DL 
ontologies, which also present an RDF syntax.  
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• Semantic Annotation and Application Ontology Repositories: These two 
components are semantic data store systems that enable ontology persis-
tence, querying performed by the Business Logic layer components and 
offer a higher abstraction layer to enable fast storage and retrieval of large 
amounts of OWL DL ontologies, together with their RDF syntax. This en-
sures that the architecture has a small footprint effect and a lightweight 
approach. An example of such systems could be the OpenRDF Sesame 
RDF Storage system, or the Yet Another RDF Storage System (YARS), 
which deal with data and legacy integration. 

The SeMatching architecture is a self-contained, loosely coupled open architecture 
which allows using a wide range of software technologies for its implementation. The 
added value of SeMatching will be, taking into account its SW orientation, the inclu-
sion of really “soft” aspects like values in the ontology model. Many of the concepts 
that are related to pair matching (soft and hard skills, career history, qualification…) 
are used in other semantic efforts e.g. [38], [41], however the inclusion of values 
(which according to some authors are also present in competences, but as a part of it) 
in this scenario is new. In the other hand, in comparision with traditional pair match-
ing process, the use of ontologies can provide a common vocabulary and the undeni-
able matching that is associated with this approach. 

Many organizations are facing vitualization, outsourcing and offshoring. In this 
new scenario, mentoring, and, in particular, eMentoring can be a way to preserve 
organizational culture in complex work layouts. Thus, SeMatching can be seen as 
enabling technology for these organizations in which both knowledge and workers are 
scattered. Those organizations, like any others, need to preserve their culture by per-
forming a good mentoring process based on new pair matching processes. 

4   Conclusions and Future Work 

Taking into account the progressive virtualization of organizations, SeMatching 
represents a latent opportunity for organizations interested in the development of their 
intellectual capital. SeMatching represents an innovative and technologically ad-
vanced initiative, which takes advantage of the capacities that the SW provides. 

The current work proposes two types of initiatives which should be explored in fu-
ture research. In the first place, the integration of the functionalities provided by Web 
2.0 in the development of the profiles of the mentors and mentees. Populating the 
ontologies based on available social information represents a research opportunity 
which has been previously developed by the authors, and this data is considered here 
as an invaluable source for the creation of user preference profiles. Furthermore, these 
preference profiles may be very useful data sets for the addition of personal prefer-
ences in the pair matching process. In the second place, it is aimed to test the platform 
developed empirically by evaluating the capabilities of SeMatching from a qualitative 
viewpoint. The researchers envisage testing the platform using a set of tests carried 
out by experts who validate the platform from a qualitative perspective. From a quan-
titative perspective, authors are working in the prototype of SeMatching in order to 
perform a pilot study in an Spanish university. 
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Abstract. In this paper we present a mediating algorithm to provide a conflict 
resolution in the knowledge management system K-DSS which is a decision 
support system for identifying crucial knowledge.  In the knowledge base of K-
DSS, inconstancies can appear because of conflicts between decision makers 
evolved in the process of identification of crucial knowledge. Our objective is 
to solve conflicts by the mean of argumentative agents representing decision 
makers. Multiagent theory is suitable to our context due to the autonomous 
character of agents able to represent faithfully each human actor evolved in the 
process of identification of crucial knowledge.   

Keywords: Knowledge Management, multiagent systems, conflict resolution, 
Knowledge classification. 

1   Introduction 

Capitalizing on all the company’s knowledge requires an important human and 
financial investments. To optimize the capitalizing operation, one should focalize on 
only the so called “crucial knowledge”, that is, the most valuable knowledge. This 
permits particularly to save time and money. 

In practice, decision makers use tacit and explicit knowledge available in various 
forms in the organization to select, from a set of options, the alternative(s) that better 
response(s) to the organization objectives. The main objective of capitalizing is to 
extract tacit knowledge. Thus, companies should invest in engineering methods and 
tools [5] in order to preserve the knowledge. 

In our case study, the goal is to propose a method to identify and qualify crucial 
knowledge in order to justify a situation where knowledge capitalization is advisable. 
The method is supported by a K-DSS [10][11] which is a decision support system. 
The aim of this paper is to improve K-DSS. Mainly, to cope with inconsistency in 
decision rules we shall use an argumentative approach. 

In this work, we aim to solve conflicts in the crucial knowledge classification. 
During this process, decision makers can have contradictory opinions that lead to 
inconsistencies in the shared knowledge base.  



148 I. Brigui-Chtioui and I. Saad 

 

This article is structured in the following way. Section 2 gives an overview on the 
related works. Section 3 presents the knowledge management system K-DSS, 
followed by the multiagent system details in section 4. The experimentations and 
results are presented in section 5. Section 6 summarizes our contribution. 

2   Related Works  

Only few theoretical works are available in literature to identify crucial knowledge. 
We think that the method proposed by [8] enables to study the area and to clarify the 
needs in knowledge required to deal with pertinent problems through the modeling 
and analysis of sensitive processes in the company. This approach involves all the 
actors participating in the area of the study.  

In addition, the method proposed by Tseng and Huang [14] propose to compute the 
average score of each attribute of the knowledge as a function of the evaluations 
provided by each analyst. Then, the analyst evaluates the importance of knowledge in 
respect to each problem. Finally, the average global is computed for each analyst. One 
limitation of this method is that the scales used are quantitative. However, due to the 
imprecise nature of the knowledge, qualitative scales are preferred. 

In a shared decision making, conflicts can appear mainly because of opinion 
divergence. Many theoretical works treat the issue of argumentation advantages in 
several domains like negotiation [9] and conflict resolution [13].  

Many works treat the problem of conflict resolution by having recourse to 
argumentation [6][12] and especially in the field of knowledge management [3][4]. 

3   The Knowledge Decision Support System: K-DSS  

Figure 1 describes the functional architecture of K-DSS. Two phases may be 
distinguished in this figure. The first phase is relative to the construction of the 
preference model. The preference model is represented in terms of decision rules. The 
second phase concerns the classification of potential crucial knowledge by using  
the rules collectively identified by all the decision makers in the first phase. In this 
paper, attention is especially devoted to present the phase 1 “Construction of the 
preference model”. This phase consists in identifying, from the ones proposed, an 
algorithm for computing the contribution degrees. The selection is collectively 
established by all the decision makers with the help of the analyst. Whatever the 
selected algorithm, it uses the matrices Knowledge-Process (K-P), Process-pRoject 
(P-R) and pRoject-Objective (R-O) extracted from the database to compute the 
contribution degree of each piece of knowledge into each objective.  

Once these matrices are generated, the contribution degrees are first stored in a 
decision table and then introduced in the database. The decision table contains also 
the evaluation of the knowledge concerning the vulnerability and use duration criteria 
extracted from the database. These evaluations are collectively defined and introduced 
by the analyst in the database. The analyst should introduce in the decision table, and 
for each decision maker k, the decisions concerning the assignment of knowledge of 
reference into the classes Cl1 and Cl2.  Two decision classes have been defined: Cl1: 
“not crucial knowledge” and Cl2: “crucial knowledge”. 
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The decision table contains, in addition to the columns relative to vulnerability and 
those relative to contribution degree and use duration criteria, as many columns as 
decision makers. It consists in determining, with the help of each decision-maker, 
assignments of a set of knowledge items “Reference crucial knowledge” in the 
following decision classes: Cl1 and Cl2.  

Once the decision table is generated, it will be used as the input of the induction 
algorithm selected by the decision makers (DOMLEM or Explore) [7]. This algorithm 
permits to generate the list of the initial decision rules for each decision maker d.  
During this step, opinion conflicts can appear concerning knowledge assignments. 
These conflicts lead to inconsistencies in the shared knowledge base.  

Then the next step consists in modifying sample assignments or evaluations with 
the concerned decision-maker, when inconsistencies are detected in the decision rules 
base. Finally, the last step consists in determining decision rules that are collectively 
accepted that will be used latter by JESS for the classification phase. 

In the first version of our system K-DSS [10], the procedure used to solve the 
inconsistency in the decision rules is performed by every decision maker evolved in 
the process of the evaluation of the knowledge assisted by the analyst. 

In the following section, we present the multiagent system aiming to reach 
agreements on the knowledge assignment by the mean of argumentation.  

decision maker 1

Analyst

decision maker rdecision maker k

- MaxMinMin algorithm
- MaxMinMediane algorithm
- MaxMinMax algorithm

Induction algorithms :
- DOMLEM
- LEM2

Initial list of decision rules
for decision maker  k

Matrix K-P
Matrix  P-R
Matrix R-O

Decision table

Performance table

Selection of an
algorithm

Selection of
decision rules by
decision maker k

Decision rule s reta ined by
decision maker 1

Dec ision rule s reta ined by
decision maker k

Dec ision rule s reta ined by
decision maker  r

Collaborative selection of
decision rules

Collectively retained
decision rules (in text form)

Knowledge base

Fact base Rule base

JESS       (inference engine)

System interface

Phase 1 and Phase 2

Phase 1

Phase 2

User/System task

System task

Model base Data base

......

 

Fig. 1. Functional architecture of K-DSS [10] 

4   The Multiagent System 

Multiagent theory is particularly suitable to our context due to the autonomous 
character of agents able to represent faithfully each human actor taking part in the 
classification process. In the other hand, an automated process is appropriate to our 
context because of the large amount of knowledge to analyze, the large number of 
decision maker involved in the assignments of knowledge and hard delay constraints. 
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Our multiagent system [2] is made up of a set of autonomous behavior-based 
agents that act on behalf of their beliefs (Figure 2). The organization contains two 
types of agents: 

a. the mediator agent m that is responsible for the knowledge base management. Its 
goal is to resolve conflicts in order to have a consistent knowledge base. Its role 
consists on detecting conflicts, putting in touch decision maker agents source of the 
conflict and prompting them to reach an agreement. If an agreement can not take 
place, the mediator agent is destined for making an objective decision due to its meta-
rules. Note that only the mediator agent is entitled to modify the collective knowledge 
base.  The meta-rule notion will be detailed in section 4.4. 

b. the decision maker agents ai that are responsible for the knowledge classification on 
the basis of its beliefs. Each decision maker agent represents a human decision maker and 
manages an individual rule base allowing him the classification and the argumentation.  

Agents involved in the knowledge classification process have the same goal: 
sharing a consistent knowledge base. Decision maker agents are made up of 3 
interdependent modules:  

- Communication module allowing the message exchange between agents; 
- Inference module responsible for inferring rules from the individual rule base and 

deducing classification for each knowledge; 
- An argumentation module which is able to construct arguments that enhance a 

given classification. 

The communication module is in relation with the argumentation module in order 
to construct messages to be sent to the other decision maker agents. The 
argumentation module is in relation with the inference module which is able to 
generate arguments motivating a given classification.  
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I n f e r e n c e m o d u l e

A r g u m e n t a t i o n
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R B i  

R B j  
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a g e n t i

M e d i a t o r  
a g e n t
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a g e n t j

 

Fig. 2. Multiagent architecture. This shows a figure consisting of modules communicating in 
order to classify shared knowledge. 
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4.1   Preliminaries 

– We denote by a1, a2, … an decision maker agents involved in the knowledge 
classification process; 

– We denote by k1, k2,…kn knowledge to classify; 

– We denote by K, the collective knowledge base;  

– We denote by α, β, γ,…knowledge classification;  

– We denote by p , the preference relation between classifications 

Definition 1. Classification. A classification α is represented by a triplet < ai , k, c > 
where ai  represents the decision maker agent,  k denotes the classified knowledge and 
c the decision class of classification. 

Definition 2. Conflict. A conflict is detected iif:  ∃ α <ai , k, c > and  β < aj, k, c’ > / c 
≠ c’. 

Definition 3. Consistency. It exists Consistency iif ∀ α <ai, k, c > and β < aj, k, c’ >, 
+Conflict. 

Definition 4 Argument. An argument is represented by a pair < α, Rα > where α 
denotes a classification and Rα the set of rules establishing α. 

4.2   Communication Protocol 

The communication protocol [1] specifies actions agents are authorized to take during 
the classification process. The argumentation process is initiated by the mediator 
agent if a conflict is detected (cf. Definition 2).  A call_for_arguments message is 
sent by the mediator agent to the two agents in conflict which are asked to reach an 
agreement. 

After receiving this call, agents start the argumentation process. This process can 
be viewed as an exchange of justify messages finished by an accept or a reject 
message. 

An accept message stays that an agreement is reached. On the other hand, a reject 
message implies that the mediator agent should come to an objective decision based 
on its meta-rules. The mediator agent algorithm is detailed in the next section. 

4.3   Mediator Agent Algorithm 

The mediator agent m is responsible for solving conflicts between classifications on 
the basis of its meta-rules. Figure 3 shows the state graph of the mediator agent. When 
a conflict is detected, the mediator agent sends a Call_for_arguments message to the 
concerned agents and stays idle. At the end of the argumentative process, decision 
maker agents inform mediator agent about their decision. If the mediator agent 
receives an Accept, the process is complete and the classification appointed is 
established. On the other hand, if a Reject message is received, the mediator agent 
should make a decision based on its meta-rules.  



152 I. Brigui-Chtioui and I. Saad 

 

Idle 

Conflict resolution 
metarules verification 

conflict detected 

reject 

affect(m, ai, aj,km,cn) 
accept 

 
Fig. 3. The mediator agent state graph. This figure illustrates the mediator agent algorithm for 
the decision makers conflict resolution. 

4.4   Meta-rules 

Table 1 represents the knowledge classification criteria and their associated rules. A 
meta-rule consists on giving a weight ωi to each criterion i. We choose the additive 
linear function as aggregation model. A classification α is then evaluated by a utility 
function Uα: 

 

Ui the scoring function that reduces all criteria on the same scale [0, 100]. 
xα

i the value of the classification α on the criterion i. 
 

Table 1. Classification criteria and associated rules 

Criterion Domain Description 
 

Associated rule 

NAg (α) [0,N] The number of 
agents establishing α 

If NAg (α)< NAg (β) 

Then αp β 
γ(A(α)) [0,100] The approximation 

quality of the agent 
establishing α. 

If γ(A(α))< γ(A(β)) 

Then αp β 

|Rα| [0,∞] The number of 
rules conducting to 
establish α 

If  Rα < Rβ  Then 

αp β 

∂(Rα) [0,100] The average of 
the rules strength in 
Rα. 

If ∂(Rα)< ∂(Rβ) 

Then αp β 

4.5   Illustrative Example 

In order to show the use of the proposed approach, this section presents an illustrative 
example. This example concerns 3 agents that negotiate in order to classify 3 
knowledge in the shared knowledge base. The example data are detailed in Table 2.  
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Table 2. Knowledge classification scenario (3 agents and 3 knowledge) 

Ag ent Approximation 
quality

Ag ent 
c las s ific ations

|Rα| ∂(R α )

a 1 75 α 1  <a 1  , k 1 , c 1 >    
α 2  <a 1  , k 2 , c 1 >    
α 3  <a 1  , k 3 , c 2  >

|R α1 |=2   
|R α2 |=5   
|R α3 |=8

∂(R α1 )=10   

∂(R α2 )=20   

∂(R α3 )=40

a 2 60 β 1  <a 2  , k 1 , c 1 >    
β 2  <a 2  , k 2 , c 2 >    
β 3  <a 2  , k 3 , c 2  >

|R β1 |=5   
|R β2 |=3   

|R β3 |=11

∂(R β 1 )=11   

∂(R β 2 )=10   

∂(R β 3 )=15

a 3 35 γ 1  <a 3  , k 1 , c 1 >    
γ 2  <a 3  , k 2 , c 2 >    
γ 3  <a 3  , k 3 , c 2  >

|R γ1 |=2   
|R γ2|=12   
|R γ3|=4

∂(R γ 1 )=12   

∂(R γ 2 )=3    

∂(R γ 3 )=25
 

The conflict that appears between decision makers concerns K2 which is classified 
in Cl1 by a1 and in Cl2 by Ag2 and Ag3. After a dialogue between the concerned agents 
and a reject message, the mediator agent applies the meta-rule presented in Table 3 in 
order to make an objective multicriteria decision about the classification of K2.  

Table 3. The mediator agent meta-rule 

 Approx. 
Quality 

NAg (α) |Rα| ∂(Rα) 

Weight 0.3 0.1 0 0.6 

 

Fig. 4. Sequence diagram. This diagram shows a communication between the mediator agent 
and two decision makers about the K2 classification. As shown in this example, agent1 wants 
to classify K2 in Cl1 and agent2 wants to classify the same knowledge in Cl2. After an 
exchange of justify messages, a deal can’t be reached. Then, by applying his meta-rule (table4), 
the mediator agent classifies K2 in Cl1 and informs the concerned agents by sending an affect 
message. 
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In order to compare the agents’ classifications, we apply the multicriteria decision 
model on the basis of the weights assigned by the mediator agent as follows: 

U (α2) = (0.3*75) + (0.1*1) + (0*5) + (0.6*20) = 34.6 

U (β2) = (0.3*60) + (0.1*2) + (0*3) + (0.6*10) = 24.2 

U (γ2) = (0.3*35) + (0.1*2) + (0*12) + (0.6*3) = 12.5 

U (α2) > U(β2) > U(γ2)  α2 is the winner classification and k2 is classified in Cl1. 

The scenario of K2 classification is illustrated in the sequence diagram of the Figure 4. 

5   Conclusion 

This paper details the issue of identification of crucial knowledge and proposes a 
mediating algorithm in order to provide a conflict resolution in the context of crucial 
knowledge classification. The aim of the proposed multiagent system is to manage 
conflicts between decision makers by argumentation and to lead to a consistent shared 
knowledge base. 

We propose in this work the detail of the conducted experiments in order to 
appreciate the advantages of using an argumentative approach in our study context. 
Experiments show two main points. First, the argumentative approach leads to a 
decreasing number of conflicts between decision maker agents. Second, an 
argumentative approach is less sensitive to an increasing number of reference 
knowledge.  

Future work will include attacks relations between arguments in order to improve 
the argumentation framework. Take as an example 2 arguments Arg1 : P1 -> C1 and 
Arg2 : P2 -> C2. For example, we maintain that Arg2 attacks Arg1 iff (C2 -> C1) ∨ 
(C2 -> P1).  

Finally, we aim to experiment the proposed argumentative approach considering 
real data. These experiments can lead to compare the consistency of the knowledge 
base in the human and in the argumentative multiagent context. 
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Abstract. Use of educational games during teaching process does not represent 
a new topic. However question “How to address the knowledge in educational 
games?” is still open. The purpose of this paper is to propose a model that will 
attempt to establish the balance between knowledge integration into game on 
one side, and its reusability on other. Our model driven approach is relying on 
use of Learning Objects (LO) as constructing pieces of knowledge resources 
which are specialized for educational game design purpose. Presented models 
contribute to methodology of educational games development in a way that they 
embrace principles of learning and knowledge management early in design 
process. We demonstrated applicability of our models in design case study, 
where we developed educational game editor where educator can easily define 
new educational game utilizing existing knowledge, assessment and multimedia 
from repository. 

Keywords: Knowledge modeling, Educational game, MDA, Metamodels. 

1   Introduction 

There is a promising role of digital games in education process. Traditional forms of 
teaching and passing knowledge lose their strength daily, due to development of tech-
nology and different motivational factors for the upcoming generations. Digital game-
based learning is a novel approach applying at universities’ courses and lifelong 
learning. In search for new role of universities in changing context of education, gam-
ing is becoming a new form of interactive content, worth of exploration [1]. Features 
of games that could be applied to address the increasing demand for high quality 
education are already identified as [2]: clear goals, lessons that can be practiced  
repeatedly until mastered, monitoring learner progress and adjusting instruction  
to learner level of mastery, closing the gap between what is learned and its use, moti-
vation that encourages time on task, personalization of learning, and infinite patience. 

Use of educational games during teaching process does not represent a new topic. 
Since the need for new forms of education has been recognized by the researchers in 
this area, new problem arose. The main issue in this area of research is “How to ad-
dress the knowledge in educational games?” At this moment, development of educa-
tional games includes knowledge integration during game development process. This 
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approach establishes strong coupling of game context and integrated knowledge which 
further disables reuse of that particular knowledge. In order to increase knowledge 
reuse, there is a need for a certain level of separation from the game. That extraction, 
on the other hand, can lead to poor integration with game context, which disrupts the 
flow of the game. Finding the right balance is essential regarding this matter. 

Finding the right way to model the knowledge for use in educational games pre-
sents an important issue. Video games teach players certain skills and knowledge 
[3,4]. The problem arises when there is a need to teach specific matter such as subject 
curriculum at universities etc. Integrating that kind of knowledge, while still making 
game interesting and playable presents a big challenge. The purpose of this paper is to 
propose a model that will attempt to establish the balance between knowledge integra-
tion on one side, and its reusability on other. Our model driven approach is relying on 
use of Learning Objects (LO) as constructing pieces of knowledge resources which 
are specialized for educational game design purpose. Learning objects represent a 
small, reusable pieces of content relevant for learning (for example, an online exer-
cise; a coherent set of introductory readings on a specific topic; or an assessment test) 
[5]. Reusability of LO represents using LO in different courses, by different teachers 
and learners [6]. In this case LOs can be reused in different educational games as well 
as other eLearning forms, online classes, tests etc. 

The paper is structured as follows. In part 2, we give a brief discussion about this 
area of research and survey of research result regarding this matter. Next, we give a 
description of the proposed approach inspired by model-driven development that 
represents a basis of this work. Detailed description of our metamodel is a subject of 
part 4 of this paper. An example of application of the described metamodel, is de-
scribed in part 5. Part 6 gives a conclusion and issues in respect to our future work.    

2   Games in Education 

The essence of e-learning lies in knowledge management [7,8]. The ever-increasing 
importance of knowledge in our contemporary society calls for a shift in thinking 
about innovation in e-learning.  

In the context of e-learning, ontologies serve as a means of achieving semantic 
precision between a domain of learning material and the learner’s prior knowledge 
and learning goals [9]. Ontologies bridge the semantic gap between humans and ma-
chines and, consequently, they facilitate the establishment of the semantic web and 
build the basis for the exchange and re-use of contents that reaches across people and 
applications [10]. 

It is important to be able to separate content from expression within a LO in order 
to be able to clearly distinguish two important types of questions: those dealing with 
the meaning that has to be conveyed by the LO, and those dealing with how meaning 
is to be expressed [11]. 

On the other side, main purpose of educational games is to teach and pass knowl-
edge. That is why a majority of educational games is focused mainly on knowledge. 
Different skills and knowledge can be taught differently. Some games are using well-
known, popular environment and set of rules, adapted for purposes of education - for 
example, the educational game based on “Who wants to be a millionaire?” quiz [12]. 
It uses all elements of the TV show, but questions are chosen by the teacher.   



158 M. Minović et al. 

 

Some games are developed with certain subject matter in mind, like games for 
teaching electromagnetism called Supercharged! [13] or a fantasy adventure game for 
teaching the basic concepts of programming [14]. In some cases, the modification  
of popular games (game modding) was used for teaching computer science,  
mathematics, physics and aesthetics [15]. Game design can be used to achieve similar 
goals - developing problem solving skills and teamwork [16]. 

Regardless of the rapid growth of this research field, knowledge modeling for the 
purpose of educational games is still in its initial phases. While there are many exam-
ples of practical work in knowledge modeling and knowledge management, there is 
very little practical work done in the field of knowledge modeling and integration with 
educational games. While there are numerous efforts that games can be applied to 
learning, relatively few attempts can be found where principles of learning and knowl-
edge management were explicitly followed a priori in design [9]. Cognitive modeling 
and assessment tools have to be incorporated in to educational games, giving insight 
into learning outcomes and enabling their evaluation. The challenge with these games 
is also that they are very costly to develop, as they must compete with commercial 
video games in terms of quality of graphics, challenges, and game play [2]. 

3   Proposed Approach 

Our approach is inspired by the model-driven development, where software develop-
ment’s primary focus and products are models rather than computer programs. In this  
 

Table 1. Mapping Educational Games Concepts to the OMG’s MDA Levels 

OMG 
MDA 
Level 

Educational Game 
Metamodeling  
Architecture 

Description 

M3 – 
Meta-
metamodel 

The Meta Object 
Facilities (MOF) 

The MOF is an OMG standard that defines a 
common, abstract language for the specification 
of metamodels. MOF is a meta-metamodel – 
the model of the metamodel, sometimes also 
called an ontology 

M2 – Meta 
models 

The Educational 
Game Metamodel 
(EGM) 

The Educational Game Metamodel provides a 
common and standardized language about 
phenomena from various domains relevant to 
the design of educative games. It is called a 
metamodel as it is the abstraction of platform 
specific models. 

M1 – 
Models 

Platform-specific 
Shemas (XHTML, 
SAPI, SWIXml 
Schemas...) 

Platform specific models of educational game 
content. 

M0 – 
Objects, 
data 

Content data 
(XHTML, SAPI, 

SWIXml files...) 

Instances of platform specific models. 
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way, it is possible to use concepts that are much less bound to underlying technology 
and are much closer to the problem domain [17]. 

Table 1 gives an overview of educational game development through MDA levels. It 
uses a platform-independent base model (PIM), and one or more platform-specific mod-
els (PSM), each describing how the base model is implemented on a different platform 
[18]. In this way, the PIM is unaffected by the specifics of different implementation 
technologies, and it is not necessary to repeat the process of modeling an application or 
content each time a new technology or presentation format comes along. The views on 
game content from different levels of abstraction can be derived by model transforma-
tions. In MDA, platform-independent models are initially expressed in a platform inde-
pendent modeling language, and are later translated to platform-specific models by 
mapping the PIMs to some implementation platform using formal rules. The transfor-
mation of the content models can be specified by a set of rules defined in terms of the 
corresponding higher level metamodels. The transformation engine itself may be built 
on any suitable technology such as XSLT tools. Our approach is based on standard 
technologies such as the Unified Modeling Language (UML) and XML, which are 
familiar to many software practitioners and are well supported by tools. Therefore, it is 
not necessary to develop complex solutions from scratch, and it is possible to reuse 
existing model-driven solutions and experiences from other domains. In our work we 
rely on existing UML modeling tools, XML parsers and software frameworks, develop-
ing only code that extends, customizes, and connects those components according to 
common and standardized language defined in the Educational Game Metamodel. 

4   Educational Game Metamodel 

Defining educational game models requires a vocabulary of modeling primitives. 
Therefore, our metamodel describes basic educational game concepts. Figure 1 shows 
a simplified educational game metamodel. 

 
class Meta Model

EduGameEngine

EduGameKnowledge

EduGameInteraction

EduGame EduGameElement

EduGameLev el

1..*
1..*

 

Fig. 1. Educational game basic concepts 

The metamodel’s main concept is EduGameElement which is used as a basis for 
defining other concepts of educational game. EduGameKnowledge defines educa-
tional content that aims to convey to players in learning process. There is a need for 
expertise in science area for managing complexities of the underlying knowledge. 
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Educational content needs some form of presentation to the user, therefore we intro-
duce concept of EduGameEngine. It describes the mechanism used to present knowl-
edge, which, for example, might be the learning tool to generate and answer questions 
that guide learner through the exploration and discovery of the required science area. 
GameInteraction concept describes communication between player and game. This 
concept describes interaction at high level of abstraction regardless of specific mani-
festations. In broad outline, interaction is established using multiple channels of 
communications, and concept is derived from our existing metamodel of multimodal 
human-computer interaction [19]. The overall goal is to convey knowledge in interac-
tions rather than static data. EduGameLevel comprises previous modeling primitives 
in order to provide inherent mechanism for game progress as well as creating a sense 
of achievement. It also allows creating games at multiple scales of knowledge and 
skills. 

4.1   Knowledge Metamodel for Educational Game 

In this paper, we will focus on knowledge modeling for educational games. Further 
development of knowledge metamodel for educational game should provide a good 
basis for modeling domain knowledge and integration with the game. Model should 
enable manageable learning path, through the game, as well as knowledge reusability. 
In addition, model must provide the ability of knowledge assessment and integrating 
that assessment with the game. 

In order to structure domain knowledge, we introduce basic metamodel shown on 
the Figure 2. EduGameKnowledge consists of EduGame KnowledgeCategory, which 
defines hierarchy of knowledge, and contains zero or more domain models. 

Domain model represents a specific knowledge area and consists of Domain Con-
cepts, which are self-related. Domain Concept represents a specific unit of knowledge 
that constitutes a building block of mentioned knowledge area. Relation between 
Domain Concepts has two important aspects. If concept relates to other concept, than 
correlation attribute will have value between zero and one (one for exactly the same 
concept and zero for non-related concepts). Second important relation is prerequisite, 
which signifies concepts that must be adopted before related concept. 

We define EduGameLO (Educational Game Learning Object) and EduGameAO 
(Educational Game Assesment Object) to introduce a relation between game and 
knowledge. One EduGameLO/EduGameAO is related with one or more Domain Con-
cepts. Finally, EduGame Scene consists of zero or more EduGameLO and zero or 
more EduGameAO. Inspiration for using the name Scene came from the field of mov-
ies. As in movies, scene represents an integral set of constituting parts that are pre-
sented to the viewers as a whole. In educational games domain, scene represents a 
composition of learning materials and assessments, that have a specific educational 
purpose, but its presentation depends on many different factors. Adequate interaction 
with learner required from us to develop another part of our framework, targeting 
Game Interaction [20]. 

Major benefit of our metamodel is that construction of educational games is driven 
by “learning scenario”, which actually defines domain concepts and learning path that 
learner should adopt. Less experienced educator can construct educational game, 
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simply relying on domain model developed by experts in specific knowledge area, 
utilizing already established relations between concepts for given domain model. 

On the other side, established relation enables us to create transformations on lower 
MDA levels, in order to automatically generate EduGame Scene. Educator can define 
“learning scenario” (or use existing one from repository), and educational game will 
be generated (by use of game template from repository). EduGame Engine can gener-
ate adequate EduGame Scene, by choosing Learning and Assesment Objects, and pass 
it to EduGameInteraction for presentation to learner. 

Next model (Fig. 2) gives in more detail specification of Learning and Assessment 
Objects. Although learning and assessment is often overlapping, in our model we 
distinguish between Learning Object and Assessment Object. In this way, we can 
achieve separated management of learning and assessment paths, as well as easier 
manipulation by computers. Specific nature of educational games leads us to separa-
tion of LO and AO. In order to keep learners motivation high, game should provide a 
sense of achievement. Learner should be provided with a challenge adequate to his 
current knowledge state, which is established by use of AOs.  Game platforms enable 
implementation of assessment objects which are different than in classical eLearning 
(for example mini-game inside the game which will verify acquired knowledge or 
skills). Finally, for learner this separation does not have to be so clear, since advanced 
educational games should mix these two concepts and blur the separation line be-
tween them. Further, EduGameLO can be Simple or Complex type. Simple LO can 
be: TextEduGameLO, PictureEduGameLO, VideoEduGameLO or AudioEduGameLO. 
ComplexEduGameLO represents any combination of Simple Learning Objects as well 
as combination with other Complex Learning Objects. EduGameAO has same spe-
cialization, as Simple and Complex EduGameAO. 

class EduGameKnowledge

EduGameElement

Meta Model::
EduGameKnowledge

EduGameObjects::
EduGameLO

EduGame 
KnowledgeCategory

Domain modelDomain ConceptDomain Concept Relation

- correlation:  real
- prerequisi te:  Boolean

Domain Model::
EduGameScene

EduGameObjects::
EduGameAO

0..* 0..*

0..*

1..*

0..*

0..*1..*

 

Fig. 2. Educational game knowledge metamodel 

We decided to continue specializing simple AO into Question, Simulation, Puzzle 
and Mini-game. Question covers all standard question types for knowledge assess-
ment (like multiple-choice or free-text question). Simulation represents a specific kind 
of assessment, where learner has some kind of mini-model for manipulation and has 
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to use it in order to solve a given problem. Simulation is particularly convenient for 
skill assessment. Puzzle refers to a group of tasks described as logical assignments or 
logical hurdles. Mini-game is assessment object in a form of a game. Important char-
acteristic of every assessment object is to provide EvaluationPoints value (for exam-
ple, at implementation level this can be valued between 0 and 100) in order to enable 
verification of knowledge. Complex EduGameAO can be aggregation of Simple 
EduGameAO (mini-game for example). 

 
class EduGameLO

EduGameLO

Complex 
EduGameLO

Text EduGameLO Picture 
EduGameLO

Video 
EduGameLO

Audio 
EduGameLO

EduGameKnowledge::
Domain model

EduGameKnowledge::
Domain Concept

EduGameKnowledge::
Domain Concept Relation

- correlation:  real
- prerequisite:  Boolean

Complex 
EduGameAO

Simple 
EduGameLO

EduGameAO

- EvaluationPoints:  real

Simple 
EduGameAO

Question Simulation Puzzle Mini-game

0..*

1..*

1..*

1..*

 

Fig. 3. Educational game Learning Object and Assessment Object metamodel 

In next section we will present our design case study, where we developed educa-
tional game editor as a proof of concept, based on our metamodels. 

5   Design Case Study 

We have applied our approach in designing pilot project educational game editor, 
where educator can easily define new educational game, utilizing existing knowledge, 
assessment and multimedia from repository. For now, we provided support for adven-
ture game type. For this specific game type, we use a 2D game environment.  

The main idea is that learner has to solve all given quests inside adventure game 
world. In order to complete the quest, player (learner) must pass all assessment ob-
jects successfully. First, educator defines a map, which presents a game world envi-
ronment. Upon that, he defines game regions and relations among them, and proceeds 
with detail definition of each region, where he can use existing learning objects or 
create new one for specific domain concept. Assessment objects can belong to a re-
gion, too. Also every region contains Non Playing Characters (NPC) that act as  
enemies, partners and support characters to provide challenges, offer assistance and 
support the storyline. After the creation of regions, we can make different avatars, 
assign them different abilities, and make quests and assignments for future players. 
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The result of the process described is a uniquely structured XML document [21], 
which EduGameEngine uses for interpretation and presentation to learner. 

Figure 5. shows how user see interpreted adventure game, implemented as Java 
Applet. By advancing through the game, and by solving the quests, the player gains 
knowledge and learns new concepts. 

 

 

Fig. 4. Graphical editor for educational games definition 

 

 

Fig. 5. Web client game interface 
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6   Conclusion 

This paper describes our research in knowledge modeling for educational games. 
Extending our previous work on Educational Game Metamodel [22], this article pro-
vides further details of this approach and introduces a knowledge metamodel that 
enriches learning by creating platform for seamless integration between knowledge 
and game.  

Presented models contribute to methodology of educational games development in 
a way that they embrace principles of learning and knowledge management early in 
design process. Together with metamodels for game interaction [19], this presents a 
step toward a unified framework for development of educational games. 

We demonstrated applicability of our models in design case study, where we de-
veloped educational game editor where educator can easily define new educational 
game utilizing existing knowledge, assessment and multimedia from repository. 

Further development will be focused on implementing XSLT transformations in 
order to automate Learning Scene generation. The main idea is that educator defines 
“learning scenario” with concepts that learner should adopt during the game, and 
game engine will perform the rest of the job, e.g. select adequate LOs and AOs, pro-
duce Learning Scene and present it to the learner. 
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Abstract. This paper presents new methodologies in the analysis of the driving 
and rest times demanded by the Spanish Ministry of Public Works to all trans-
port vehicle drivers through a control system using GPS location and identifica-
tion through the electronic ID card. It is proposed the creation of a control  
system for the vehicle driver through GPS technology. Furthermore, technolo-
gies will be used for the data transport between the device that will be included 
in the vehicle and a server containing the characteristics of each route traveled 
by different drivers. The proposed control system will use as access control 
the electronic ID card in order to avoid any sort of vulnerabilities re-
lated to phishing (identity thefts). It aims to study the technology used 
by the electronic ID card. So, the main technological innovation is the 
use of the newborn electronic ID card alongside with the most advanced 
wireless technologies in the field, integrating both concepts in the same 
electronic device.  

Keywords: DNI-e (e-IDs), GPS, wireless technologies, Wi-Fi, bluetooth,  
transport.  

1   Introduction 

The recent introduction of the electronic ID card in Spain allows a new kind of inter-
action between people and electronic media, faster and easier than the traditional one. 
This kind of interaction is similar to that used with credit cards, in which users intro-
duce the card into a reader, type their personal identification number (PIN), and if all 
data are right they can begin to operate. 

Thus, one of the main aims of the electronic ID card is that users interact in this 
way, but without limiting the area of tasks to a single field. 

Security is one of the most interesting fields. In this field they can be developed 
systems that taking into account the universal the universal nature of the electronic ID 
card avoid the need to generate a means of identification (ie card) for each system. 

Control systems of transport vehicle drivers nowadays are the classic analog ta-
chograph, which displays the driving and rest times by means of an approved paper 
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disc. The ministry is demanding a new device; the digital tachograph which seems 
like a car radio. It is used a digital card for the identification of the driver.  

This project proposes the creation of a control system of the vehicle driver through 
a GPS technology. This technology aims to: 

• Locate the transport vehicle to track the trajectory. As a result of this tracking 
the following parameters will be obtained: 

o Measurement of the average speed and instant speed, controlling at 
every time the speeding. 

o Measurement of the distance traveled by a transport vehicle. 
o Control of driving times by detecting the vehicle movements. 
o Control of the driving times by not detecting the vehicle  

movements. 

Moreover, technologies will be used for the data transport between the device in-
cluded in the vehicle and a server containing all the characteristics of each route fol-
lowed by each driver. These technologies are: 

• Wi-Fi [1]: it will be used in order to transmit all the measured parameters 
during the route to a server that will calculate the possible infractions. 

• GPRS [2]: it will be used in order to transmit all the measured parameters 
during the route to a server that will calculate the possible infractions, if the 
driver does not have Wi-Fi connection at the end of the route. 

• Bluetooth [3]: it will be used in order to transmit all the measured parameters 
during the route to a device located in a short distance.  

The proposed control system will use as access control the electronic ID card in order 
to avoid any sort of vulnerabilities related to phishing (identity thefts). It aims to study 
the technology used by the electronic ID card. 

With the appearance of the new electronic ID card there are new possibilities  
related to the access control and control systems of transport vehicle drivers. The 
attempt of manipulating the current control systems causes the search for new less 
vulnerable systems; therefore the aim is to identify the transport vehicle driver 
through the electronic ID card, allowing a practical and safe identification. 

The electronic ID card also allows to unify all identification systems into a single 
system. This idea is trying to be developed in order to make it possible the identifica-
tion in all European Union countries customs by means of the ID card, replacing the 
passport.  

The control systems of transport vehicle drivers are limited at the moment. As an 
example, until a few months ago the famous analog tachograph was still used. It al-
lowed an easy manipulation by the drivers, issue that attempts to be remedied by 
using the electronic ID card. 

However, since January 2008 the Spanish Ministry of Public Works has imposed 
the new digital tachograph, which detects possible manipulations of the performed 
measurements. Therefore, it requires a digital identification card specific for the  
tachograph to operate. 

This project will provide the possibility of identifying the transport vehicle driver 
by means of a common document as it will be the electronic ID card. It will avoid any 
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sort of manipulations, since the measurements of the required parameters to control 
the driving and rest times of the driver will be carried out by GPS location.  

The system is composed of:  

• A control center, with database management and connectivity to the tacho-
graph placed in each vehicle. 

• Collection of devices required to perform the measurements of each vehicle 
and communicate with the rest of the system, comprising: 

o Tachometer: device to measure the shaft turn speed, usually the 
engine turn speed in revolutions per minute (RPM). 

o Electronic ID card reader: reader device or the e-ID, which allows 
the driver to be authenticated and then the whole system will start to 
operate. 

o Tachograph: electronic device that records several events gener-
ated by a vehicle during its driving. The recorded events usually 
are: speed (average and maximum), RPM, mileage, sudden braking 
and accelerations, idle time (the vehicle is stopped with the engine 
running), among others. These data can be collected by a computer 
and stored in a database or printed as graphs for further analysis. 

• Multimedia mobile device for the traffic policeman, easy-to-use, intuitive and 
with connection to the corresponding vehicle through Bluetooth technology.  

2   Main Aims 

The main aim of this project is to find new methodologies to analyse the driving and 
rest times demanded by the Spanish Ministry of Public Works, for all transport vehi-
cle drivers through a control system using GPS location and identification by the 
electronic ID card. The system will select the most suitable transmission technology 
for each case automatically, ie, not user intervention is required. Among the used 
technologies there have been included GPS, GPRS, WIFI, BLUETOOTH and ZIG-
BEE4. The idea is to switch automatically from one technology to another depending 
on factors such as coverage, cost or transmission speed. 

As a specific aim it is the development of the information system required to carry 
out the tracking, control and analysis tasks of the different routes traveled by each one 
of the drivers. They will be developed specifically: 

• Tracking system and data collection. 
o Based on GPS for the location and wireless technologies (GPRS / 

UMTS / WiFi / ZigBee and Bluetooth) for the communication. 
o Data storage in the database. 

• Data obtaining system by the agent. 
o Quantitative data analysis according to repports obtained from the 

information stored in the tachograph. 

Thus, the different scenarios that may occur and the different possibilities they show 
are exhibit in the following images: 
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Fig. 1. SISCOVET Operation for Checking Completed Routes 

The following picture shows a scenario situated in an open enclosure with the  
possibility of transmitting data through Bluetooth, in which it is expected to check 
infractions of previous routes:  

SCENARIO C-1:Open enclosure with the 
possibility of transmitting data through 

Bluetooth. DRIVER CONTROL
 IN REAL TIME. Checking infractions of 

previous routes.

To store parameters for the control of driving 
and rest times together with the possible 

speeding infractions.

If calculation of the possible infractions 
positive, assignment of fine and storage 

in the databases. 

The agent requests the report with all 
recorded parameters during the route 
to the driver (it can be done within a 

maximum of 28 days) 

Tachograph

 

Fig. 2. SISCOVET Operation for Checking Infractions in the Previous Routes 

The following picture shows a scenario situated in an open enclosure with the  
possibility of transmitting data through Bluetooth, in which it is expected to check 
infractions of the current route:  
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Fig. 3. SISCOVET Operation for Checking Infractions in the Current Route 

The system will comprise the following elements: 

Tachograph device: used by the driver to communicate with the server and send 
collected data of the route. It will be able to communicate with the mobile device and 
the server. Through a user interface the following possibilities will be offered: 

• Generation of reports from different periods of activity. 
• Transmission of the stored information to the server. 
• Connection by Bluetooth with the mobile device and transmission of the re-

port requested by the agent. 
The storage capacity of the tachograph will be up to 28 days of information and the 

generated reports will be able to contain the information of those 28 days. When send-
ing the information to the server it will be used any of the possible technologies. 

Mobile device: through which the search of the driver infractions will be provided to 
the traffic policeman. By activating the Bluetooth device, the license plate number 
will be sent, the infractions will be obtained and a report will be displayed in the 
screen.  

Server: where the data from the tachograph are stored and processed. It comprises an 
object-relational database management system PostgreSQL which will manage the 
data sent by the tachograph. 

The SISCOVET “Control system of Transport Vehicle Drivers using GPS location 
and Identification through the electronic ID card” system must fulfil three basic  
functions: 
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- To locate the driver and store information sent by him about the route be-
ing traveled. 

- To allow the collection of these recorded data by the agent. If a traffic po-
liceman stops a transport vehicle, once the required identification is done, 
he/she will be able to obtain reports and data stored in that moment in the 
tachograph of the vehicle. This way, he/she will carry out as many inves-
tigations, warnings… as needed. 

It is important to think of them separately, since the requirements of each one of these 
systems are quite different. The location system must have the same reliability than 
the telecommunications network, and be compatible with the telecommunications 
standards and network equipments from different manufacturers.  

3   Description of the Project 

Here is described the SISCOVET system specifying its scope, technological  
environment and main users. 

3.1   Determining the Scope of the System 

This project stems from the advisability of developing a specialized computer system 
that allows centralizing data from a GPS, a digital tachograph, and the electronic ID 
card, to perform a better tracking of a transport vehicle. 

The system comprises: 

• A control center, with database management and connectivity to the rest of 
devices. 

• Mobile device with Bluetooth connectivity for the traffic policemen. 
• A GPS device to obtain the location. 
• A digital tachometer, integrated in the vehicle. 
• An electronic ID reader. 
• Web server and database. 

This system is conceived to improve the present tachometer system. So, thanks to a 
GPS device it will be possible to know the route traveled by a vehicle or the exact 
point where it is. The same applies to the electronic ID card; it will provide more data 
than the provided by the present driver card. 

Likewise, the system controls more exhaustively that the vehicle driver complies 
the traffic regulations established for the sector. 

The main characteristics of the system are:  

• Establishment of a system to detect the vehicle location using GPS technolo-
gies in order to create a route of travel. 

• Establishment of a connection with mobile devices that request information 
about the stored routes in the device, through Bluetooth.   

• Data storage in the device for further verification by a traffic policeman. 
• Sending of data to a server to store them and subsequent consults. 
• From the digital tachograph, reading the driver data and extraction of speeds 

and rest times. 
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The equipment can use different wireless communication technologies; it will choose 
one over another depending on the coverage of each place relating to the cost it  
entails: 

• Preference of using WiFi in regards to GPRS because of the cost of the  
telephone operators, and the data transmission speed. 

• Bluetooth connection in connections with mobile devices used to control  
infractions. 

It has been adopted an object-oriented approach (O.O), in order to make the most of 
its advantages:  

1. Greater structuration when programming.  
2. Compaction of data (Encapsulation).  
3. Easy to reuse code (Easy maintenance and expansion) 
4. Better presentation of the problem.  

3.2   Identification of the Technological Environment 

In the following subsections it is carried out a high-level definition of the technologi-
cal environment required to meet the needs of information, specifying the possible 
constraints and restrictions. To do so the technological environment has been taken 
into account. 

3.2.1   Area of Action 
The area of action will be focused on all Spanish geography, specifically in those 
vehicles devoted to transport.  

3.2.2   Control Center 
The control center is the server to which all data from the tachographs will be sent. 

This control center will have a database that will store all information sent from  
the tachographs. Also it will have a program capable of calculating infractions and 
generating reports with them. 

Furthermore the control center will have a web server that, through a page, will  
offer information about the stored data. 

3.2.3   Multimedia Mobile Devices 
The application developed for these devices uses a programming language that allows 
the execution in embedded devices, such as PDAs or Tablet PCs. It offers a Bluetooth 
connectivity, but also taking into account Wi-Fi and GPRS connectivity. 

This application will be used by traffic policemen; they will establish through it a 
Bluetooth connection with the vehicle tachograph to obtain the route reports. 

This application will be able to ask for reports to the tachograph, both in the  
current route and in previous ones. The application will receive this reports (in XML 
format) to show it in the screen for the traffic policeman’s requirements. 

3.2.4   Point Capture Device 
Module to make GPS positions regularly at a predetermined set interval of time, to 
store in the tachograph the coordinates the vehicle has traveled. 
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The mobile point capture device will be activated once the tachograph is activated, 
sending at that moment the current location; and it won’t be deactivated until the 
tachograph is switched off, sending then the current location again.   

Thus, it is possible to control the whole route of a vehicle, no matter whether it is 
in motion or stopped. 

3.2.5   Personal Data Reader Device 
This device will be the electronic ID card reader.  

Once the system is started, the tachograph will ask the ID card to be introduced in 
the reader device in order to register the driver. If no electronic ID card is introduced 
in the reader, the tachograph will emit a warning failure. 

By reading the electronic ID cart it is possible to authenticate that the driver is 
really driving the vehicle. 

The system stores the ID number, surnames and name of the person. 
The law establishes that the ID card cannot be compulsorily trapped in any device 

or place. So the ID card is not required to be introduced in the reader during the whole 
route. When starting up it will be indispensable to introduce the ID card in the reader, 
but it can be removed, if desired, once the system indicates it. 

3.2.6   Device for Calculating Speed and Working Times 
This device corresponds to the current digital tachograph, included by law in all 
transport vehicles. This device nowadays interacts with the driver in the following 
ways: 

• When starting up the vehicle, it asks for the insertion of the driving card by 
the driver. 

Likewise, this device will control automatically:  
• State of the vehicle (stopped or in motion) to establish the worker’s state. 

o If the vehicle is stopped, the device will establish the worker’s 
state “working”. 

o If the vehicle is in motion, the device will establish the 
worker’s state “driving”. 

• Instantaneous speed. By means of sensors placed on the vehicle the device 
will instantly know the speed it has. This way it controls if the vehicle ex-
ceeds the established limits, emitting a warning in that case.   

• Rest times. According to the working time there is a rest time. This device 
will control that these times are not exceeded, emitting a warning in that 
case. 

These data will be stored (together with the data related to the driver identification) to, 
among other things, generate reports that may be subsequently requested. 

3.3   Identification of Participants and End Users 

Here are identified the participants and end users both in the procurement of  
requirements and the validation of the different products and final acceptance of the 
system.  
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Given the importance the collaboration among users has in the process of obtaining 
requirements, it is worth determining who is going to participate in the work sessions, 
specifying the functions and assigning responsibilities. 

3.3.1   Driver 
This is the user who drives the transport vehicle, that is, the person from which all 
data is collected during the route; the protagonist of all measurements and operations 
of the system. So, the tasks of this user are:  

• He/she will be responsible for the mobile device during its use. 
• He/she will use all user functions of the application. 
• He/she will provide his/her personal and registering data in the first use of 

the application, in order to be registered in the system, through the introduc-
tion of the electronic ID card in the reader and the driving card in the digital 
tachograph. 

• He/she will be responsible for the maintenance of the device during its use. 
• He/she will interact with the digital tachograph to introduce working and rest 

times as appropriate. The driving times will be automatically detected by the 
system. The working, rest or available times have to be introduced by the 
driver. 

• He/she will activate the Bluetooth connection for the device to communicate 
with an agent’s mobile device. 

• He/she will take the driving card out, indicating the end of an activity. 
• He/she will drive the vehicle travelling the corresponding routes. 

3.3.2   Administrator 
This is the user in charge of the complete system. The administrator must know how 
they work each of the applications comprising the final system. Thus, the operations 
focused on being performed by him/her are: 

• Responsible for managing and maintaining the application in the server. 
• Responsible for maintaining the accuracy and integrity of the database. 
• Responsible for detecting errors of malfunctions of the system and commu-

nicate them to the maintenance team. 
• He/she will add the different devices that the tachograph deals with, such as 

the e-ID or GPS reader. 
• He/she will add the users of devices, ie the drivers. 

3.3.3   Traffic Policeman 
This is the user who may ask for certain data to the vehicle driver with intent to con-
trol its work. The characteristics and operations at his/her scope are: 

• Responsible for the road safety.  
• In case of inspection of a vehicle he/she will control through his/her mobile 

device that it has not made any infractions, and carrying out the correspond-
ing sanctions if required. 
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4   Conclusions 

A project represents an effort to achieve a specific aim through a particular set of 
interrelated activities and the efficient use of resources. Among the specific aims there 
are those related to the final functionality, aspect, characteristics, etc. and those  
related to make it within the established period. 

Once finished, it is important to value some aspects about the work carried out, 
such as: 

- Scope: the project has been developed thinking of a national scope - Spain. 
Thus, the scope of an application like this is quite important, due to the 
data registered by the Ministry of Public Works, reporting about the flow 
of goods [4]. The information about transport by road with Spanish vehi-
cles has been obtained from the Permanent Survey of Goods Transport by 
Road, a periodic publication of the Ministry of Public Works. This survey 
reveals that most of the records correspond to transport operations within 
the country. The operations carried out between Spain and other countries 
or out of Spain by Spanish carriers are much limited. Hence the usefulness 
this project can provide to the territory for which it is developed. 

- Possible improvements: the developed application is a prototype that can be 
executed in a computer. Therefore, the main improvement would be the 
implementation of the complete project, fulfilling the main functionality; 
being executed inside a vehicle. Still, the developed prototype presents all 
functionalities required to get an appropriate execution and offer all the 
characteristics. 
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Abstract. This paper proposes a novel approach to modeling cooperative learn-
ing sequences and the promotion of team and social competences in blended 
learning courses. In a case study – a course on Project Management for Com-
puter Science students – the instructional design including individual and  
cooperative learning situations was modeled. Specific emphasis was put on 
visualizing the hypothesized development of team competences during the de-
sign stage. These design models were subsequently compared to evaluation re-
sults obtained during the course. The results show that visual modeling of 
planned competence promotion enables more focused design, implementation 
and evaluation of collaborative learning scenarios. 

1   Introduction 

Almost every job posting today includes the requirement that the applicant must be 
able to work in teams, communicate effectively in interdisciplinary work groups, and 
collaborate with coworkers both in face-to-face and distant settings. While most 
higher education curricula still have a strong focus on promotion of technical skills 
and factual knowledge, more recent developments such as the Bologna Process [2] 
accommodate the new qualification requirements in the knowledge society and pro-
mote a shift of focus towards developing competences of students based on a desired 
target competence profile for graduates. Competence is defined as the ability to use 
knowledge, skills and personal, social and/or methodological abilities [3]. One set of 
highly job-relevant competences are those related to teamwork, and one effective way 
of facilitating the development of those teamwork competences is provision of col-
laborative learning environments. However, introduction of effective collaborative 
learning, as will be argued in the following section, is a demanding and non-trivial 
endeavor. Collaborative learning may introduce a considerable amount of uncertainty, 
it requires more flexibility, and it generally follows a non-linear flow of events and 
activities; therefore, planning for those settings is particularly difficult. 

To overcome these obstacles, we adopt a visual-language approach [4] to designing 
for collaborative learning with particular emphasis on planning for the promotion of 
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team competences. We build upon an existing UML-based design language [5] and 
extend it with visual icons that allow the explicit representation of (a) the social set-
ting of an activity and (b) the hypothesized promotion of team competences within a 
learning activity. The distinction of different types of team competence supported by 
learning activities is adopted from [1], who differentiate teamwork knowledge, skills 
and attitudes. 

The paper is structured as follows. In Section 2 we introduce relevant background 
work on cooperative learning and team competences. In Section 3 we propose the 
visual extensions needed to include cooperation and team competence promotion in 
the design models. In Section 4 we present a case study in which we compare the 
hypothesized competence promotion during course design with the actual perceived 
competence shifts as rated by students after the course. The final section concludes 
the paper and gives an outlook on further work. 

2   Cooperative Learning and Team Competences 

Cooperative learning is defined as “the instructional use of small groups so that stu-
dents work together to maximize their own and each other’s learning” [6, p. 3], or as 
“an educational approach in which the learning environment is structured so that 
students work together towards a common learning goal” [7, p. 119]. Computer sup-
ported cooperative learning (CSCL) [8] [9] is a combination of group-based learning 
and its supporting technology. Cooperative learning goes beyond putting students in 
groups and giving them assignments [10, p. 45]; it should be regarded as an overall 
goal in education, since this kind of learning meets the demands of the modern 
knowledge society better than teacher-centered lectures [11, p. 631]. Cooperative 
learning is proven to be capable of producing various positive effects, for instance 
less dropouts – especially at the beginning of the studies – because it can contribute to 
students’ sense of belonging to colleagues and feeling of security [12]. A meta-study 
on the effects of cooperative small-group learning on science, mathematics, engineer-
ing, and technology students found significant positive effects on achievement, persis-
tence and attitudes (towards subject matter, self esteem and motivation) [13]. Another 
meta-analysis on cooperative learning methods showed that students showed higher 
academic achievements – with respect to grades, quality of products such as reports – 
than competitive and individualistic efforts [14].  

In the context of this paper we are particularly interested in the fact that coopera-
tive learning can promote social competences like communicating effectively and 
managing conflicts more effectively than individual learning [15]. Working in teams 
usually allows students to realize the benefits of teamwork [16], even though some 
studies showed that students prefer individual work because their individual effort is 
recognized higher than in teamwork, which is likely if students did not receive proper 
training before teamwork [17]. Negative experiences with teamwork, especially with 
“social loafing,” can undermine students’ attitudes towards working in teams [16]. If 
teamwork is not well managed, negative team experiences might discourage students 
and create negative attitudes towards teamwork in class [17]. In addition, these nega-
tive experiences with teamwork not only have negative effect on students’ attitudes 
toward team participation, but may also contribute to poor team performance on the 
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job and should therefore be avoided [18]. It is evident that cooperative learning calls 
for developing and demonstrating a certain set of skills and attitudes that we subsume 
under the term “team competence.” 

Parry [19, p. 60] defines competences as “a cluster of related knowledge, skills and 
attitudes that affects a major part of one’s job (a role or responsibility), that correlates 
with performance on the job, that can be measured against well-accepted standards, 
and that can be improved via training and development.” Team competences are a 
main factor for team performance at work or in a learning environment; on the indi-
vidual level they are the characteristics a team member has to possess to successfully 
engage in teamwork [20]. They are team-generic, held by individuals and can be 
transported to other teams. According to Cannon-Bower et al. [1] there are three im-
portant types of team competences: knowledge competences, attitude competences 
and skill competences. Knowledge competences include, for instance, knowing about 
proper behavior in teamwork, roles in a team or the team’s goals. With respect to 
attitude competences, positive attitudes towards teamwork are important for effective 
teamwork. Skill competences represent the learned capacity to interact with other 
team members and include group decision-making skills, adaptability/flexibility 
skills, interpersonal relations skills and communication skills [1]. Collaborative learn-
ing is one “natural” method to prepare students for working in teams and for promot-
ing team competences. 

3   Visual Modeling of Learning Activities 

The discussion in Section 2 leads us to the conclusion that incorporating teams in 
courses or other educational offerings is definitely a complex task. To support instruc-
tors and learning designers in this task, we propose a method to improve the planning 
of teamwork and associated facilitation and promotion of team competences by using 
visual design models. 

There are a plethora of visual instructional design languages [4] and tools already 
on the market. The use of visual models can help instructors and learning designers in 
visual thinking – i.e., planning and reflecting the design of cooperative learning and 
the promotion of teamwork competences through drawing visual representations of 
learning activities and environments. To model cooperative learning and the promo-
tion of team competences, we used the coUML visual design language [5], which 
basically extends UML activity diagrams with symbols to visualize the mode of pres-
ence (web/distant, face-to-face, blended) of learning activities. In its basic notation, 
coUML does not include means for modeling (a) hypothesized promotion of compe-
tences and (b) social setting – individual vs. cooperative – of learning activities. To 
enable visualization of those complementary information assets, we extended the 
coUML notation with additional visual elements (icons), which are depicted in  
Table 1. Attaching these icons to learning activities in the course design models al-
lows planning and hypothesizing about the intended use of teamwork and promotion 
of team competences. For an example of a course design model employing this  
extended notation see Fig. 1 in the following case study section. 
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Table 1. Additional UML activity diagram elements 

Icon Description 

 
Attached to activity symbols that model course participants cooperating in 
teams. 

 
Attached to activity symbols that model activities executed by individual 
participants. 

A
S
K

 

Attached to activities to model the level of competency, which is addressed 
by the activity. The team competency “pyramid” shows three levels:  
knowledge (K), skills (S), and attitudes (A). The competency pyramid was 
inspired by the team competencies model proposed by Cannon-Bower et al. 
[1], who introduced this competency distinction. Note that light fill color on a 
level indicates moderate promotion of this competency level, dark fill color is 
used to indicate strong promotion. 

Note: the following two icons are part of the coUML notation and only included in this table 
for the purpose of clarity. 

Web activity
 

Light fill color is used to model online / web-based activities. 

 

Attached to an activity to indicate that it includes several sub-activities, which 
are modeled in detail in a separate diagram. 

4   Case Study: Project Management Course 

4.1   Course Description 

The Project Management course is a combined lecture and lab course and is part of 
the Computer Science curriculum at the Faculty of Computer Science, University of 
Vienna. The overarching learning goal of course is that students know project man-
agement methods and techniques, and that they are able to apply particular methods 
and techniques of planning and controlling IT projects after finishing the course. Dur-
ing the course, students were familiarized with specific criteria of IT projects, learned 
to use project management tools (in particular MS Project®) and to work efficiently 
in teams. Subject-specific topics covered in the course were network plans, cost and 
time estimation of projects, project metrics, quality assurance and program manage-
ment. Students created and planned projects in small teams, developed project deliv-
erables and used MS Project as a tool for planning and controlling. In the face-to-face 
units of the course, solutions were presented and discussed, practical exercises were 
done, and teamwork issues were reflected. 

Pedagogical Elements. In order to experience both a scientific viewpoint on project 
management as well as its practical application, the course was designed as an inter-
active cooperative learning scenario. In the course units, students received compact 
subject-matter inputs and experimented with project management tools during work-
shops and practical exercises. One of the main concerns was to design the course as 
interactive as possible and to offer opportunities for project-based teamwork. Particu-
larly the practical (e.g. MS Project, time and effort estimation, peer reviews),  
game-based (e.g. online self test), and communication facilitation activities (e.g. 
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brainstorming on students’ expectations) in the course enabled students to actively 
deal with project management. During workshops, teams performed tasks that re-
ferred to theoretical inputs or their team project. Student teams elaborated various 
project management topics which they presented in the face-to-face units. 

Assessment of Students’ Performance. Students were assessed according to the 
achievement of the following issues: 

− Individual project planning task: Each student planned a small IT project using MS 
Project. The projects included about 25 activities, some milestones and resource 
planning. The aim was to ensure that students acquired basic skills in working with 
the software before they began working in their team. 

− Team project: Students formed teams and chose a software project or an organiza-
tional project as their work context. The team had to work through a number of 
project phases such as project definition und vision; work breakdown structure, ac-
tivity list, milestone plan, Gantt chart, risk analysis, etc.  

− Active participation: Participation in the course units, in online self tests, in the 
online assessment, as well as in the final face-to-face assessment meeting were ad-
ditional evaluation criteria. 

4.2 Visual Course Design 

Fig. 1 gives an overall design model of the Project Management course. It includes 
instructor activities and student activities amended with visual icons (introduced in 
Table 1) to emphasize the promotion of team competences in particular activities. The 
model includes various activities that are designed to promote, among other compe-
tences, students’ teamwork competences. These activities include:  

− Team projects and team presentations: typically involved the elaboration of a 
topic/milestone and its brief presentation in class via a PowerPoint presentation; 
projects were partly performed outside of class, partly in workshops in class and 
uploaded in a virtual space. 

− Constellation: Constellation was used in the context of courses as an “icebreaker” 
and socializing game. In the back of the lecture room the participants were asked to 
choose their physical location according to their answers to questions asked by the 
instructor (e.g. length of study, distance to university, and experience with project 
management). This vivid exercise breaks the ice and favors peer exchange.  

− Helium stick: The “helium stick” exercise is a typical team building exercise where 
participants stand in two lines in front of each other. A two-meter long stick is 
placed on their fingers by the instructor and they need to lower the stick in a way 
that each student’s hands support the stick in each instant of its movement. Inter-
estingly, the stick will initially move up rather than down until the people manage 
to coordinate their movements. This playful exercise helps to developing team-
based strategies and is accompanied by collective discussions and reflections. 

− Team project management training: Training included topics like roles in a project 
team as for example project manager, time and effort estimation of work packages, 
reallocating tasks in case of resource conflicts or due to unexpected events as staff 
shortfalls and handling of the tool MS Project. 
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Fig. 1. Visual design model of the Project Management course (activity graph starts in left 
column and continues in right column) 
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− Reflection: Teams were asked to share their team experience in class (part of the 
final oral assessment) and online, for instance as part of the self evaluation in the 
online course evaluation questionnaire. 

− Peer reviews: Peer reviews were employed both face-to-face and online. In the 
early stages of assigned projects, students reviewed their peers’ project documents 
using a paper-based peer review form. They examined the documents and com-
pleted a review checklist. This was followed up by face-to-face a discussion with 
the partner team. 

The model of the Project Management course includes 25 activities that are hy-
pothesized to have a positive influence on team competences (i.e. those activities with 
a team competence pyramid icon attached). The model evidently displays that the 
highest emphasis is put on skill competences (2 × strong + 19 × moderate), followed 
by emphasis on knowledge competences (1 × strong + 6 × moderate) and attitude 
competences (6 × moderate). In comparison to design models of other courses (which 
are not included in this paper due to lack of space), the Web Engineering course for 
instance had lower emphasis on promotion of team competences, while the Soft Skills 
course had higher emphasis. In Web Engineering, the focus is more on technical skills 
using web technologies, while in Soft Skills the focus is almost completely on team-
work and related interpersonal competences. The actual effect on competences in 
these courses as rated by students is presented in the next sub-section. 

4.3   Course Evaluation 

The Project Management course (and other courses of the study) was evaluated by 
means of a post-hoc questionnaire including rating-scale as well as open-ended items. 
As depicted in Fig. 2, students indicated that in the Project Management course it was 
easier to work in teams and to establish positive interactions with each other than in 
other courses of the study. In an additional open-ended item they gave explanations 
for their judgments: “Very open atmosphere with a lot of talking and closer contact 
with the lecturers” –– “It was very easy for me to establish relationships with the 
others because I was very interested in the subject and because the course matter was 
very well presented (one simply had to be active)” –– “After completion of the  
theoretical part of the course we iteratively put it into practice, which promoted learn-
ing” –– “By means of the relative free organization of teaching, by means of  
teamwork, by means of the pleasant atmosphere during the courses.” 

To find out whether students would judge Project Management to have more or 
less influence on team competences than other courses, additional items were in-
cluded in the questionnaire. According to a Chi-Square test, students rated the per-
ceived changes of their team knowledge, skill and attitude competences to be different 
for the courses considered (i.e., Soft Skills, Project Management and Web Engineer-
ing). As shown in Fig. 3, students rated the perceived effect of the Soft Skills course 
on these competences as higher than the effect of Project Management and Web En-
gineering, respectively. This is congruent with the distribution of emphasis on team 
competences in the visual design models. In accordance with the visual model of the 
learning activities included in Project Management and their influence on team com-
petences, the course’s effect on attitude competences was rated lower than the effect 
on knowledge and the top-rated skill competences. 
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Fig. 3. Promotion of Team Competences in Project Management (n=20) 

Additionally we asked students to assess if the Project Management course en-
hanced specific team-related skills (31 items) on a 5-point scale. Results showed that 
group decision making was fostered most strongly, followed by communication and 
flexibility competences and interpersonal relation competences were fostered least. 
Data reveals that students rated the overall influence on team competences highest in 
the Soft Skills course; however, when asked about specific team skill competences 
like gathering and sharing information or reallocating tasks, students rated the Project 
Management course to have more effect. In particular, the Project Management 
course had positive effects on competences like identifying possible alternatives or 
considering different ways of doing things. These positive evaluation results could be 
traced back to modeled learning activities concerning planning techniques, project 
environment analysis and project controlling, which requested students to deal with 
several eventualities that could happen in and to a project team. 

5   Summary and Outlook 

In discussions on key qualities for job qualifications, team competences are frequently 
mentioned as important generic competences; correspondingly, the promotion of team 
competences is more and more demanded in study programs. Since the inclusion of 
team competences and cooperative learning is a tough challenge for teachers and 
designers, this paper proposed a novel approach to modeling cooperative learning and 
team competence promotion, which is intended to support the courses design process. 

UML activity models were extended with simple visual icons to enable the model-
ing of hypotheses about how courses would promote team competences. Additionally 
the paper presented a case study, in which a complete course on Project Management 
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was modeled and evaluated with respect to promotion of team competences. Visual 
modeling of the course made explicit which course elements were designed for pro-
moting team knowledge, skill and attitude competences. Empirical quantitative and 
qualitative evaluation results reflected the hypothesized and modeled positive influ-
ence of the course on team skill competences. The perceived changes in competences 
as rated by students demonstrated that the promotion of team competences at different 
levels (knowledge, skills, and attitudes) as planned in the visual design model  
was achieved during runtime. Survey data showed that the course was successful in 
fostering students’ team skill competences like identifying possible alternatives or 
considering different ways of doing things in a project team. Additionally the case 
study illustrated the usefulness of employing visual models for identifying, planning 
and evaluating important learning activities. 

Therefore, several possible contributions to the knowledge society, especially in 
the area of learning and education emerge from the research presented. Firstly, the 
process of modeling and testing hypotheses on competence and knowledge build-up 
supported by visual models can be transferred to a variety of teaching and training 
settings. There are several face-to-face as well as technology-enhanced learning sce-
narios besides the presented one, in which the concept can be used – for instance, in 
higher education as well as staff development. Secondly, the concept is not limited to 
the promotion of team competences, but could be generalized to address additional 
competences, since most learning activities include the levels of knowledge, skills and 
attitudes. While we acknowledge that planning for competence promotion can never 
immediately lead to actual effects, we point to the importance of thoughtful integra-
tion and planning of learning activities in today’s knowledge society to support the 
creation, sharing and use of knowledge. 

Acknowledgements. This research was supported by the University of Vienna 
through the projects “Technology-Enhanced Learning” (SP395001) and “E-Learning 
Umsetzung” (SP395002). 

References 

1. Cannon-Bowers, J.A., Tannenbaum, S.I., Salas, E., Volpe, C.E.: Defining competencies 
and establishing team training requirements. In: Guzzo, R., Salas, E. (eds.) Team effec-
tiveness and decision making in organizations, pp. 333–380. Jossey Bas, San Francisco 
(1995) 

2. European Commission: The Bologna process (2007), 
http://ec.europa.eu/education/policies/educ/bologna/ 
bologna_en.html 

3. European Commission: The European Qualifications Framework for Lifelong Learning 
(2008), http://ec.europa.eu/education/policies/educ/ 
eqf/eqf08_en.pdf 

4. Botturi, L., Stubbs, T.: Handbook of Visual Languages for Instructional Design. Informa-
tion Science Reference, Hershey (2007) 

5. Derntl, M., Motschnig-Pitrik, R.: coUML – A Visual Language for Modeling Cooperative 
Environments. In: Botturi, L., Stubbs, T. (eds.) Handbook of Visual Languages for Instruc-
tional Design: Theories and Practices, pp. 155–184. Information Science Reference,  
Hershey (2007) 



 Visual Modeling of Competence Development in Cooperative Learning Settings 185 

 

6. Johnson, D., Johnson, R., Smith, K.A.: Cooperative Learning: Increasing College Faculty 
Instructional Productivity. The George Washington University, School of Education and 
Human Development, Washington, D.C. (1991) 

7. Prichard, J.S., Bizo, L.A., Stratford, R.J.: The Educational Impact of Team-Skills Training: 
Preparing Students to Work in Groups. British Journal of Educational Psychology 76, 
119–140 (2006) 

8. Beatty, K., Nunan, D.: Computer-mediated collaborative learning. System 32, 165–183 
(2004) 

9. Strijbos, J.W., Martens, R.L., Jochems, W.M.G.: Designing for interaction: Six steps to 
designing computer-supported group-based learning. Computers & Education 42, 403–424 
(2004) 

10. Fellers, J.W.: Teaching teamwork: exploring the use of cooperative learning teams in in-
formation systems education. The DATA BASE for Advances in Information Systems 27, 
44–60 (1996) 

11. Reinmann-Rothmeier, G., Mandl, H.: Unterrichten und Lernumgebungen gestalten. In: 
Krapp, A., Weidenmann, B. (eds.) Pädagogische Psychologie, Beltz Verlag, Weinheim 
(2001) 

12. Seymour, E., Hewitt, N.M.: Talking About Leaving: Why Undergraduates Leave the Sci-
ences. Westview Press (1997) 

13. Springer, L., Stanne, M., Donovan, S.: Effects of Small-Group Learning on Undergradu-
ates in Science, Mathematics, Engineering, and Technology: A Meta-Analysis. Review of 
Educational Research 69, 21–51 (1999) 

14. Johnson, D., Johnson, R., Stanne, M.B.: Cooperative Learning Methods: A Meta-Analysis 
(2000) 

15. Johnson, D., Johnson, R.: Cooperative Learning And Social Interdependence Theory 
(1998) 

16. Ruiz, U.B.C., Adams, S.G.: A conceptual framework for designing team training in engi-
neering classrooms. In: Proc. American Society for Engineering Education Annual Con-
ference & Exposition, Salt Lake City, UT (2005) 

17. Ulloa, B.C.R., Adams, S.G.: Enhancing teaming skills in engineering management stu-
dents through the use of the Effective Team Player – Training Program (ETP-TP). In: 
Proc. American Society for Engineering Education Annual Conference & Exposition 
(2004) 

18. Buckenmyer, J.A.: Using Teams for Class Activities: Making Course/Classroom Teams 
Work. Journal of Education for Business, 98–107 (2000) 

19. Parry, S.B.: Just What is a Competency? (And Why Should You Care?). Training 35, 58–
64 (1998) 

20. Baker, D.P., Horvarth, L., Campion, M.A., Offermann, L., Salas, E.: The ALL Teamwork 
Framework. In: Murray, T.S., Clemont, Y., Binkley, M. (eds.) International Adult Literacy 
Survey, Measuring Adult Literacy and Life Skills: New Frameworks for Assessment, 
vol. 13, pp. 229–272. Ministry of Industry, Ottawa (2005) 



M.D. Lytras et al. (Eds.): WSKS 2009, LNAI 5736, pp. 186–195, 2009. 
© Springer-Verlag Berlin Heidelberg 2009 

LAGUNTXO: A Rule-Based Intelligent Tutoring System 
Oriented to People with Intellectual Disabilities 

Angel Conde1, Karmele López de Ipiña1, Mikel Larrañaga1, Nestor Garay-Vitoria1, 
Eloy Irigoyen1, Aitzol Ezeiza1, and Jokin Rubio2 

1 University of the Basque Country 
2 LEIA CDT 

Abstract. In order to face the problems that people with disabilities find in their 
integration into working environments, one of the key issues is the implementa-
tion of solutions offered by new technologies by using what experts call “Sup-
port Technologies”. The development of Intelligent Tutoring Systems (ITS) 
based on mobile platforms offers new perspectives for better integration of peo-
ple with disabilities. The LAGUNTXO System aims to achieve the performance 
of human tutors, going a step beyond classical tutoring systems which perform 
organizational tasks. Due to the wide diversity related to people with disabilities, 
an intelligent structure that may achieve a convenient tutoring system configura-
tion for each case has been incorporated. With an appropriate design of the  
structure and architecture of this task handler, it is very easy to operate by stake-
holders. An automaton-based mechanism has been performed to technologically 
adapt the large amount of possibilities related to the interaction between people 
with disabilities, the task that is going to be made autonomously by these people, 
and the mobile system elements. In this paper, LAGUNTXO architecture,  
operational ways, and several use cases are presented. 

Keywords: People with intellectual and physical disabilities, intelligent  
tutoring system. 

1   Introduction 

Integrating people with disabilities into working and social environments is one of the 
main issues in applying ITC into the assistive field. Particularly, it is necessary to pay 
special attention to the integration problem of people with intellectual disabilities. 

This project’s origin lies in a request of GUREAK ARABA S.L. (GRUPO 
GUREAK), a company that works in the integration of people with disabilities. 
GUREAK ARABA, S.L. considered that a computer aided support system may help 
to grow the autonomy, both in social and working environments, of users with intel-
lectual disabilities. 

Computer aided systems have been successfully applied in many fields [1]. Intelli-
gent Tutoring Systems (ITSs) are computer-based instructional systems with models 
of instructional content that specify what to teach, and teaching strategies that specify 
how to teach [2, 3]. The ITS monitors the learner performance to determine the stu-
dent's mastery on certain topics or tasks and how to satisfy his/her requirements by 
selecting the most appropriate pedagogical strategy and content to be taught. 
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Intelligent Tutoring Systems working into mobile platforms are an appropriate re-
sponse to one of the main problems of people with disabilities: their integration into 
social and working environments. These devices are designed in order to reach the 
user adaptation and to obtain an interaction that compensates personal disabilities, for 
increasing the performance, individual autonomy, working capability, personal secu-
rity and a healthy environment in workplaces [4]. 

Initially, the Intelligent Tutoring System will have to cope with several features: 

• To allow tutoring every task of people with disabilities, giving more auton-
omy in working environments.  

• To have a multimodal Task Management System for data integration from 
different sources (speech, images, videos, and text) associated with each per-
sonalized profile. 

• To be integrated into a mobile platform, i. e. a mobile telephone or PDA. 
• To contain a multimedia interface that has to be friendly, reliable, flexible, 

and ergonomically adapted. 
• To integrate a human emotional predictive management in order to prevent 

risk, emergency and blockage situations that can damage these people and 
interfere with their integration into working and social environments. 

• To be entirely configurable by stakeholders without technological knowl-
edge in order to enable an easy and flexible access. 

• To show the capability of exporting the system to other collectives, i. e. the 
elderly. 

Ethical issues also have to be taken into account [5] while developing Assistive 
Technology, in the particular case of people with intellectual disabilities. The pitfall 
of generalization must be avoided. Therefore, it is of great importance not typifying 
each person with an intellectual disability with general labels. 

Due to broad diversity of people with intellectual disabilities, we have incorporated 
an intelligent structure that may achieve an appropriate tutoring system configuration 
for each particular case. This implies a personal study and a related profile to each 
person, made by human tutors, caregivers or relatives. All these items lead to design a 
system with a configuration profile easily accessible to the stakeholder. 

At the moment, the project has been carried out by a multidisciplinary research 
group with researchers from different fields such as Computing, Psychology, Medi-
cine, and Engineering. These studies have also caused several works with social envi-
ronment associations and companies devote to the industrial integration of people with 
disabilities. The level of success achieved within the project life is described in detail 
in the next sections. Section 3 describes in detail the architecture of LAGUNTXO 
SYSTEM. Finally, some conclusions and future work are shown in section 4. 

2   Intelligent Tutoring Systems 

Intelligent Tutoring Systems apply Artificial Intelligent techniques and methodology 
to the development of computer based learning systems in order to construct adaptive 
systems [2]. An ITS is based on the education as a process of cooperation between 
tutor and student. In general, the process is guided by the tutor who must analyse the 
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behaviour, the mastery level and the satisfaction of the student. Tutor has to determine 
and apply the more appropriate teaching strategies at every moment [6]. These strate-
gies must answer several questions to ensure that the learning process is successfully 
carried out [7]:  what to explain, what level of detail is necessary, when and how to 
interrupt student, and how to detect and to correct errors. The four basic components 
that classically are identified in a ITS are the Domain Module, the Pedagogic Module, 
the Student Model and the Dialog Module [2, 3]: 

• Domain Module: It contains the knowledge to be taught, and it fits peda-
gogical principles in order to facilitate the work to the Pedagogic Module. In 
this work, the domain module contains the information that guides people to 
perform the task they have to do on their environment. 

• Pedagogic Module: This module determines the content or tasks to be as-
signed to the student, as well as the pedagogic strategy to be applied based 
on the information of the Domain Module and the Student Model. 

• Student Model: It represents the belief of the system about the student's mas-
tery during the instruction process. Besides, it includes information about 
his/her preferences, performance, motivation, and so on. It is used to observe 
and evaluate the learning progress of the student. 

• Dialog Module: It provides the communication interface between the system 
and the user. 

3   Architecture of LAGUNTXO System 

The LAGUNTXO system has been developed in order to facilitate the integration of 
people with intellectual disabilities into their working and social environments. It has 
to achieve the performance of human tutors, going a further step than those classical 
tutoring systems [3, 7, 8] by dealing not only with the management of the tasks to be 
performed but also with the broad diversity of people with cognitive disabilities. A 
Task Management System (TMS) has been developed in order to achieve this goal. 

In order to improve the integration of people with disabilities using computer sup-
ported systems, the characteristics of each person have to be considered in order to 
determine not only Domain Module of the tutoring system but also the device where 
it will be installed. The kind of disability may impose some constraints on the type of 
tasks and some devices might be more accurate for some users than others. This im-
plies a personal study and a related profile for every person, made by human tutors, 
caregivers or relatives. However, the diversity of people with disabilities is so broad 
that tools for lightening this work are needed. LAGUNTXO provides an assisting tool 
that allows any stakeholder (tutors, caregivers and relatives) to configure the ITS in 
two dimensions considering the characteristics of the operational task and the diver-
sity of the disabilities. In this sense, an automaton-based mechanism has been  
performed to technologically adapt the large amount of possibilities related to the 
interaction between people with disabilities, the task that is going to be made autono-
mously by these people, and the system elements. This mechanism is designed in a 
general way for providing some characteristics such as portability for people with 
different disabilities, as well as solutions for other communities, e. g. the elderly.  
The tasks that have been considered so far are related to working environments, like 
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labelling products in stores and cleaning surfaces in complex buildings, but at the 
moment tasks devoted to independent living in tutored housed are being developed. 

It is possible to configure different devices that are involved with different inter-
faces, for instance keyboards, touch screens, audio devices, and any combination of 
them. Furthermore, some devices for working in outside environments are considered. 

Moreover, an emotional module to increase the reliability and tutor scope has been 
included. The emotional module analyses several non intrusive biomedical signals, 
for instance: heart rhythm, skin perspiration and relative movements. This module 
identifies emotional changes of those persons that are being tutored. By means of this 
identification, the critical blockage states will be detected. In this way, it will be pos-
sible to perform direct interventions for solving these eventualities.  

For testing the emotional module, a new experiment set has been performed. This 
is made with a standard biometric testing system that obtains several biological sig-
nals. The experiment set consists of several changing environmental situations and the 
research of those tested signals through intelligent machine learning techniques. 

Hence, the designed LAGUNTXO prototype has been structured in four main sub-
systems that will be described in next sections: the Task Management System (TMS), 
the Intelligent Tutoring System in Mobile Platform (ITS-MP), the Intelligent Dialog 
System (IDS), and the Human Emotions Analysis System (HEAS).  

3.1   Task Management System (TMS) 

The Task Management System (TMS) has been developed to overcome the lack of 
suitable tools that deal properly with the broad diversity of people with disabilities 
when defining the tasks to perform. In this work, a system that provides the configu-
ration possibility has been created; it handles any possible case in separate profiles 
due to the diversity. The TMS is composed by three modules where the information is 
divided in the following parts: 

• The tasks to carry out: Taking into account the work features, the specified 
characteristics of workers, the subtask divisions, etc. 

• Ergonomic characteristics: Defining more specifically characteristics that 
can be used for increasing the reliability of the jobs perform by people with 
disabilities. It is relevant to introduce information about these people’s inter-
action with the different devices of Intelligent Tutoring. 

• Users’ personal information: In order to know how workers can manage in 
different environments, it is necessary to introduce their personal profile. In 
this way, it is possible to prevent accidents and emotional blockage  
situations for avoiding personal and physical damage. The purpose of this in-
formation must be helping and attending these people with disabilities in the 
integration into social and working environments, not to control them. Thus, 
it has to be carefully stored and used. 

In the TMS (Figure 1) this information is organized in several databases which can be 
continuously updated by users, tutors, caregivers and relatives. These databases are in 
a server in order to provide access from any remote stations for performing each de-
vice configuration. The particular profile configuration is loaded into the intelligent 
tutoring devices of any user. Encryption of databases and transmissions are ensured to 
prevent personal data misuse. 
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Fig. 1. Structure of the TMS Fig. 2. Structure of the ITS-MP 

 
Moreover, the TMS has been designed to allow a comfortable and simple configura-

tion, giving to users an easy way to build the profile that will be loaded into ITS-MP 
(Figure 2). In this sense, TMS has inside an automaton-based mechanism supporting 
several functions. First, the automaton handles the communication with tutors, caregiv-
ers and relatives in order to allow better understanding of its functionality. Also, it or-
ganizes in a correct way the information supplied by users. Finally, it generates the 
characteristics map of all Intelligent Tutoring configurable devices which will be acti-
vated. Figure 3 shows an edition screen to configure automaton states. These states are 
organized in several levels which are connected by conditional transitions. Each state 
represents a different subtask to perform in order to solve the entire tasks. Depending 
on users disabilities, tasks profiles, and handled mobile platforms, appropriate states 
and transitions will be charged on those platforms. Furthermore, the appropriate media 
type (image, sound, etc.) will be used considering both, the user profile and the device 
features. 

First data set to introduce into the database have been obtained by a previous study 
about the real situation of people with disabilities at different working environments. 
That information will be completed by human tutors, caregivers and relatives while 
observing how attended people develop different jobs with several mobile platforms. 
This study is carried out in several workshops of some social organizations, respect-
ing all familiar and individual privacy rights, considering ethical questions, as well as 
observing the legislation under these circumstances. 
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Fig. 3. Interface to create the automata 

In this way, the performance of these workers and their integration process to the 
working and daily life would be enhanced. Besides, designed system is registered like 
a health product through a clinical research plan according to the current legislation. 

Taking into account that the stored information covers a large diversity of cases 
frequently changing and it is necessary the adaptation to new technologies, the solu-
tion implemented allows adding new information to databases at any time. This strat-
egy achieves intelligent tutoring with better assistance. TMS manages information 
about people with disabilities and existing mobile platforms. For every device, infor-
mation that might be used in order to determine if it is appropriate for a particular user 
or characteristic is provided. Meanwhile the people list contains their personal infor-
mation, as well as the personal involved tasks. 

Database structure is composed by several states. These states have items as im-
ages, videos, texts, etc., configuring the skeleton of the task. There exist two states: 

• Simple state: With a single feasible task, but not abstract description. 
• Complex state: With a set of steps that has to be defined into the automaton-

based mechanism. In order to adapt the feature of the task to one person, it 
will be necessary to define several particular items or steps. 

For interconnecting states, different transitions have been created. Each transition 
has an associated condition for moving from one state to another. Initially, the number 
of transitions is unknown. This is the reason why new transitions have to be created 
by stakeholders. The program is user-friendly, reliable, usefulness, agreeable, with a 
clear interface to be used by people with low computing knowledge. These interfaces 
are presented on tables or menus, depending on the data handled (Figure 4). 

3.2   Intelligent Tutoring System in Mobile Platform 

Looking at ITS-MP in Figure 2, based on the characteristics of the people who will 
use these devices, it is absolutely necessary to design an interface that shows the  
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following features: friendly, comfortable, flexible and ergonomically adapted to their 
characteristics. The main objective of this project is providing these users with a cog-
nitive tool that contributes to the improvement of their autonomy, quality of life as 
well as help in damage prevention of accidents in the workplace. Another objective 
tries to integrate a task management into the portable device. To improve this man-
agement, intelligent technologies based on fuzzy systems are used [2]. The basic 
structure of ITS-MP is based on rules and an automaton mechanism to communicate 
with all sub-system of the ITS, similar to the above-mentioned mechanism. 

 

  

Fig. 4. Several interfaces for configuring the Task Management System 

An interface example can be seen at Figure 5. It shows several screens where users 
can select the next subtask step by audio-video messages. 

3.3   Intelligent Dialog System (IDS) 

Linguist engineering and intelligent tools have been included in these systems in or-
der to increase the reliability when they are used for tutoring people with disabilities, 
especially with intellectual disabilities [8]. Due to the integration and adaptation of 
these devices it is necessary to made bigger efforts in finding out adequate solutions. 
In the development of appropriate tools, the ergonomic directives as well as the spe-
cific needs of these persons are fundamental. For instance, people with intellectual 
disabilities have several physical and psychological common characteristics that have 
to be considered, such as heavy and fine mobility altered, smaller capacity to stay out, 
difficulty to anticipate or to understand consequences of their conduct, better visual 
perception and retention than auditory, longer response times, and difficulty in under-
standing instructions given in sequential form.  

The IDS interacts with other sub-systems through the automaton mechanism. It 
uses the information of the automaton states and the user profile to present the infor-
mation the user needs to perform the assigned task or subtask (Fig. 3). 
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Fig. 5. ITS-MP interfaces 

3.4   Human Emotion Analysis System (HEAS) 

Human emotions appear as response to this changing and partially unpredictable 
world where any intelligent system (natural or artificial) needs the emotions for sur-
viving due to limited abilities and multiple causes [9]. Emotions are composed by 
similar components to the cultural, subjective, physiologic, and behaviour compo-
nents that express the personal perception with respect to the mental and body status, 
and the way for interacting with the environment [10]. 

Emotions are mechanisms that allow a description of the universe to the mind 
when there is not a symbolic representation. An artificial emotional system that gen-
erates and processes different emotions based on physiological reactions and predict-
able experiences (emotional memory, social emotion) can improve automatic systems 
where is included if interact with the environment.  

One of the first objectives of this work is to develop a convenient measuring  
system for identifying non visible human emotions, by mean of human behaviour 
emulation based on an automatic emotional learning. Emotion per se, it is an interdis-
ciplinary topic which can be studied in Philosophy, Neuroscience, Computational 
Intelligence, Machine Learning, and Robotics fields [11]. At the same time, the cru-
cial question of data and possible databases to be used in emotion research has to be 
addressed, like the ontology described in [12]. 

In this work a different measuring system has been developed incorporating both 
individual artificial emotional patterns (emotional data base of human emotional pat-
terns) and emotional memories (data bases of human experiences). LAGUNTXO plat-
form will be more accurately managed by including human emotion analysis. This 
system also gives information about emotional state transitions, in order to prevent 
potential blockage situations. 

The devices intended for the data capture of emotional states information will 
measure heart rhythm, body temperature, movements, facial expressions and blood 
pressure. The new human emotions model will rest on emotional human patterns, 
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databases of human emotions memories, and databases of human emotions experi-
ences. At the moment several bio-signal provide by BIOPAC system are been ana-
lysed in order to adjust the HEAS.  

The final HEAS system will contain several technical innovations and contribu-
tions with respect to the classical architectures so far used. The new measuring system 
proposed in this work is building by a hybrid structure with the integration of several 
components. The first component is a machine learning module, trained by previously 
acquired knowledge about human emotional answer. Also, an emotional knowledge 
based system is created. Simple perception information is measured by non-intrusive 
sensors to develop an Emotional Predictive Control based on simulating brain per-
formances. On-line information obtained from the measurement platform will be used 
to update and to evolve the system. 

4   Concluding Remarks and Future Outlines 

Intelligent Tutoring Systems into mobile platforms oriented to people with intellectual 
disabilities have been developed. Due to the wide casuistic of the problem a  
friendly, comfortable, flexible and ergonomically adapted system has been designed. 
User-centred approach has been suited when developing all modules of the system. 
A prototype called LAGUNTXO has been developed. It works as an active distributed 
support system, and allows compensating user disabilities through task programming, 
facilitating suspension and resume of tasks, offering help in blockage situations and 
reminding key points or steps of a task. It also facilitates tasks by offering to  
stakeholders an easy and innovative tool to be used specially in training processes. 

Pilot tests indicate a high level of satisfaction of both the users and the stake-
holders. On the one hand, it is increasing the users’ autonomy, improving their train-
ing and the quality of their work. On the other hand, stakeholders have a new and 
easily configurable tool that reduces the time they have to dedicate in training. Espe-
cially in the working environment, the better quality of service and the cost reduction 
in hours can be an opportunity to advance in professional integration of disabled peo-
ple collective. In any case, in order to get more significant results new tests will be 
made in the new situations that are being created at the moment. 

Despite everybody could benefit of the results of research on assistive technology, 
accessibility and intelligent environments, participation of people with disabilities  
in these research experiments is fundamental, since these persons have many great 
difficulties of adaptation, and they are very sensible to bad technological design.  

Moreover, the job made so far has offered an opportunity to establish a solid link 
of communication between the social world of disabled people, caregivers and train-
ers, and the technological world of researchers. This link is leading to improve the 
knowledge and to overcome the gap between these two often separated worlds.  

In these sense, this work is already being done to fulfil the new challenges that the 
project collaboration is generating. Complementary tools are being integrated in the 
system to improve its usefulness and to include the system within an ambient intelli-
gence architecture. These tools are based on pattern matching (images and speech), 
human emotional feeling analysis, contextual information deployment (GPS, net-
working), and Artificial Intelligent (AI) techniques, giving the system the capacity of 
dynamic adaptation to the learning process. 
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Abstract. A data warehouse developed for analysis of business processes is 
called Process Warehouse (PW). The design of process warehouse is seldom 
evaluated, since a generic PW model that can be used as a benchmark for the 
evaluation is missing. Therefore, in this paper, we extend the REA ontology and 
use it for developing a generic PW model that can further be used as criteria for 
evaluation of PW design. Moreover, the generic PW model is used to evaluate 
various process warehousing approaches, collected through a comprehensive 
survey. 

Keywords: Business Process Management, Process Analysis, Business Process 
Monitoring, REA Ontology, Process Warehouse.  

1 Introduction 

Process Analysis (PA) is used as a tool that helps in the identification of bottlenecks, 
in making operating decisions and to improve business processes [1, 2]. PA is used 
for monitoring, optimization and it works as a milestone in continuous process im-
provement [3]. In order to analyze business processes the data collected from the 
execution of processes is used [2]. For some years, data warehouse (DW) technology 
has been used for business analysis. A DW that can be used for the analysis of busi-
ness processes is called Process Warehouse (PW) [4]. 

The REA (Resource, event, agent) ontology has been in existence since 1980’s [5]. 
It is used to model information about the agents who trigger an event and the resource 
transferred or consumed during the event [6, 7]. Also, it has been recognized as an 
established way of modeling business processes, so, it should be possible to develop a 
benchmark (based on REA ontology) for analysis of business processes. 

A number of efforts [8, 9, 10] have been made to design process warehouses, but 
evaluation and comparison of PW designing approaches is missing. This is due to the 
absence of a generic PW model that can be used as a benchmark for the evaluation 
and comparison of these approaches. 

The purpose of this study is to extend the REA ontology and use it for developing a 
generic PW model that can further be used as criteria for the evaluation of PW design. 
The extensions to REA are required because it can’t support multi-level representa-
tion of its concepts in its current form, therefore, we extend REA by developing  
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hierarchies of its core concepts (resource, event, agent). From the extended REA a 
generic PW-model is developed, and thereby used as a benchmark for evaluation of 
PW approaches.  

The rest of the paper is organized as follows. Section 2 introduces the extended 
REA ontology. Section 3 contains a generic process warehouse model. In section 4, 
results of the evaluation of process warehousing approaches are given. A discussion 
about evaluation, conclusions and future research directions is given in section 5. 

2   Extending the REA Ontology (E-REA) 

The REA (Resources, Events, Agents) ontology was originally proposed by 
McCarthy [5]. It was a domain specific framework that has been used for designing 
values transfer between actors and it can be tracked back to double-booking keeping 
in accounting systems [11]. Subsequently, REA has been enhanced to be used in  
various fields like e-commerce [12].  The REA core concepts are defined as [13]: 

Resource, Event and Agent are the core concepts of REA ontology, as shown in 
fig.1. Resources are the entities that are of value for a business, e.g. book, table, data, 
information etc. A resource can be either converted to another resource or it can be 
transferred (exchanged) to another agent. For example, flour (a resource) can be con-
verted to bread (a resource) and it can also be transferred from one to another actor. 
However, there are some resources that are neither convertible nor transferable  
between agents [7]. 

Events are the business transactions that take place at a certain time e.g. booking, 
renting, validating or invoicing, etc. As an outcome of an event, a resource is either 
transferred from one agent to another or converted from one to another form depend-
ing upon the nature of the event e.g. the nature of baking (an event) is conversion and 
the nature of selling (an event) is exchange.  

Agents are the entities that are custodial (have control) of a resource e.g. a person, 
company, department or a business unit etc. Agents are the entities that trigger an 
event as an outcome of which values are transferred. For example, a customer (an 
agent) purchases bread from a store (an agent).  

  

Fig. 1. REA Ontology Core Concepts [7] 
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Motivation for using REA ontology: REA ontology has been extended to form a basis 
for enterprise information systems architectures [11], and it is applicable in a number 
of domains, for instance e-commerce frameworks [12], relational databases [14], 
model driven design of software applications [15] and in teaching accounting infor-
mation systems [5]. It is also used for modeling business processes in order to repre-
sent transfer/conversion of resources between actors at high level [6]. Unlike other 
approaches, REA not only reveals why a business process occurs but also proves 
traceability of business transactions [7]. Therefore, due to wider applicability of REA 
ontology it is included in this study.  

Motivation for extending REA: Dimensional schemas of a process warehouse (PW) 
support analysis of business processes from high level to low level of details. This 
multilevel analysis can be done by drill-up and drill-down operations (slicing and 
dicing operations) on dimensions of a PW, where each level of detail is represented 
by a granularity level. On the other hand, REA is capable of representing business 
processes at a single level of detail, so, information about different levels of details 
cannot be captured by the generic REA Ontology presented in fig. 1.  

A process in REA only represents changes in value of the resources and it does not 
address control flow aspects [14]. Moreover, each business process has its input, out-
put and a number of activities that are performed in a specific order [17], which can 
not be represented by the REA ontology. These limitations of REA ontology motivate 
the need for extending core REA concepts.  

The Extended REA (E-REA): In this section, based on literature, we present ex-
tensions to the core concepts of the REA ontology. 

Resources can be of two types, traditional and information resources [18]. a) Tradi-
tional resources, these are the entities that are of value for a company. Traditional 
resources can be of different nature some of them are concrete and transferable (like 
book) and others are psychological and cannot be directly transferred (like pleasure, 
status) [7]. These are called tangible and non-tangible resources respectively. b) In-
formation resources, it is the data related to an activity produced during realization of 
a business process. The information is related to the input resources required for the 
process, the resources consumed during the process and the output generated by the 
process, as shown in figure 2(a). It is there, in order to represent the specific input and 
output and data related to a process.  

RESOURCE

INPUT CONSUMED OUTPUT

INFORMATION RESOURCE

typeOf

TANGIBLE

TRADITIONAL RESOURCE

typeOf

canBe

NON TANGIBL E

canBe isa isa
isa

 

Fig. 2. (a) Resource hierarchy 
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Fig. 2. (b) Agent hierarchy 
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Fig. 2. (c) Process hierarchy 

Agent has between divided into two major categories, a) actor, is the individual 
who participate in a process. It could be human actor or the role assigned to human 
actor. b) Organizational agent, is the part (subset) of organization which has partici-
pated in a process. An organizational agent could be, a unit of organization, a service 
provided by external organization or software that is working as an agent [18], as 
shown in figure 2(b). An activity (event) can be performed internally by an organiza-
tion or with the help of a service from outside the organization. Therefore, service is 
considered as an external organizational agent, which can perform an activity for an 
organization. 

According to [17], a process consists of a number of activities that are performed 
in an order. Also, a process may have subprocesses [19] and it can be divided into 
smaller segments [20]. Our process hierarchy consists of parts of a process, activities 
of process and meta-activity of a process. Meta activity contains detailed meta  
information (like order of activities, different paths or exceptions) related to activities. 

We extend the REA ontology (presented in figure 1) by adapting the changes pre-
sented in figure 2 (a, b, c). On putting all the concepts together, the Extended REA 
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(E-REA) is shown in figure 3. It is notable that, a) the concepts from figure 1 that are 
not related to the extensions are skipped in figure 3, to reduce the representation com-
plexity, b) the core concepts of REA and their relationships are represented by dotted 
boxes in order to clarify the extensions, c) strong borders represent the root of the 
hierarchies in figure 2 (a, b, c). 

 

 

Fig. 3. Extended REA (related information only) 

3   Generic PW Model Based on E-REA 

Dimensional model (DM) has emerged as an alternative to the relational data model, 
optimized for data analysis. DM has measures (to be analyzed) surrounded by differ-
ent dimensions (known as perspectives of analysis) [21]. For designing data ware-
house, DM is used because of its two-fold benefits [28], on one hand, it is close to the 
way of thinking of data analyzers and therefore it helps users in understanding data. 
On the other hand, it allows designers to predict user intentions. Similarly, a process 
warehouse that is used for analysis of processes has a DM that facilities analysis of 
processes from various perspectives. 

It has been established that process analysis can effectively improve efficiency of 
execution of process, reduce cost and increase productivity [1, 2, 4]. Here, we derive 
the dimensions that can be used for multi level analysis and optimization of resources, 
agents and processes from the Extended REA (E-REA). For each dimension, we dis-
cuss three things, how optimization can be done, what questions are answered by the 
dimension and how multilevel analysis is supported.  

Resource: Process analysis can be used for optimal utilization of resources [4]. This 
can be done by analyzing affect of presence of resource, disruption caused by the 
resource, demands on resources and resource allocation etc. The resource dimension 
answers several questions like what are different types of resource, categories of  
resources, input, output and consumed resources etc. For multilevel analysis of  
resources, the resource hierarchy given in fig 2 (a) is used in the resource dimension. 
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Process: Process analysis can effectively be used for optimal execution of a process 
and its activities [4]. This can be done by analyzing activities, bottlenecks, through-
puts and accessibility of actors etc. This dimension answers several questions like 
which sub processes constitute a process, how many segments of a process and there 
are and the activities that form a process. For multilevel analysis of process, the proc-
ess hierarchy given in fig 2 (c) is used in the resource dimension.  

Agent: Process analysis can be used for optimal utilization of agents [4]. This can be 
done by the analysis of an actor’s performance, task assignment, workload prediction 
and avoiding unnecessary hiring. This dimension answers several questions like, what 
are the agents, how many tasks are assigned and completed, when agents are available 
and how they are treated. For multilevel analysis of process, the process hierarchy 
given in fig 2 (b) is used in the resource dimension. 

Time: This is one of the most important dimensions of DM and in various studies it 
has been emphasized as a compulsory part of warehouse definition [21]. In a process 
warehouse, the time dimension can be used for the comparison of recent execution of 
a process with previous process executions. The standard time hierarchy is used for 
this purpose. 

By putting all these dimensions and hierarchies together, we have developed a ge-
neric model for process warehouses (shown in fig 4). The dotted boxes represent the 
elements that are common between the generic meta-model and REA. It is important 
to observe that the hierarchies are borrowed from the extended REA model but due to 
lack of space complete hierarchies are not presented.   

 

Fig. 4. A Generic Process Warehouse Model 

4   Evaluation of PW Approaches Using the Generic PW Model 

Using the generic PW model we evaluate nine approaches of designing process  
warehouses. In this section, we evaluate whether the important analysis aspects (or 
dimensions given in fig.4) are supported by the approach or not.  

The approaches are selected by a comprehensive survey of major digital libraries 
of known publishers. For searching through these repositories we used several key-
words and phrases related to process warehousing, dimensional modeling and  
business process analysis. We also searched through all the proceedings of major 

Measures
 

Resource 

Time… 

Process 

Agent

Traditional
Resource… 

Information
Resource… 

 

Subprocess… 

Activity… 

Organizational 
Unit… Actor… 

Event 



202 K. Shahzad 

 

conference related to databases and information systems. After this survey we only 
selected the approaches that present multidimensional schema of process warehouse.  

The approaches under investigation are: a) Goal-driven design of a DW based 
(GD) [8], b) DW technology for Surgical workflow (WS) [9], c) multidimensional 
data model (MD) [22], d) generic warehouse for business process data (GW) [10], e) 
Performance warehouse (PW) [23], f) goal-oriented requirement for DW design (RD) 
[24], g) real time process data store (PD) [25], h) business oriented development of 
DW structure (PS) [26], i) DW for audit trail analysis (DT) [27]. 

The evaluation results are represented on a scale of Yes/No. The values is a) Yes, if 
the dimension is available, b) No, if the dimension is not available. Also we add a 
sign (-) beside yes if the aspect is discussed in the paper but it is not modeled as a 
separate dimension. Table 1-4 shows the results of the evaluation of nine approaches. 

Table 1. Resource Dimension 

 GD WS MD GW PW RD PD PS DT 

Traditional Resource Yes Yes Yes No  No Yes Yes  Yes No 

Tangible No Yes Yes No No No Yes Yes No 

Non-Tangible Yes Yes Yes No No Yes Yes Yes No 

Information Resource Yes Yes Yes No No Yes Yes Yes No 

Input Yes Yes Yes -Yes No Yes No Yes No 

Output Yes No Yes No No No Yes No No 

Consumed No No No No No No No No No 

 
In table 1 the results of the evaluation of resource dimension are presented. There 

is no approach that provides analysis of the information resources consumed in a 
process. However, GW approach contains some discussions on inputs of processes 
but inputs are not available as dimensions. By using GW, PW and DT approaches it is 
not possible to analyze traditional resources. Moreover, several approaches are inca-
pable of supporting output analysis of processes. 

Table 2. Agent Dimension /  participant  

 GD WS MD GW PW RD PD PS DT 

Actor Yes Yes Yes Yes Yes Yes Yes Yes Yes 

Human Actor Yes No No No Yes Yes Yes Yes Yes 

Role Yes Yes Yes Yes Yes Yes Yes Yes Yes 

Organizational Agent Yes Yes Yes Yes Yes No No No Yes 

Service No No No No No No No No No 

Software No Yes Yes -Yes No No No No No 

Organizational Unit Yes Yes Yes No Yes No No No Yes 
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Analysis of Actors is supported by all the approaches. However, organizational 
agents’ analysis are usually missing. The exceptions are that, organizational unit 
analysis is supported by some approaches (GD, WS, MD, PW, DT). Some discussion 
about software is available in GW approach but it is not available in the form of a 
separate dimension. Moreover, service analysis is also missing in all the approaches. 
The detailed evaluation results of the approaches are given in table 2. 

Table 3. Process Dimension 

 GD WS MD GW PW RD PD PS DT 

Parts of Process No No Yes Yes Yes No Yes No No 

Sub Process No No Yes -Yes -Yes No -Yes No No 

Segment No No No No No No No No No 

Traditional Activity Yes Yes Yes Yes Yes Yes Yes -Yes Yes 

Event No Yes Yes No No Yes Yes -Yes Yes 

Task Yes Yes Yes Yes Yes No Yes No Yes 

Meta Activity No Yes Yes Yes Yes No Yes No Yes 

Path No No -Yes No No No Yes No Yes 

Exception No No No No Yes No No No No 

Order No No -Yes -Yes No No No No -Yes 

 
More than half of approaches (GD, WS, RD, PS, DT) don’t support analysis of part 

of process. However, there are some approaches in which sub process is discussed but 
not available as an independent dimension. Segments can not be analyzed by using 
any approach. Task analysis is supported by most of the approaches but the informa-
tion related to the meta activity is not available in most of the approaches. Exceptions 
cannot be analyzed, different parts can not be followed by most of the approaches and 
execution order is not available as independent dimension although they have been 
discussed. The detailed evaluation of approaches is given in table 3. 

Table 4. Time Dimension 

 GD WS MD GW PW RD PD PS DT 

Time Yes Yes Yes Yes Yes Yes Yes Yes Yes 

 

Time dimension is a key part of data warehouse design and the time dimension is 
available in all the approaches. It is used for analysis and comparison of various met-
rics with overtime changes. 

5   Discussion and Conclusion 

Efforts have been made to design a process warehouse, but evaluation and compari-
son of process warehouse approaches is missing. This is due to the absence of a  
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generic PW model that can be used as a benchmark for the evaluation and comparison 
of these approaches. Therefore, in this study REA ontology is extended and used for 
developing a generic PW model. A brief discussion on evaluation of process ware-
housing approaches is as follows: 

Analysis of traditional resources is supported by some approaches (like WS, MD, 
PD and PS). In contrast to it, information resources are not fully supported by any 
approach. However, partial support is available in all the approaches except PW and 
DT. Analysis of actors is supported by most of the approaches (GD, PW, RD, PD, PS, 
DT), whereas complete analysis of organizational agents cannot be done by any  
approach. This is because services acquired by the organization cannot be analyzed.  

Multilevel analysis of a process and its activities is partially supported by all the 
approaches because analysis of parts of process and segments of process cannot be 
done due to the absence of their granularity levels in approaches like (GD, WS, PS, 
DT). Activity analysis is supported by many approaches but meta information about 
activities is not available in any approach. Time dimension is available in all process 
analysis approaches. 

In our study, we present a generic PW model and based on the evaluation of  
process warehousing approaches we conclude that: a) design of PW model can be 
evaluated by using the generic PW model, b) time dimensions is not ignored by any 
approach, c) no process warehousing approach supports complete analysis of business 
processes.  

There are some limitations of the study, a) during the evaluation of PW approaches 
some dimensions are found that are not covered by the generic PW model. This is 
becausPe REA is high level therefore the generic PW model that is developed based on 
REA is not complete. b) The scope of the generic PW model is limited to dimensions 
and measures are neither discussed nor evaluated and compared in this study.  

Future research aims to develop a goal-oriented approach for collecting require-
ments of a process warehouse design and a method for designing process warehouse 
that supports complete business process analysis. 
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Abstract. Social influence and behaviour of online communities and groups re-
search had gained momentum with the popularity of web as a medium of social 
interactions. These studies on the other hand had focused on communication 
factors and had largely ignored the influence of social ties on user interface ex-
perience. Since user interface experience depends on user interface design, so-
cial influence on quality design would be valuable information in enhancing 
user quality experience in information technology.  Taking into consideration 
that past studies had examined the impacts of culture and social separately, this 
research intends to interpret the effects of social and cultural influence on web 
design. With results from observation of sample  blogs show that there are indi-
cations of social influence on web design, further exploration into the issue will 
benefit future research in information systems. 

Keywords: weblogs, web design, social impact, Malaysia. 

1   Introduction 

Social interactions exists in every facet of life, in groups large and small, traditional 
or non-traditional settings. Although studies into the online social behaviour exist, the 
influence of elements and nature of social interactions on design behaviour are not 
known in the literature of information systems.  Studies had focused on the explicit 
behaviour of online communities’ members ranging from buying decision to offline 
interaction behaviour (Dholakia et al. 2004; Bagozzi et al., 2007) leaving the implicit 
behaviour of design preferences an area of potential research interest. Interpreting  
the design behaviour on the web should be focused on the design choice, which is  
the explicit representation of individual design preferences (Kryssanov, Tamaki and 
Kitamura, 2001). 

For the past decades, web design preferences had been defined along the traits of 
culture. Authors like Marcus and Gould (2001), Cook and Finlayson (2005) and 
Singh et.al (2008) argued on the necessity of design preferences adhering to specific 
cultural variations and determinants. However, there arise question whether should 
culture be the main decisive factor in design preferences if the web sites in focus are 
personal blogs. With the increase number of online social communities stimulated by 
the rise in blogs, the obvious impact would be increased online social interactions 
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among bloggers that lead to the diffussion of ideas, knowledge, experience as well as 
best practices, fashion and trends on the web.  The increase in online social interac-
tions give rise to two issues: 

Does increased social interactions among bloggers affect personal weblog design? 
Does social interaction make bigger impact to weblog design than culture? 

The issues will be addressed in three stages namely the operationalisation of identi-
fied variables, the collection and the analysis of data from the study. The initial proc-
ess will involve the operalisation of variables into quantifiable indicators. This covers 
three identified items namely the network affliation, the network age and design ele-
ments. The network affliation involves searching for network of blogs with common-
ality in members based on demographic data. The blogs are then sorted according to 
years of existence to determine the network age. Design elements are coded into dif-
ferent segments based on selected indicators namely the author’s profile, blog profile, 
information design, navigation design and visual design.  

The implication of the findings is twofold.  First, it enriches the literature in infor-
mation systems by providing insights into how online social interaction is related with 
the usage of the online systems. The paper serves as pioneer literature on the influ-
ence of social interactions on blogs design. Second, it allows web designers and 
online marketers greater understanding of how people influence is interwoven into 
design by giving information on how online community users can be detained. Find-
ings would illustrate the depth of understanding of the issue and achieve more desir-
able solutions for design practices of the web. The paper will be broken down into 5 
sections. Section 1 will provide brief introduction on the issue followed by section 2 
which will illustrate review on the theoretical foundation of understanding culture  
and social aspects on the web. Section 3 touches on the research hypothesis while 
section 4 draws the proposed methodology of the research. Brief analysis on the  
initial observation of weblogs will be presented in section 5. 

2   Literature Review 

Interest in the information systems literature research particularly to the impact of 
cultural differences on the usage and development of ICT had focused on a wide vari-
ety of issues, ranging from the general management issues, information systems and 
infrastructure, to the issue of cultural transfer and culture in system analysis and de-
sign (Burn et al., 1993; Cummings and Guynes, 1994; Sackmary and Scalia, 1999; 
Marcus and Gould, 2001; Robins and Stylianou, 2002; Park, 2004; Marcus and Alex-
ander, 2007; Singh, 2008).  Burn et al. (1993) for example, used the dimensions of 
culture to study the relationship between information systems and culture with focus 
on the top management issues in Hong Kong.  Cummings and Guynes (1994) on the 
other hand, studied the variation of culture among staff at the headquarters and sub-
sidiaries of Multinationals Corporation.  Singh et al. (2008) however had conducted a 
study of design preferences of a distinct culture within a nation, focusing on the His-
panic ethnic group in the US. The state-of-the-art in defining design preferences had 
been focused on the cultural impact on design. 



 The Social Impact on Web Design in Online Social Communities 209 

 

There are also researchers that proposed design elements in accordance to cultural 
dimensions without referring to any particular culture or nations. Marcus and Gould 
(2001), Ross (2001), Simon (2001), Cook and Finlayson (2005), Marcus (2006), Wurtz 
(2006), Wan Mohd Isa et al. (2007) provided cultural indicators and cultural markers 
for design variations that appeal to specific cultural dimensions. Depending on the cul-
tural environment of user and the context of use, studies on cultural indicators on de-
sign variations had been bias toward culture and commercial web sites with regard to 
web design. That assumption may not hold under the social infrastructure of the web.  

No research so far had revealed the influence of social interactions on design 
choices of blogs. Literatures on online communities’ social factors and behaviours 
started in the 1990s with researchers like Keisler (1984), Galletta et al. (1995), Kraut et 
al. (1998), Marc (1998), McKenna and Bargh (1999), Compeau et al. (1999) propa-
gated the ideas that social interactions on the web is an area of research that has vast 
potential to be explored and examined. Currently, virtual communities had been per-
ceived as an interest group that interacts online to achieve personal or shared goals of 
their members. Recent studies on online networking focus more on the influence of 
social interactions have particular actions and behaviours of members through under-
standing the nature and the role of the influence. Postmes et al. (2001) for example, 
argued that in groups that used computer-mediated communication, the existence of 
group norms is significant and influential.  Dholakia, Bagozzi and Pearo (2004) exam-
ined the effects of group participation of online communities from the perspective of 
marketing on two different online communities i.e. network and small-group-based. In 
a study of online interaction of Facebook, Ellison, Steinfield and Lampe (2007) found 
that the use of Facebook as a medium of interaction had a strong association with  
social capital and encourage psychological well-being.  

Several mechanisms and approaches had been utilised in the studies of social influ-
ence on web communities and behaviour.  Most of these studies examined and inves-
tigated individual intentions, motives and participation of web users to a particular 
online behaviour, focusing on the nature and roles of social influence.  Interestingly, 
the issue of social influence mechanisms on web design had not been touched by any 
researchers as of date.  Social determinants of web design changes as a result of social 
interactions on weblogs is not known in the literature of information systems. 

3   Research Model and Hypotheses 

The research model is shown in Figure 1. 

         H1 
Network 

Affiliation 

Design 
Preferences

 

Fig. 1. Socal Interactions Model on Design Preferences 

Dholakia et al. (2004) found that decision-making in online membership is a direct 
function of social influence and indirect function (through social influence) of value 
perceptions. Given that personal weblogs are social groups, social interactions may 
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induce changes in design based on users experience and usage and as frequent interac-
tions among the same individuals result in greater knowledge and interpersonal rela-
tionships, ideas and knowledge are exchange frequently among regular groups of 
friends. It is hypothesise that: 

H1: Network affiliation affects the design preferences of webloggers 

Researchers find that online memberships are playing bigger and wider roles in vari-
ous aspects of members’ life from friendship, learning, giving advice and opinion, 
purchasing and consuming products and obtaining services (Bagozzi and Dholakia, 
2002). Indeed, Bagozzi et al. (2002) suggests groups that are formed through identifi-
cation are very influential in shaping and changing members’ opinion, preferences 
and actions.It is hypothesise that: 

H1.1: Blogs in one network will share similar design elements.  

Social influence is exerts differently in different groups membership (Bagozzi and 
Lee, 2002). There exists different group behaviours among different group member-
ship. Online social grouping tend to share similar sense of belonging, values and pref-
erences among members of the same online community. The hypothesis is as follows: 

H1.2: There will be significant difference in design preferences among heterogenous 
networks of blogs 

Figure 2 shows the proposed model between blog age and design preferences. Blog 
age in term of years of existence is propose to be the dominant factor to determine 
design elements preferences between culture and social influence. To evaluate 
whether social interactions or culture has a bigger impact on personal weblog design, 
it is hypothesise that: 

H2: Age of blogs will determine the level of impacts between culture and social  
interaction. 

H2.1: New blog will be more affected by culture  

H2.2: Social interaction plays a bigger role in the older blogs 

Therefore, for personal blogs, maintaining interpersonal connectivity and social inter-
actions are coherent attributes that emphasise the types of influence available in 
online communities. Bagozzi et al. (2005) established that in online high-interactivity 
groups, social influence effects incorporated into the values and goals of decision 
makers that are shared with members of their group. It is hypothesise that: 

H3: The stronger the social interactions, the bigger the social influence on design 
preferences. 

           H2 
Blog Age Design 

Preferences 

 

Fig. 2. The Proposed Model between Blog Age and Design Preferences 
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4   Research Method 

The issues will be addressed in three stages namely: 

(i) The operationalisation of identified variables; 
(ii) The collection of data and; 
(iii) The analysis of data from the study.  

The initial stage will involve the operalisation of variables into quantifiable indica-
tors. This covers three identified items namely the network affliation, the network age 
and design elements.  The network affliation involves searching for network of blogs 
with commonality in members based on demographic data.  The blogs are then sorted 
according to years of existence to determine the network age.  Design elements are 
coded into different segments based on selected indicators namely the author’s pro-
file, blog profile, information design, navigation design and visual design. Based on 
literature, online indicators are identified as follows. 

Table 1. Indicators of Weblogs Design Component 

Component of Design Indicators Measurement 
 
 

Author’s Profile 

• Name 
• Age 
• Gender 
• Location 
• Occupation 
• Interest 
• Education 

• Full-name disclosure 
• Age disclosure (scale 1 – 6) 
• Gender differentiation 
• Regional location (scale of 1 – 6) 
• Types of employer (scale 1 – 5) 
• Stated / Not stated 
• Levels of education (scale 1 – 5) 

 
 
 
 

Blogs Features 

• Purpose 
• Advertisement 
• Chat Title 
• Archives 
• Recent Comments 
• Search Engine 
• Blog Survey 
• Credits/Awards 
• Statistics 

•  Blogging reason (scale 1 – 4) 
•  Existence of advertisement (Yes/No) 
•  Types of journal (scale 1 – 6) 
•  Yes / No 
•  Exist / Absence 
•  Exist / Absence 
•  Survey provider (scale 1 – 4) 
•  Yes / No 
•  Exist / Absence 

 
 

Navigation 

• Navigation System 
• Site Registration 
• Security Provision 
• Visitor Counter 
• Navigational Links 
• Blogrolls 

• Customise / Contextual 
• Required / Not required 
• Exist / Absence 
• Exist / Absence 
• Control / Supportive 
• Customise / None 

 
 
 
 
 

Content 

• Information Sorting 
• Accessibility 
• Organisation of Information 
• Types of Information 
• Contain 
• Focus 
• Symbols 
• Audio 
• Colour 
• Emphasis 

• Hierarchical / Non-hierarchical 
• Restricted / No barriers 
• Priority / Equal importance 
• By task / By modular 
• Personal achievement / Group 
• Youth and action / age and experience 
• Materialism / Family / None 
• Exist / Absence 
• Exist / Plain 
• Relationship / Rules 

 
 

Visual 

• Symbols 
• Picture 
• Animation 
• Avatar 
• Artwork 

• Rules / No symbol 
• Personal / Group 
• Exist / Absence 
• Exist / Absence 
• Design / Task / None  
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The data collection constitutes the second stage of the study method. The research 
will employ technique from content analysis method to examine and predict the  
relationships between culture and social on weblog design. Each weblog in the  
sample will be examined based on design elements to determine evidence of homoge-
neity characteristics. Observation of each weblog will be done over a period of time 
tracing changes in design. Frequency counts will be used to detect similar design  
elements. 

The last stage involves data analysis from the study. Analysis of variance (AN-
NOVA) will be used to examine social explorations of each weblog involving the use 
of Chi-square (χ2) analysis and an F-test statistics. The χ2 analysis and F-test statistics 
are useful to determine blogs variation and heterogeneity. In addition, qualitative 
analysis will be conducted on the network of blogs to examine social and cultural 
characteristics based on demographic information and cultural background. 

5   Weblog Sampling and Design Components 

The selection of networks of blogs will be conducted randomly. Eah network of blogs 
will consists of one main blogger and 50 co-bloggers. To ensure the interdependency 
of each network, it is ascertain that there is no overlapping of member bloggers  
between networks. Figure 3 shows the independency of each network of blogs. 

 

Fig. 3. Weblogs sampling and independency 

The design components chosen are author’s profile, blog features, navigation de-
sign, content design and visual design. Author’s profile is a section where an individual 
blogger state his or her personal details in terms of name, age, gender, where the blog-
ger is located, blogger’s occupation and level of education. The degree of exposure i.e. 
the extent to which a blogger will reveal oneself will be at the discretion of the blogger.  
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The layout which the blogger chooses as the framework will determine the features of 
the intended blog. These features are visible on either side of the layout page and most 
of the features serve as auxiliary functions providing additional information to the 
bloggers and visitors regarding blogs’ traffic movement, number of visitors, blog rec-
ognition and survey.  Design characteristics that form part of the blog features are blog 
purpose, existence of advertisement, statement of chat title, archives, recent comments, 
search engine, blog survey, credits or awards and statistics. 

The three other design components namely the navigation design, the content de-
sign and the visual design constitute the core aspects of the blogs.  Navigation design 
refers to navigational functions that help blogger access different sections of the blogs 
(Cyr, 2008).  The design feature could either aid in or hinder blogger from getting and 
searching the required information on the blogs. The content or information design on 
the other hand, constitutes design elements that state either the accurate or misguided 
information about the blog. It could be in the form of icon, structure of the informa-
tion, the focus and the emphasis of the blog. Nonetheless, the visual design elements 
deals with the outlook of the blog in terms of colour, photograph, shapes, animation, 
artwork and symbol. The aesthetic aspect of this type of design elements tend to ap-
peal to the emotional side of the blogger by capturing the beauty characteristics of the 
web (Cyr, 2008). 

6   Initial Observation and Analysis 

An initial study had been undertaken with the aim of examining indicators of social 
influence on personal blogs. A total of 150 personal blogs was chosen as sample in 
the initial study. The selection of blogs for the purpose of initial observation is taken 
from three Malaysian network blogs that had been observed for a period of three 
months from December 2008. Each network consists of one main blogger and 50 co-
bloggers categorise as ‘friends’ or members of the same network. Steps are taken to 
ensure that there is no overlapping of members from one network to the other by 
comparing and sorting out each member of the two networks to avoid biasness. An 
initial analysis was done on both network to determine indicators of social influence 
on design features.  

The initial results and analysis of the networks are shown in Table 2. Column 1, 2, 
3 and 4 show the number of similar occurrences with regard to the design elements in 
network 1 – 4. Looking at the number of similar occurrence, blogs in networks 1, 2 
and 3 show that there exist similarity in design elements among blogs in each net-
work. For example, 50 bloggers in network 1 allow comments in their blogs while 34 
bloggers in network 2 permit the same function and 47 bloggers in network 1 use sta-
tistics counter to capture the traffic movement of his or her personal blogs and 24 
bloggers do so in network 2. This indicates that member bloggers in a network do 
share similar design elements across blogs thus supporting the hypothesis that blogs 
in a network share similar design elements.  



214 M. Ali and H. Lee 

 

Table 2. Initial Results and Analysis of Three Independent Network Blogs 

Component of Design Network 1 
(n=51) 

Network 2 
(n=51) 

Network 3 
(n=51) 

Network 4 
(n=51) 

Author’s Profile 
• Name 
• Age 
• Gender 
• Location 
• Occupation 
• Interest 
• Education 

 
15 
50 
50 
42 
48 
48 
3 

 
42 
22 
44 
18 
25 
26 
9 

 
46 
34 
50 
37 
35 
14 
25 

 
39 
35 
51 
38 
37 
23 
20 

Blogs Features 
• Purpose 
• Advertisement 
• Chat Title 
• Archives 
• Recent Comment 
• Search Engine 
• Blog Survey 
• Credits/Awards 
• Statistics 

 
44 
46 
50 
48 
50 
2 
1 
0 

47 

 
38 
24 
28 
44 
34 
20 
26 
3 
24 

 
50 
42 
47 
46 
44 
44 
 27 
5 

29 

 
51 
24 
45 
44 
49 
39 
13 
0 

27  

Navigation 
• Navigation System 
• Site Registration 
• Security Provision 
• Hit Counter 
• Navigational Links 
• Blogrolls 

 
47 
0 
0 

48 
50 
0 

 
27 
1 
1 
24 
27 
4 

 
47 
0 
0 

29 
47 
49 

 
2 
36 
22 
21 
28 
39  

Content 
• Information Sorting 
• Accessibility 
• Organisation 
• Types 
• Contain 
• Focus 
• Symbols 
• Audio 
• Colours 
• Emphasis 

 
0 
0 
0 
0 

50 
50 
0 
0 
4 

50 

 
0 
1 
0 
49 
30 
44 
0 
1 
8 
30 

 
0 
0 
0 

51 
47 
51 
28 
2 
1 

47 

 
0 
18 
0 
0 
28 
39 
6 
0 
6 

45  

Visual 
• Symbols 
• Picture 
• Animation 
• Tracker 
• Chatbox 

 
0 

50 
0 
0 
0 

 
0 
38 
1 
0 
4 

 
0 

 46 
31 
15 
43 

 
6 
51 
6 

 40 
 2  

 

The analysis involved the four network of blogs and a control group Network 0 
which contains blogs that are chosen randomly.  Each group are tested for homogene-
ity of variance within group and heterogeneity between groups using Analysis of 
Variance (ANOVA). The results are shown in Table 3. 
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Table 3. Analysis of Variance 

Network F Sig 2 
0 3.847 0.049  

 
59.063 

 

1 0.858 0.521 
2 0.196 0.938 
3 0.538 0.709 
4 1.601 0.213  

There was a significant similarities of design preferences in network 1 to 4, ρ ≥ 
0.05. The variances are not significantly difference within groups. Therefore, accept 
H1.1: Blogs in one network will share similar design elements.  

The test for heterogeneity between networks is shown by the value of χ2. The  
χ2 value of 59.063 is significant at 0.05% critical value. Accept H1.2: There will  
be significance difference in design preferences among heterogenous networks of 
blogs. 

7   Discussion and Conclusion 

The aim of the pilot study was to survey indications of social influence on design 
elements of personal blogs among members of the same online network. Initial find-
ings found that design elements of blogs in a same network do share similar design 
preferences shown by the number of similarity occurrence of design preferences 
across blogs in the same network. The sense of sharing among member bloggers in a 
virtual community is in line with findings of Bagozzi (2007), Dholakia et al. (2004), 
Postmes (2001) that members of virtual communities tend to share sense of belong-
ing, values and preferences among each other. The blogger-to-blogger communication 
is influential in shaping opinions and behaviours (Bagozzi et al., 2002) such that 
member bloggers in a same network have influence on design elements preferences in 
blogs.  Indeed, Bagozzi et al. (2002) suggests groups that are formed through identifi-
cation are very influential in shaping and changing members’ opinion, preferences 
and actions. This coincides with members identified with certain network in term of 
blogging and membersip.  

So far, the initial observation had been conducted on weblogs networks in one 
country under the assumption that the weblogs are influenced by the same culture. 
The objective is to minimise the influence of culture while finding indications of so-
cial influence on blogs. To explore the co-existence of culture on design preferences 
of networks of blogs, a comparative study between Malaysia and another country 
would provide enlightenment on design preferences in networks of blogs under dif-
ferent cultural values. This would incorporate another dimension on design prefer-
ences in network of blogs under the influence of culture. It would be interesting to 
study the level of influence social and cultural have on design preferences of blogs 
and compare them between countries. 
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Abstract. In recent years, governments and educational institutions have in-
creased their interest in enhancing and expanding pre-school programs and  
services. In order to achieve a high-quality education, governments have devel-
oped several national frameworks. A careful activity planning and the provision 
of a personalized learning experience are key factors of these programs. In this 
paper, we present the main design guidelines of an ICT-based tool that supports 
the tracking and assessment of a child’s development, as well as the recommen-
dation and planning of new learning activities. We also propose a semantic de-
scription of the domain based on e-learning standards and specifications. Use of 
semantic technologies enhances aspects as tools interoperability, processes 
automation as well as the relevance and precision of the recommendations made 
by the system. Besides, this tool creates a virtual common framework that en-
courages collaboration between families and practitioners and it supports  
parents’ involvement in early care settings. 

Keywords: early childhood education, assessment, semantic web, personalization, 
framework. 

1   Introduction 

Modern Knowledge Societies are involved in a deep transformation process concern-
ing the education for children. For historical reasons, the care and the upbringing of 
children have been traditionally developed separately [1]. However, these aspects are 
currently addressed by the governments from a unique perspective in order to meet 
the demands of citizenship. Recent studies [2] show the benefits of a quality early 
education in the short and long term.  This fact, together with factors related to poli-
cies of equality and social inclusion, has turned the early childhood education into a 
key area within of educational policies of the governments. 

Families and schools are co-responsible for the education of children, and they to-
gether should act as a team, through a set of attitudes, expectations and working 
methods, in the planning of appropriate educational activities. The teacher training 
and the involvement of the families in the children activities are key factors towards a 
quality education [3][4]. The observation, recording and discussion of the progress 
made in both home and school are key elements in planning and adapting the learning 
experiences to the degree of development and interests of a particular child. 
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The use of Information and Communication Technologies (ICT) can play a crucial 
role in these processes [5]. One of the most common uses of ICT in this area is to 
serve as support and guidance of parents and educators. Governments, educational 
institutions and user communities have launched several web portals which provide a 
wide range of services including discussion forums, blogs, educational multimedia 
repositories, policy and legislation information services, etc. Furthermore, a limited 
collection of ICT technologies are being used in early childhood settings to strengthen 
many aspects of childhood educational practices. Although there is a clear under-
implementation compared to higher educational levels [6], several institutions and 
schools currently apply these technologies at the children schools. Some research 
projects consider the use of devices such as interactive whiteboards and smart tables 
in kindergartens to foster cooperative work. However, TV programs and other popular 
media products as DVDs are the most broadly used devices in these settings.  Other 
projects such as KidSmart [7] allow children to use specifically designed computers 
(taking into account aspects such as ergonomics, ease of use and durability in design). 
Specifically designed tools as digital toys, social robots or videogames are also com-
monly used in childhood schools. Children collaborate, play, interact and experiment 
with these devices to enhanced their motor, language and social skills [8]. New ICT-
based tools will be added progressively to the child's education and they will play a 
key role at child homes and classrooms of tomorrow. 

Given the wide variety of devices that can be used by the child, it is necessary the 
development of systems that allow the gathering, processing and evaluation of  
the interaction of users with those devices. That information can be used to automati-
cally track the progress of the child and offer new experiences and activities appropri-
ate to their profile, interests, abilities and needs. This paper discusses the main issues 
of such a system, aimed at parents and educators to facilitate the assessment, monitor-
ing and planning of learning activities. Based on the child's development state, its 
capacity and predefined learning objectives, the system is able to offer automated 
recommendations for new educational experiences to accomplish. The analysis of the 
gathered information also allows for early detection of possible developmental disor-
ders as well as providing a set of activities designed to improve children's skills in 
particular underdeveloped areas. 

This proposal is described throughout this paper. Section 2 gathers a set of particu-
lar issues in the area of early childhood education that must be taken into account in 
the development of such a system. Section 3 briefly describes the main objectives of 
the proposed framework. The general Reference Model of the system is discussed on 
Section 4 and Section 5 gives an overview of the identified supporting Semantic 
Model that allows the construction of personalized services. Section 6 outlines the 
Reference Architecture and, finally, Section 7 concludes and summarizes the paper. 

2   Distinctive Features of Early Childhood Education 

Currently, there is a wide range of early childhood educational programs promoted by 
governments and education departments of various countries. Despite the obvious 
differences in approaches and methodologies, the idea underlying them all is the 
same: to create an educational community in which learning is seen as a social  
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experience, primarily interactive and experimental, which serves as a prelude to com-
pulsory education. In this sense, the fundamental objective is to fulfill the principles 
of Delors [9]: “Learning to be, learning to do, learning to know and learning to live 
together and to live with others”. 

Any approach in this area should take into consideration the unique characteristics 
that make a child's education a special educational field: 

• Early care settings are characterized by a fragmented educational scenario [1]. A 
broad range of centres, nursemaids, community groups and institutions provide 
educational services from birth to six years old. Consequently, the quality of this 
education is very heterogeneous. It depends highly on the qualification grade of 
educators, available resources (material, environment, adult-child ratio) and par-
ents’ involvement [3]. Providing the area with mechanisms to support the creation 
of a common framework and to facilitate the formation and participation of the ac-
tors is one of the fundamental priorities of governmental policies in scope. 

• Childhood is a time of rapid growth and personal development due to the natural 
curiosity of children. Practitioners need to provide daily opportunities that encour-
age children to practice new developed skills and to plan for experiences through 
which they will acquire confidence and competence. In this way, personalized 
learning is of paramount importance to enhance children’s skill development and 
motivation. 

• Children have difficulties to maintaining their focus on one activity for long peri-
ods of time. Video and multimedia resources that combine education and enter-
tainment (edutainment) have wide acceptance among children [10]. 

• The literature identifies a common set of core development areas for the children 
[11]: i) psychomotor development, ii) emotional, personal and social development; 
iii) cognitive development; iv) health and welfare; v) creativity and communication 
capacity and vi) knowledge of the environment. Progress in these areas can be ob-
served both in the classroom and at home, so it is especially relevant in this field 
the home-school communication and the involvement of families in the activities 
of their children. 

• The daily analysis of progress is a critical factor in child education. Appropriate 
evaluation allows defining educational activities adapted to the needs and interests 
of the child, facilitating the development of their skills and promoting a common 
framework for discussion and meeting between families and educators [12]. The 
evaluation process consists of a series of steps starting from the observation, re-
cording and assessment of activities undertaken by the child. Based on the study 
and discussion of the results, it is possible to extract conclusions to planning the 
activities in the classroom or at home. 

3   An ICT-Based Tool to Support Planning and Evaluation 

Our final aim is to develop a distributed system that facilitates the automated tracking 
and registry of children’s activities, the evaluation of their progresses and the plan-
ning of new learning activities taken into account the specifically needs of each child. 
As these tasks take place at home and at school settings, the developed applications 
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must give support to both environments.  Therefore, the final system contributes to 
strengthen the home-school link. To achieve this general goal, a set of partial objec-
tives have been identified: 

• Definition of a standard-based electronic curriculum. It takes into account the spe-
cific needs and most relevant issues in this age range. 

• Development of a mechanism aimed at supporting the formal specification of edu-
cational scenarios and children’s profiles potentially susceptible of learning under-
development.  

• Definition of an architectonical framework that facilitates interoperability among 
different devices and services. 

• Modeling of a system that supports personalized services and processes automation 
such as, for example, recommender and planning procedures. 

• Development of a system aimed to allow families and practitioners to add and 
manage observations, audiovisual resources and reports about the learning activi-
ties carried out by the children. 

• Development of a software agent that monitors and analyzes children’s profiles in 
order to detect and identify underdevelopment situations. 

• Development of a collaborative system to support management, edition and rank-
ing of the learning activities by the early care community. 

4   The Reference Model 

A Reference Model is an abstract framework that identifies the most relevant relation-
ships among the entities in a particular environment. In order to build this model we 
use as information sources: a) the study of the domain; b) interviews with specialists 
and practitioners; c) government frameworks and educational policies and d) the pre-
vious experiences of the authors in the domain [13]. After a process of discussion and 
reflection we have identified the following actors and relationships: children (from 
birth to six years old), families (parents, grandparents, siblings, etc.), practitioners 
(responsible of children’s education) and specialists in the early childhood field as 
pediatricians or speech therapists. 

The system acts as a link among the actors that may use a broadly set of on-line 
services. The system offers a virtual environment, shared by the users, composed by 
the logical entities described below (Figure 1): 

• Register - It stores the results of the activities carried out by the children using 
different electronic devices. 

• Profile Manager - It allows to query and edit observations in the child’s profile 
(e.g. comments, achieved skills, photographs, videos of activities, and so forth). 

• Activity Manager - It facilitates the management of the learning activities and their 
collaborative edition. 

• Reporter - It is used by practitioners, families and specialists to generate reports of 
different issues of a child’s profile. 

• Notifier - It analyses and monitors stored profiles in order to detect those children 
susceptible of being in risk of underdevelopment.  
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Fig. 1. Assessment System: Identified Relationships and Logic Entities 

 
• Recommender - It offers personalized recommendations of new learning activities 

to a child. The profiles stored by the system are used in order to improve the  
relevance of the recommendations. 

• Planner - It offers a set of learning paths that satisfy some predefined constraints as 
the children’s and practitioners’ agenda, the requirements of the activities, or a 
group of learning goals to achieve. 

• Group Manager - It supports the creation and definition of groups of individuals. 
The recommender and planner systems consider these individuals as a whole, so 
they can make recommendations, for example, taking into account the profiles of 
all the children belonging to the same classroom.  

5   The Semantic Model 

Providing a formalized semantic description of the entities and relationships involved in 
the domain is of paramount importance to our proposal. In this case, we formalize the 
knowledge using a collection of OWL-DL ontologies [14].The construction of these 
ontologies was guided by the activities proposed in Methontology [15], a mature meth-
odological process in the Knowledge Engineering area. As the basis for the definition of 
the ontology concepts we have used several specifications and standards of the e-
learning domain as well as some terms commonly used by national departments of 
education. In this way, we encourage the keep of the knowledge already defined and 
agreed upon the domain. The identified concepts were grouped in three main categories: 
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• Learning Competences: The formalized description of a child’s competences is a 
key point in any assessment system. We use as the basis for this ontology the as-
sessment scale developed by the Early Years Foundation Stage (EYFS) [11]. It is 
divided in 13 different knowledge areas. Each one considers different evolution 
stages numbered from 1 to 9 (higher numbers correspond to higher competency lev-
els). As the modeling information schema we use the specification IMS-RDCEO 
[16]. It describes a competence in terms of: Identifier, Title, Description and Defini-
tion. We needed to extend this schema in order to represent the information defined 
by the EYFS assessment scale. We have added the elements: Scale Value, Compe-
tence Covered, Knowledge Topic, Recommended Age, and Related Resource.  

• Child Profile: We consider a child’s profile composed by 4 basic elements: i) con-
tact information, ii) health records, iii) the portfolio and iv) progress development. 
As the basis for this modeling we use the IMS-LIP and IMS-ePortfolio specifica-
tions [16]. In some cases, we have extended and adapted these recommendations in 
order to use them in the early care setting. For example, the QCL category identi-
fied by IMS-LIP does not have any use in childhood education. Our learner de-
scription ontology is composed of: Identification, Learning Objective, Interest, 
Competency, Affiliation, Accessibility, Relationship, Product, and Health Record.  

• Learning Activities: The Dublin Core and LOM metadata schemas are used as a basis 
for this ontology development [16]. Particularly, we have identified the elements: 
Identifier, Title, Abstract, Description, Background, Topic, Creator, Duration, Rec-
ommended Age, Requisite, Environment, Type, Adult Support, Learning Goal and 
Related Resource (see Figure 3). Adult guide and support is a key feature in the do-
main. So Adult Support field indicates if the activity can be, or no, carried out by a 
child on their own. Besides, we define different categories of learning activities (ex-
cursions, songs, games, etc.) through the Type element, and other issues as the envi-
ronment, learning goals, duration or the intended audience are also defined.  

 
Fig. 2. An excerpt of the Learning Activity Ontology 
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Inference engines, using a set of pre-defined logic rules and the stored information 
are able to extract and add new knowledge to the system.  

Some of these rules can be expressed using the syntax provided by the OWL-DL 
language.These rules are used when the properties and concepts in the ontology are 
defined. As an example we show the definition of the property covers as transitive: 

<owl:TransitiveProperty rdf:ID="covers"> 

    <rdfs:domain rdf:resource="#Competence"/> 

   <rdfs:range  rdf:resource="#Competence"/> 

</owl:TransitiveProperty> 

This definition allows the inference system to reason automatically that: “If a com-
petence A covers all the features in a competence B, and B covers a competence C, 
then A also covers C”.  

Sometimes the expressivity capabilities of OWL-DL are not enough and we need to 
use Horn-like rules. In our particular case these rules are expressed using the semantic 
rule language SWRL [17]. Using these rules we can complete this reasoning. “If a child 
has mastered the competence A, then the system can automatically infer that he/she also 
masters the competences B and C because A covers B and A covers C”. So:  

Child(?x) • Competence(?y) • isAbleTo(?x,?y) • covers(?y,?c) •  

isAbleTo(?x,?c) 

Sometimes this additional expressivity is not enough and we need to use SWRL 
language extensions (built-ins) or particular solutions offered by the inference en-
gines. If these methods are used to infer new knowledge, non-monoticity may be a 
consequence (i.e. the addition of new knowledge can invalidate a previously inferred 
statement). Below we present an example of this type of rules. The rule allows the 
system to detect a linguistic underdevelopment in a four years old child: 

Child(?x) • hasAge(?x,?age) • swrlb:greaterThan(?age,?3) •  

swrlb:maxCompetenceValue(?value,?x,”Language”) •   

swrlb:lessThan(?value,?3) • LanguageUnderdevelopment(?x) 

6   Architectonical Framework 

We consider the Reference Architecture as a decomposition of the Reference Model 
in a collection of software pieces and data flows that implements its functionality. 
Next sections briefly describe the Reference Architecture defined in our proposal. 

6.1   Layer Structure 

We have developed a SOA architecture following the design guidelines provided by 
existing e-learning abstract architectural systems such as IMS Abstract Framework 
and the IEEE LTSA. We have hierarchically grouped the services into three different 
tiers where each one relies on functionality provided by services at bottom layers. 
Over this set of service layers we have defined an additional one, the Agent Layer, 
that group those pieces of software that copes with the most complex system needs. 
Issues covered by each layer are briefly described below (Figure 3): 
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• Infrastructure Services Layer: It provides end-to-end transaction and communica-
tions functionalities. 

• Common Services Layer: It provides a broad range of cross-domain functionalities 
(e.g. authorization, format conversion, group management and so forth). 

• Domain Services Layer: It provides the domain specific functionalities. It gathers 
features as profile management or tracking. 

• Agent Layer: It provides high-level functionalities to developers (e.g. Planner or 
Recommendation systems)  

6.2   Agent and Service Modeling 

From the study of the domain and making use of the main results of international 
projects as the e-Framework [18] and the OKI [19], we identified a set of services that 
fulfills the system needs (Figure 3). For each one, we formally define its functionality 
by means of an OSID (Open Service Interface Definition) document. Whenever it is 
possible we reuse those specifications already developed by the OKI project such as 
the Assessment and Authentication OSIDs. Finally, identified services are grouped 
into logical layers and implemented and deployed using web services technologies. 

In section 4 we showed a collection of logical entities that capture the main system 
functionalities. For each one we have developed a software agent responsible for 
implement its features. The identified agents are: Register, Evaluation Agent, Profile 
Manager, Activity Manager, Reporter, Notifier, Recommender, Planner and Group  
 

 

Fig. 3. Layer Structure 
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Manager. Besides, the proposal considers an additional element, the User Agent re-
sponsible for facilitating the user-system interaction using different access devices.  

Finally, and taking as a reference the architecture defined by the SIF project [20], 
we have defined a central element, the Core Communication System (CCS). It is re-
sponsible for verifying, managing and monitoring the system data flows, as well as 
the authentication, authorization and services orchestration procedures. 

7   Conclusions 

In order to improve the quality of the young children’s education, the tracking of the 
child’s progress and the careful planning of the learning activities are key features. In 
this paper we have shown the main design guidelines of an ICT-based system that 
gives support to the tracking, assessment and planning processes. This framework 
creates a cooperative virtual environment where families and practitioners of different 
institutions can participate. Using the system they can look up relevant information 
about the upbringing of the children, establish discussions about a child’s progression 
or even ask for a personalized learning activity recommendation.  

Semantic technologies support the provision of personalized learning activities and 
facilitate the management of the children’s profiles. Automated semantic-agents can 
be developed to analyze the stored children’s profiles. If some under-development in 
any knowledge area is detected, the system automatically notifies parents and practi-
tioners of this situation and recommends a set of activities to correct it.  

Since 2006, the authors have collaborated in different projects to introduce ICT in 
the early care settings [13].  The initial prototype is being tested in a real environ-
ment: the “Rede Galega de Escolas Infantís”, a public childhood schools network in 
Galicia, northwest of Spain. Currently, this network includes +120 kindergartens and 
a growing number of families (+4,500) and teachers (+800). 
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Abstract. This paper reports about an experience concerning the implementa-
tion of a WEBGIS, a BLOG and an ontology. WEBGIS and BLOG allow to 
promote a spread of spatial data knowledge, to consult planning documents in 
the Internet, increasing transparency level of programming choices and involv-
ing different stakeholders participation.  The ontology is intended as an in pro-
gress powerful tool, increasing knowledge rationality. Ontologies can help the 
community by defining and explicating a shared language and strengthening the 
efficacy of direct interactions. The case study has been applied to Marmo Pla-
tano–Melandro PIT (Territorial Integrated Projects), an area with high potenti-
alities in the North-Western part of Basilicata Region (Italy), responsible for the 
accomplishment of POR (Regional Operative Program) Basilicata 2000-2006 
and for the elaboration of a common and shared strategy to manage an  
integrated program of interventions for local development. 

Keywords: Democracy, e-democracy, e-participation, open source, WEBGIS, 
ICT, BLOG, OGC standards, ontologies, programming assessment. 

1   Introduction 

The debate about electronic democracy has become very interesting during the last 
ten years. The development of information and communication technologies is find-
ing a dynamic and responsive environment, especially at the local level, where  
municipal governments are playing a proactive role in achieving new forms of inter-
action between institutions and citizens. At present the scientific debate aims to inves-
tigate the way in which new technologies are changing the relationship between  
government and citizens. The growing importance of communication aspects in the 
contemporary planning has been conferring a more and more determining role in 
planning on electronic world [1]. Using ICT in democratic processes, in fact, makes 
possible, for public administrations, to involve citizens and all stakeholders in  
decision-making processes. 

Nowadays, despite this situation, great part of programming documents proposes a 
bottom-up approach, facilitated by new tools [2], considering municipalities as a 
maximum level of shared decision, ignoring citizen’s ideas, opinions and imagination 
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which might improve their quality. WEBSITE, WEBGIS and BLOG (the first two as 
information tools and the last one as interaction tools) are the instruments increasing 
participation level. 

The case study has been applied to Marmo Platano–Melandro PIT (Territorial Inte-
grated Project), an area with high potentialities in the North-Western part of Basilicata 
Region (Italy), including fifteen municipalities and two consortiums of communes in 
mountain areas. It is a local organization responsible for the implementation of POR 
(Regional Operative Program) Basilicata 2000-2006 and for the elaboration of a com-
mon and shared strategy to manage an integrated program of interventions for local 
development. The attempt of a new governance, based on cohesion and cooperation 
among local authorities, is the way to improve efficacy and effectiveness into policies.  

This project research has been characterized by several and different objectives, 
like sharing of territory knowledge, innovating programming procedures, using open 
source tools, introducing the possibility of assessing, evaluating, measuring efficacy 
and effectiveness of policies. Moreover, a new way to define a common language and 
to strengthen the efficacy of direct interactions, through ontologies was introduced, 
and a participation approach for the next programming period 2007-2013 was set up. 

Here we define what do we mean for programming practices in the democratic ap-
proach. We intend democracy and e-democracy paradigms according to several  
aspects: first, it is important to figure out which tools communicate and spread infor-
mation about strategies, policies, decisions, expected outcomes, etc.. Simply imple-
menting a WEBSITE was not enough to explicate democracy meaning; therefore we 
achieved it by implementing a WEBGIS, giving spatial dimension to programming 
interventions and allowing everyone knowledge. Then, every common citizen (and 
not only) should participate and be involved in programming activities giving feed-
back to local organizations. The best way we found was establishing a BLOG, as a 
tool to allow a simple, immediate and effective dialogue between all stakeholders in 
the territorial context. Democracy means also guaranteeing the coherence among all 
programming and planning tools. We achieved this purpose by implementing a com-
mon language framework referred to programming context, which cannot be misun-
derstood. Finally, we highlight that making transparent all programming processes is 
the main character of democracy, especially concerning efficacy and effectiveness 
evaluation phases. 

In this work we describe components and functions of an e-democracy platform 
developed by the PIT Marmo Platano - Melandro under the scientific direction of the 
Laboratory of Territorial and Regional Systems Engineering (LISUT) of the Univer-
sity of Basilicata. It is an operative prototype, implemented few months ago, which 
still has not produced relevant data for the assessment of its efficacy, but it represents 
an integrated platform with high potentialities for promoting participation in pro-
gramming development at a local scale.  

2   Spread Tools for Programming Practices: WEBGIS Using OGC 
Standards 

The growing diffusion of the Internet allows the transition from “geographic informa-
tion systems” to “spatial data infrastructures” (SDI), in order to facilitate data  
dissemination and to reduce data duplication [3]. A Spatial Data Infrastructure means 
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technologies, policies, standards, and human resources necessary to acquire, process, 
store, distribute, and improve utilization of geospatial data [4]. In order to implement 
a Spatial Data Infrastructure, a strong cooperation among local authorities is neces-
sary. Marmo Platano – Melandro PIT played an aggregation role among municipali-
ties in building dialogue and cooperation and encouraging synergy. PIT also played a 
central role in developing this local spatial data infrastructure, stimulating GIS cul-
ture, completely absent in this area. PIT produced main data for the infrastructure and 
defined information contents and spatial data infrastructure model. After the imple-
mentation, a local authority staff has been trained for everyday system update. It may 
seem that this approach does not properly follow INSPIRE directive [5], [6], [7] but 
in this phase it is the only way to realize a SDI, because municipalities are too small 
with scarce resources to develop their own information systems.  

WEBGIS is one of the most interesting aspects of PIT information system 
(http://www.pitmpm.basilicata.it/PIT/map.phtml). 

 

Fig. 1. Marmo Platano – Melandro PIT WEBGIS 

This tool pursues many objectives, from the promotion of a spread of spatial data 
knowledge to the increasing involvement of different stakeholders: it allows  citizens, 
local entrepreneurships, practitioners and employed of local authorities to access 
geographic databases surfing on the net and to check for spatial funds redistribution in 
a transparent way.  

WEBGIS is based on a client-server architecture accessing rules via internet or 
intranet in order to navigate, update and maintain data. The whole architecture has 
been developed on an Open Source platform, according to Open GIS Consortium 
specifications. The operative system adopted is Debian GNU / Linux, and the most 
common applications of GFOSS (Geospatial Free and Open Source Software) have 
been used; for each informative level, standard ISO 19115 metadata are also made 
available, following the Metadata National Repertory (CNIPA).   

It has been implemented a Web Map Service (WMS), accessible on URL 
www.pitmpm.basilicata.it/cgi-bin/wms_pit, allowing each user to add PIT data to its 
own data and to work with his GIS software. 
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3   The Way to Collect and Take Citizen’s Opinions into Account: 
The PIT 2.0 

Over recent years, the Internet has become a popular medium for carrying out all 
kinds of commercial, social and governmental activities. Presumably it has become a 
part of society quicker than any other new technology and it is now considered as a 
new democratizing tool, supposedly bringing people closer together and allowing 
them to participate in civilized society [8]. 

During the last decade, all governments and local organizations have been more 
and more using the Internet and ICT e-government tools in order to give more oppor-
tunities for citizen participation and therefore for enhancing information and service 
delivery to citizens. It is necessary to consider that citizen participation needs constant 
communication, using new tools in order to facilitate a bottom-up participation proc-
ess [2]. This approach offers the advantage to stimulate citizen involvement in the 
choice of design alternatives in programming processes, overcoming time and space 
constraints. It is possible to separate two main tools: information tools, representing a 
low participation level and providing a “one-way” participation, and interaction tools, 
providing a “two-way” participation, including citizen’s opinions in process, and 
considering them as process actors through a mutual exchange of comments, ques-
tions, discussion channels, etc. [9].  

A typical information tool is the WEBSITE (www.pitmpm.it); although it is a very 
popular communication tool among governments and institutions, and despite the fact 
that Marmo Platano – Melandro PIT WEBSITE is very complete in content and in-
formation, it represents a low participation level. In order to achieve a high participa-
tion level, we activate an interaction tool, the WEBGIS.  

An increasing number of local authorities applies the use of Information and 
Communication Technologies (ICT) to increase the participation of stakeholders in 
democratic processes, so that the number of e-gov projects and relevant tools is rap-
idly growing [10]. WEBSITE and WEBGIS are not enough for public participation; 
in this case information flow goes only from PIT to citizens. It is important to create a 
sort of virtual space where people can discuss, compare and exchange information, 
suggesting ideas to public administrations. The support of web 2.0 and ICT technolo-
gies aims to capitalize collective intelligence in programming processes. Interesting 
aspects are related, on one hand, to the creation of a real local organization network, 
in order to apply transparency, participation to choices, equity, redistribution princi-
ples and, on the other hand, to the application of ICT new tools to promote citizen 
participation in community activities.  

Theories about communicative planning have forcefully emphasized how language 
and modes of communication play a key role in shaping planning practices, public 
dialogues, policy making, and collaboration processes [11], and today the most popu-
lar and effective tools for exchanging opinions and collecting information is the 
BLOG. 

The BLOG (fig. 2) designed for the Marmo Platano - Melandro PIT derives from 
the need to ensure citizens information and interaction with the institutions on gov-
ernment policies. 
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Fig. 2. Marmo Platano – Melandro PIT BLOG (http://blogpit.wordpress.com) 

The BLOG represents a resource for local development, community life and iden-
tity; it promotes collaborative relationships and constant citizen involvement in public 
decisions, overcoming typical participation constraints and giving more emphasis to 
the role of citizens. At present, we cannot give any interesting results concerning the 
use of the BLOG because it has been recently made available, but we hope that it 
might guarantee a real citizenship involvement into the next programming phase 
(2007-2013 period).  

The PIT 2.0 appears ideal for the activation of participatory practices among citi-
zens because they are increasingly familiar to them. Having “familiar” tools will 
greatly increase potential “participation” [12]. Therefore, e-government produces a 
transformation from face-oriented or file-oriented services to a digital platform, de-
termining increased effectiveness, improved public information diffusion and en-
hanced equity opportunities for citizens [13].  

More innovative or democratic forms of participation in development planning 
(voluntarily entered into by local planning authorities) are still relatively rare. But 
where they do exist, they can provide an effective mean through which planners can 
fully engage with the communities they serve and generate more informed discourses 
on planning policy matters [14]. This has happened with the PIT experience: it is rare 
but possible that in a small context, like the PIT one, new participation forms in de-
velopment programming can draw up policies and strategies and then “advertise” 
them to the public to assure transparency and accessibility. 

4   Ontologies in Planning and Programming  

During the last years, agencies with planning competences have remarkably in-
creased; consequently local authorities are overregulated by a huge number of  
planning documents. Administrative functions related to territory government are 
attributed to elective institutions (e.g. municipalities, Regions, etc.). In the same way, 
sector-based institutions (e.g. monuments and fine arts bureau, national and regional 
parks, etc.) manage territory by prescriptive plans, more effective than administrative 
ones.  
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In a lot of cases a plan by an institution cannot be coherent with a plan by another 
institution, and some actions admitted by a plan can be forbidden by another. The  
problem of integration among different plans occurs. A way to tackle this problem is 
the use of ontologies, basing the integration of geographic information primarily on 
its meaning [15],[16]. Overcoming the traditional philosophical definition of ontology 
as the “discipline dealing with theories of being”, we will use the slightly different 
notion (proposed, among others, by Grüber): a specific ontology as a model can be 
defined as “the explicit specification of an abstract, simplified view of a world we 
desire to represent” [17].  

In order to be useful, the ontology has to be shared. In an international community 
of users, the first difficulty comes from languages, but a similar problem comes out 
when we match together different programs or plans adopted by different bodies. 
Ontology can help the community to define and explicit a common language and to 
strengthen the efficacy of direct interactions [18].  

The development of an ontology might be quite different depending on the level of 
user’s involvement [19]. In the present case, the ontological approach has been devel-
oped by a limited group of experts (managing the research project) and then imposed 
to the community members through the tools developed (WEBSITE, WEBGIS, 
BLOG). 

Ontology design is a crucial step in the process of applying ontologies to e-
democracy tools and processes. Special attention should be paid to the structural ele-
ments of the ontology: domain (or ‘scope’ of the ontology), concepts ( ‘classes’), 
hierarchy, attributes of concepts, restriction and relations between concepts, instances. 
The definition of  such elements represents the ‘ontology design’.  

The domain is the abstraction of the reality we want to represent. In the study case 
it is composed by physical elements, relations among them, value systems, program 
actions, social issues, policy goals. The first issue, in order to improve process ration-
ality, is to circumscribe the domain. Ceravolo and Damiani [20] propose some ques-
tions to be answered in this phase:  

• Q1: Which is the portion of real world we want to describe through the  
ontology?  

• Q2: Which are the answers we expect from our ontology?  
In our case we add two other questions concerning the geographic dimension:   

• Q3: Which is the spatial dimension of the domain (in other words: “where does 
the ontology work”)? 

• Q4: Is the domain open or close?  

Our objective is to represent the whole of plans and programs acting on the PIT 
area (Q1). These policy tools refer to several institutional levels (from the European 
level to the municipality one) and they affect several sectors of intervention. Many 
integrations but also several contradictions are evident. 

Answering Q3 question might appear to be a consequence of the administrative 
border of the study area (the PIT area). This choice is an element of strong simplifica-
tion of the reality and so it implies errors in gathered evaluations. A way to control 
such errors is to consider the domain as open in space, time and objects (Q4).  

The second methodological question (Q2) is probably the key of the ontology de-
sign. What do we expect from our work? In a synthetic view, we implemented  
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e-democracy tools to improve participation in local development processes. This 
ontological representation aims to obtain an improvement of rationality in policy 
making. This could be possible if contradictions and conflicts among different plan-
ning tools are removed or at least reduced. The activity (considered as a bottom-up 
and participated approach) leading to such an ambitious objective is the evaluation 
intended as comprehensive and context based evaluation [21].  

The result of this approach leads us to define five main classes of ontology domain 
for our application: 

1. Plan, defined as “Written account of intended future course of action (scheme), 
aims at achieving specific goal(s) or objective(s) within a specific timeframe. 
It explains in a detailed way what, when, how, and by whom needs to be done 
and often it includes best case, expected case, and worst case scenarios”[22].  

2. Project, defined as “Planned set of interrelated tasks to be executed over a 
fixed period and within certain costs and other limitations”[22].  

3. Policy, defined as “A specific statement of principle or of guiding actions that 
implies clear commitment but is not mandatory. A general direction that a 
governmental agency sets to follow, in order to meet its goals and objectives 
before undertaking an action program”[23]. 

4. Tools, defined as “Financial or normative instruments for policy implementa-
tion” (our definition). 

5. Actors, defined as “Groups of private, public, no-profit bodies involved in  
development process” (our definition). 

5   Efficacy and Effectiveness into Programming: Assessment 
Opportunities 

The main effort of this work is to provide a widely shared view of programming sce-
narios in the area of Marmo Platano – Melandro PIT. Such scenarios merge together 
structural characteristics of the context with the wider framework assisted by Euro-
pean Structural Funds. WEBGIS facilitates the involvement of local government 
agencies and citizens in the evaluation of the heterogeneous impacts of public  
expenses.  

Within the complex system of functions, relations and procedures for programming 
and managing EU funds, a strategic need is to definitively link intervention strategies 
and actions to the local context of implementation [21]. The context becomes the 
reference term for programming and evaluating public investments. The realized 
WEBGIS is a tool which gives shots of the territorial condition through a complex 
data system. It also allows us to go over the static representation, since it provides 
dynamic perspectives for updating data. 

The local development programming during 2000-2006 period followed the tradi-
tional procedures with a strong control by Regional Authority in Basilicata region. 
The involvement of territories (bottom-up approach) has been developed through the 
experimental tool of Territorial Integrated Projects (PIT). This experimental approach 
produced heterogeneous results in the different Objective One Regions in Europe and 
especially in Italy [24]. The Basilicata Region case is considered as a Best Practice for 
the governance model implemented and in terms of expense capacity of the brand 
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new territorial bodies (the PITs). An open question is to understand the real percep-
tion of the development policy by the final beneficiaries (territories, local communi-
ties, productive system, etc.). Considering the study case, citizens of Savoia di  
Lucania municipality are conscious that about €€  17.000,00 of public (mainly EU) 
funds have been spent for each of them in local development interventions. Tools 
implemented in this work allow to improve the consciousness of local communities  
concerning the public effort to support local development, especially giving precise 
information about “how” and “where” the public intervention took place. The long 
term impact of such a process is to get an active participation of local communities to 
decisional processes, in order to obtain more transparent and shared decisions. The 
final evaluation of the impact of public expenses in the area is far to be achieved, 
since a lot information is incomplete and the temporal horizon of data collection 
should be wider. Anyway, this framework allows us to anticipate some future chal-
lenges for the territories of the Marmo Platano - Melandro PIT and also to remark 
some first-level assessment of the informative tool developed. The innovation pro-
moted by Marmo Platano - Melandro PIT started a new governance model alternative 
to the traditional one [25], as it resulted more effective in the use of public resources.  

6   Discussion and Conclusion  

The effectiveness of the e-democracy process depends on the participation level  
considered, both in a qualitative and a quantitative way. It means that a massive par-
ticipation in terms of number of stakeholders is crucial and at the same time that this 
participation has to be informed and rational. Stakeholders have to be conscious of the 
contents of the debate (often technical contents) and they also have to respect a pro-
cedure ensuring the rationality of the process itself. A way to ensure the effective use 
of e-participation tools such as WEBSITE, WEBGIS and BLOG is to build an agree-
ment on semantic interpretation of reality. Such effort depends on the programmer, 
who should match technical knowledge with “popular” view of reality, in order to 
facilitate the interaction among stakeholders, administrative bodies and technicians. 
The ontological approach can give relevant results. Through the application of a  
well structured ontology to the participative process, it is possible to ensure more 
transparent evaluation for programming and managing functions, peculiar to the  
administrative body. 

Many opportunities to spread e-democracy come from tools implemented by 
Marmo Platano – Melandro PIT. This ensured better information and greater opportu-
nities for citizens to be involved in planning process. Benefits of such an effort will 
come in the future programming period (especially the 2007-2013 EU convergence 
policy). In our opinion it is important to emphasize the potential of these tools in 
order to achieve a high level of interaction G2C [26] and the commitment of a local 
organization, to ensure the improvement of the following principles: participation, 
interaction and transparency. According to a study accomplished by Lanza and Pros-
peri (2009), the project described in this work  is a part of “Collaborative E-
Governance”. The implemented project appears like a world of real e-participation 
focused on virtual and digital tools, belonging to Open Source and Free Web-ware 
instruments [12]. The application described can lead Public Administrations,  
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stakeholders, technicians and, in a general view, citizens towards a renewed approach 
in local development planning. Participation and interaction between components of 
local communities may produce more true interpretations of the context. 
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Abstract. In July 2007, in the Italian northwest region named Piedmont, a 
number of teachers and school headmasters created a School-Net for k-12 
"Educational use of robotics". The School-Net aims at promoting Papert's con-
structionism in a cooperative environment and at setting up a model of small 
robots programming activities integrated in standard curricula covered in k-12 
school years. The project is based on the cooperation between the School-Net  
and the Computer Science Department of the Turin University for providing 
technical competences with mini-languages, designing and implementing pro-
gram development environments pupils oriented and maintaining a community 
of practice supporting teachers during their activities with robots. Here we con-
centrate on primary school activities where educational aspects concerned by 
using small robots fill a long list with, of course, mathematics but also educa-
tion to affectivity, creativity, communication, geography and others. Experi-
ences from the project are here described.  

Keywords: cross-disciplinary activities, inquiry based teaching and learning 
techniques, pupil centered teaching, programming mini-languages. 

1   Introduction 

In July 2007 a group of Italian primary and secondary schools headmasters signed an 
agreement called "Net for the Educational use of robotics" aiming at carrying out 
mutual interest activities using small robots in their schools. This agreement involved 
schools scattered in Piedmont, an Italian northwest region. The First Teaching District 
of Beinasco (Turin), with its headmaster V. Termini, was chosen as the Net leader 
Institute and S. Siega as the pedagogical responsible. The net also had the cooperation 
of G. Marcianó, leading the Robotica Laboratory of the Regional Institute for Re-
searches in Education (IRRE), and of G. B. Demo from the Department of Computer 
Science of the University of Turin.  
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The School-Net aimed at promoting Papert's constructionism in a cooperation envi-
ronment for setting up a model of small robots programming experiences in support to 
standard curricula covered during k-12 school years [1]. All educators members of the 
net had already been involved in ICT projects different in time and in kind of activi-
ties. In particular, most of them had been cooperating with G. Marcianó in his Ro-
botica Laboratory activities promoted by Piedmont IRRE, an Institute that was going 
to change its functions in summer 2008. Thus the idea of organizing several schools 
in a Net partly had administrative and financial purposes, yet and most importantly, 
had pedagogical purposes originated primarily from teachers working in the field. 
They selected a net of schools organization in order to gather experiences from quite 
different institutions and to create both a shared pedagogical environment and a 
common professional guidance. This conceptual change in school organization was 
felt very important particularly in a situation where schools are struck by repeated 
changes. The shared environment likely provides better stability.  

In their previous activities, educational researchers grouped in the Net already 
showed the same professional conviction of educating schoolchildren by always con-
necting the current technology challenges to their common roots as for pedagogy [2] 
and for didactics [3]. This mingling between tradition and innovation has given rise to 
a project for an original education methodology where technology is used in order to 
offer children the pleasure to learn every subject "beyond the pencil and the book" 
[1]. In minutes of a meeting of the  Piedmont School-Net Technical Group we read 
that the Net aims at “developing, documenting, evaluating and disseminating k-12 
educational activities with small robots that must be concrete, feasible and strongly 
affecting the daily curriculum of students following Marciano's idea of robotics as a 
learning environment” [4]. Teachers also wanted an experience exposing pupils to the 
method during several years of their education. Thus a k-12 project was decided 
where robots should be used with continuity rather than in occasional laboratories 
hours. Though also some junior and senior secondary schools are involved, most up to 
now School-Net experiences concern kindergarten and primary schools, likely be-
cause primary school teachers are most prone to cross-disciplinary activities and for 
innovative methods of teaching standard subjects are considered more successful if 
applied from the very beginning of children school life.   

As we said above, several members had already been involved in activities con-
nected with small robot programming before the Net was set up. To give an idea of 
these early experiences, in Section 2 S. Siega sketches activities in a fourth grade 
class in Baveno primary school during year 2003/2004 when a single Lego RCX 
robot was used. These can be considered first Net experiences because S.Siega cur-
rently is the Piedmont School-Net pedagogical responsible. Sections 3 and 4 concern 
recent activities. In Section 3 M. S. De Michele describes her 2007/2008 experiences 
in a second grade class with the Bee-Bot, by the TTS-group, programmable by push-
ing buttons on its back. Several teachers active in the School-Net have used the  
Bee-Bot. For sake of space, here only the De Michele's activity is sketched that we 
consider interesting for she was novice to programmable robots. Her experience can 
be useful to teachers thinking of approaching robotics with their first grades pupils 
and can inspire confidence that good results are achievable when pupils and teachers 
learn together. Section 4 is a short overview of recent activities where students write 
programs. From about the beginning, schools of the Net have used different types of 



240 G.B. Demo, S. Siega, and M.S. De Michele 

robots and programming languages. Among programming languages used to program 
the RCX Lego robot, Siega and her schoolchildren in 2004 began to use the NQC 
(Not Quite C) textual language, proposed by D. Baum [5].  Most pupils found using 
iconic languages less clear than using the textual NQC particularly when icons have 
to be connected in a behavior description. On their side, teachers found that using the 
same textual format allows interesting mutual influence exchanges between linguistic 
competences pupils are collecting in their native language and those from conceiving 
and writing robot programs [6], [7]. Thus when G. Marcianó began to think of a chil-
dren oriented robot programming language thus easier to be used in primary schools, 
he defined the textual language NQCBaby, a Logo-like programming mini-language 
[8]. NQCBaby is sketched in Section 5 where also a short description is given of the 
software tools developed around it for a better use by pupils and teachers. Future 
directions of the Piedmont School-Net work are given in the conclusive Section 6. 

2   An Historical Perspective, from 2003/2004 

As we wrote in the Introduction, schoolteacher S. Siega is the current pedagogical 
coordinator of the network of Piedmont schools involved in the educational use of 
robotics. Since 2003 she began to program one RCX Lego Mindstorm in a fourth 
grade primary class, after having worked with her pupils using Microworld software 
and the Logo language. The pupils criticized both the RCX manual, which proposed 
poorly varied models, and the robot programming language, that was found to be not 
user-friendly enough. Pupils also stated that the “robot” concept should not only apply 
to an object built using Lego bricks, but to any programmable, autonomous and mo-
bile object. Due to this observation the awareness arose that by using different kits a 
larger number of children, belonging to different ranges of age, could be involved in 
robot activities. This is the important result that the School-Net today can be proud of 
having achieved. 

After the 2003/2004 single-class experience, G. Marcianò proposed the project  
"Educational use of Robotics" for the three school years 2004-2007. Three schools 
agreed to his plan: Siega's Istituto Comprensivo of Baveno, the Direzione didattica of 
Tortona and the Istituto tecnico of Novara. The latter is a senior secondary school. 
The project made possible to continue studying and, above all, experimenting with 
primary school pupils the belief that robotics in school should be regarded as a topic 
pertaining not as much to the "new technologies" area, rather to the "new possible 
teaching methods" in a school-laboratory, i.e. a school environment where to "learn 
how to learn". 

First experiences were often randomly initiated but shortly consolidated by stu-
dent’s responses greatly positive. Thus scientific measures of possible recognition and 
validation of educational applications have been proposed and documented [9]. 
Meanwhile the NQCBaby language was developed as a new instrument specifically 
designed for an educational use of robots in the school.  

After three years, the correct evolution of the IRRE project was the creation of the 
network of Piedmonts schools to which this paper refers, because of the spreading of 
good practices produced in nearby schools. The network shares in its work the reali-
zation of what S. Papert wrote: "The child programs the computer and, in doing so, 
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both acquires a sense of mastery over a piece of the most modern and powerful tech-
nology and establishes an intimate contact with some of the deepest ideas from  
science, from mathematics, and from the art of intellectual model building. ... Pro-
gramming a computer means nothing more or less than communicating to it in a lan-
guage that it and the human user both "understand". And learning languages is one of 
the things children do best", from the Introduction of [1]. 

The use of different languages enables students to communicate with different ro-
bots. If a student likes better to use icons, she/he may use them rather than a textual 
language: what matter is the concept of programming. Pupils enter commands to a 
robot and check if it performs what they want. The immediate feedback allows under-
standing if we have done a good job OR IF we made an ERROR. In this case we can 
correct and change the action of the robot immediately!  

Practicing a method of learning by doing is a peculiarity of the our network of 
schools. This allows pupils understand what they are doing rather than learn mostly 
by heart what to do. "If today a student in school learns something the content is not 
the most important, yet the methodology of learning, that can be applied again in the 
future"1. 

3   Current First Programming Activities Using the Bee-Bot 

The Bee-Bot, produced by the TTS group, is a big bee that can be programmed by 
pushing buttons on its back for moving forward, backward, turning left, right, starting 
to move or deleting previous commands. As we wrote, several teachers in our School-
Net have carried out activities with Bee-Bot. Here we recall fragments from the report 
that M. Stella De Michele wrote to document the activities she, novel to robots, has 
carried out with her second grade schoolchildren during last 2007/2008 school-year. 
M. Stella is specialized in teaching humanities but in 2007 promptly agreed to be-
come responsible for the robots experiences in her school and to use the Bee-Bot with 
her 7 years old pupils in their second grade in order to begin learning with them how 
to program small robots and how to use them for standard curriculum teaching.  

"I consider necessary that schools face the technology surrounding pupils. I used 
for some years computers with my classes but I was curious of using an object that 
can move around the way you can teach him either by writing a description of a path 
or giving the description by pushing buttons as in the Bee-Bot case.  

Our story with robots began when pupils found one Bee-Bot on our classroom 
windowsill. We began trying to understand why this bee, different from those we are 
used to, was there. Possibly she got lost because of the pollution and entered in our 
classroom to rest. The bee was greeted, given a nickname (Maya) and pupils intro-
duced themselves to her. By pushing the buttons on its back children discovered that 
they could teach the Bee-Bot how to move on the floor (i.e. in a two dimensional 
space): going straight or turning left or right exactly a quarter of a cake (in second 
grade pupils have not yet dealt with angles and their measures). We discovered the 
bee could stroll around the classroom by pushing more buttons one after the other in 
a sequence and pushing the go button. When pupil asked whether we could make the 
bee go from one child to another, i. e. from a starting point to an end point, some 
                                                           
1 [15], page. 3. 
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pupil observed that buttons could not be pushed randomly as they had been doing 
when they wanted the bee go strolling on the floor. 

Making the Bee-Bot go from one child to another requires children to take deci-
sions: first we must decide where to go from where, i.e. design a path connecting two 
points. Different children may suggest different paths. We shall consider some of 
them and for each path we decide which buttons to push and how many times. Then 
we verify if the Bee-Bot moves as we want. If it does not, we have not been good 
teachers: we taught our bee wrong, we have to change its behavior, i.e. the sequence 
of buttons pushed. If we want to teach from the beginning the Bee-Bot a new behav-
ior we have to take some time planning what we want the Bee-Bot to do.  

We have to "be precise" and discover how far the bee moves each step and so on. 
Thus we introduced the concept of measure: if Maya has moved for a while how can 
we say how far she went? How do we measure the space covered? First we used sev-
eral non-conventional tools then we choose the ruler because it is a common tool and 
gives a number for the quantity of space covered for each step. To determine how far 
the bee goes with a given number of pushes one child suggests to sum (one step plus 
the previous ones) another to multiply (we count all the steps times the space covered 
by each step). Thus teacher recalls that both are right because we define multiplication 
using the sum and some child shouts: <Teacher, is this robotics or math? >.  Children 
used their exercise book for drawing the paths each child liked better. At this point 
introducing the Cartesian plane turned out natural, also suggested by some pupil." 

After one-year experience we are not proposing here a generalization. The activi-
ties described are an excerpt from a class robot activity journal that we will compare 
and discuss with other colleagues from the School-Net having first grades primary 
school experiences. Though we have not yet performed a specific evaluation of pu-
pils’ achievements, we can compare BeeBot pupils’ competences with those of other 
second grade pupils seen in over twenty years of teaching experience. We notice that, 
by using a Bee-Bot, more numerous first grades pupils develop skills for 

• logical thinking and counting 
• solving topological problems (what is right and left and what are right and left 

of  something outside me, 
• accessing problem-solving education 
• getting used to an inquiry-based learning (and teaching) technique even in ac-

tivities, as those described above, perceived as near to mathematics. This is an 
uncommon experience in first grades [10]. 

Besides, we perceive that pupils have a playful approach to robotics and begin to 
understand what programming a robot is. For our young pupils we plan an evaluation 
session adapted from the one described by Kurebayashi for older students [11].  

It is important to point out that above activities naturally involved several educa-
tional aspects other than those concerning mathematics, more obvious. For example, 
we considered different reasons why the bee entered our classroom. The pollution 
possibility was found acceptable and children all together wrote the "Bee-Bot Story". 
Moreover, different forms of pollution, causes, consequences and remedies were 
discussed: thus some Environment preserving Education has been covered. Pupils 
introduced themselves to the bee, gave their welcome holding it in their hands, gave it 
a name, involved it in their school life showing regard for the new "thing": this is 
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Education to affectivity and to diversity. For every robot experience we had a com-
mon discussion time followed by a self–activity where each child wrote down few 
lines on what we had done. Children learned by doing activities with a concrete object 
and teachers learned with them.  

4   Programming Languages Currently Used in Primary Schools 

The current methodology of the Piedmont School-Net includes the use of 4 different 
kinds of robot kits, with different peculiarities and functions that allow different kinds 
of learning: the Bee-Bot, the Scribbler by Parallax, RCX and NXT by Lego. Children 
can use five programming languages, according to their skills but also in line with the 
robot kit that is being used. Also, by means of a long-lasting cooperation with G. B. 
Demo of the University of Turin, a compiler for the NQCBaby language is available 
with a user interface very simple to use and friendly for children who have immedi-
ately accepted it. Pupils describe the desired robot behaviors in NQCBaby programs 
that are translated in NQC [5]. Thus schoolchildren maintain a competent use of the 
language primitives and are enabled to learn.  

After four years of experiments, enrichments and modifications of the methodol-
ogy, the schools involved in the Piedmont School-Net project may claim that the 
educational use of robotics, in favorable circumstances, allows kids to attain powerful 
skills for their cognitive development. Schools with longer time experience have been 
able to observe that  students involved in robotics activities for six school years, i.e. 
from their primary school second grade to the junior secondary third grade, are able to 
solve meaningful problems and write related programs with robots equipped with 
sensors and actuators. 

Since last year it was possible to experiment both in the kindergarten and in the 
first years of the primary school the Bee-Bot, the bee-shaped robot, a programmable 
machine that involves children in the use of the first computer procedures, as it was 
said in the previous section. After the Bee-Bot, it is possible to work with the Scrib-
bler, the blue turtle (also called "the messy robot") that aims at simulating what the 
children program in Logo with Microworlds. 

In the following years of the primary school, the Lego Mindstorms bricks allow to 
use various languages (iconic and textual) and to implement paths with several types 
of sensors and to find different meaningful solutions to given problems. To conclude, 
in junior secondary school activities using the most recent Lego NXT robot, complex 
and refined in its components, meets different needs of teenagers, without forgetting 
the application of the Piedmont School-Net methodology aiming at students’ cogni-
tive development rather than at promoting coding skills. During 2007/2008, in 
Baveno School, four different types of small robots have been used programmed with 
six different languages depending on pupils’ grades and previous experiences. These 
numbers show the growth of experiences as for robot use in that school during about 
five years from first activities. Students educated through Robotics activities in 
schools of the network, end up having a concept of technology not so much as of a 
black box rather as of a world they can control because they understand it.   
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5   Cooperation with the University of Turin 

The cooperation of the Department of Informatica of the University of Turin in the 
School-Net project began in autumn 2006. An integrated development environment 
(IDE) and compilers of the programming language NQCBaby into the NQC language 
for the RCX robot and into the NXC language for the NXT are now available to 
schools, developed by students of the University of Turin [10].  Our current work is 
toward providing a unique textual language, children oriented, to be used for pro-
gramming all different robot types. This unique language is based on NQCBaby: thus 
it is a textual language mother-tongue-based and, according to the Logo philosophy, 
with primitives coming from children language. Indeed our approach is to make chil-
dren use easier languages rather than building tools to make easier the existing lan-
guages difficult for pupils such as "wood icons" for the iconic programming language 
proposed in [12].  The pedagogical methodology integrated in the IDE already avail-
able to schools provides a gradual introduction of pupils to NQCBaby with language 
enrichments from children at beginning-to-write level that use NQCBaby0 to 
NQCBaby6 level, usually for junior secondary schools. NQCBaby0 is the kernel of 
the language: it is the textual form of the button commands on the Bee-Bot back. 

 

Fig. 1. The interface of the integrated development environment 

Children write their NQCBaby programs using the Integrated Development Envi-
ronment (IDE) interface shown in Figure 1. The "white board" central to the window 
is where children write their NQCBaby code. On top left side, we have the toolbar 
where the button T is used for translating the NQCBaby code. Errors are reported on 
the bottom with code line. Language levels are written on top of the left column  
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indicated as Baby1, Baby2 and so on. Each next level encapsulates the previous ones 
and deals with either a different robot needing/allowing new primitives or new hard-
ware components, sensors or actuators. Ordered introductions of new components, for 
example sensors, and related primitives for using them in robot-programmed behav-
iors shall comply the advances of schoolchildren logical and linguistic abilities [7], 
[10]. So doing robot-programming fits learning achievements children accomplish 
and becomes an original tool contributing to strengthening standard linguistic and 
logical curricula advances. The language grows with children, with their school  
education and with what they can/want to do with their different robots.  

According to the mini-languages approach, NQCBaby is not a complete language 
because our purpose is not making children become good programmers but rather giv-
ing them the opportunity to use concrete robots for doing concrete programming [14].  

When the RCX robot is used, NQCBaby is translated into NQC [Demo 2008]. 
When an NXT robot is used, NQCBaby is translated into the NXC  (Not eXactly C) 
language. Actually the last extensions of the language NQCBaby providing primitives 
best fitting the NXC language, is called NXCJunior and NXC is the target of the 
translation. The following Progr-1 and Progr-2 are two examples of programs written 
by, respectively, schoolchildren 10 years old and 12 years old. The first one specifies 
a robot strolling around: it might be a program where pupils check primitives of the 
language without a specific goal: the left column is the NQCBaby English version for 
sake of comprehension, right column is the same code translated into the NQC  
language. 

 
Progr-1: 
Hi Robbi 
 speed(3)  
 forward(100)  
 speed(7)  
 backward(100) 
 repeat(3)  
  right(90)  
  left(90)  
 end-repeat 
 repeat(2)  
  backward(10)  
  forward(20)  
 end-repeat 
thanks-bye.

task main() 
{ SetPower(OUT_A+OUT_C,3); 
 OnFwd(OUT_A+OUT_C); Wait(100); 
 SetPower(OUT_A+OUT_C,7);  
 OnRev(OUT_A+OUT_C); Wait(100); 
 repeat(3) 
 { OnFwd(OUT_A);OnRev(OUT_C); 
  Wait(90); 
   OnFwd(OUT_C);OnRev(OUT_A); 
  Wait(90);  
  Off(OUT_A+OUT_C); 
 } 
 repeat(2) 
 { OnRev(OUT_A+OUT_C);Wait(10); 
  OnFwd(OUT_A+OUT_C);Wait(20); 
  Off(OUT_A+OUT_C);   
 } 
 Off(OUT_A+OUT_C); 
}  

In Progr-2 we find the function flip-coin that in both the NQC and NXC languages 
corresponds to a call of the function random. The program describes the behavior of a 
robot that goes forward for a while then chooses to turn left or right depending on the 
result of flipping a coin. Thus the robot is randomly going left or right. The NXC 
version of the program is shown on the right column.  
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Progr-2: 
Hi Susi
 repeat-always
  speed(75)
  forward(500)
  if (flip-coin = heads)  
   right(75)
  else   // it’s cross
   left(75)
  end-if
 end-repeat
thanks-bye.

task main()
{ while(true) 

{ OnFwd(OUT_AC, 75); 
 Wait(500); 
 if (Random() >= 0) 
 { OnRev(OUT_C, 75); } 
 else 
 { OnRev(OUT_A, 75); } 
 Wait(360); 

 } 
}  

 
Comparing the NBCBaby in the left columns of the above programs and the target 

code versions in the right columns here shown, we have examples of what we mean 
by saying that NQCBaby is a programming language children oriented rather than 
robot oriented. 

6   Conclusions 

Experiences here described began with one teacher and a small number of pupils. As 
for primary schools, nowadays the project counts 100 teachers in 17 different schools 
for about 1000 schoolchildren from 5-6 years old to 13 years old.  With these already 
large numbers of pupils having done robot experiences here described for some years 
now, future activities will concern evaluating competences acquired by these students. 
Moreover, teachers of the Piedmont School-Net will continue developing the method-
ology but also using it as an every day teaching tool in several disciplines, which is 
one of the peculiar aim of the project. An effort is also toward extending the number 
of junior secondary schools involved in order to follow the students that have pro-
grammed robots in primary school grades as they progress in their education life. The 
homogeneousness and the common support of the pedagogical method while carrying 
out robot activities, tough the geographical distribution and the different types of 
schools involved, is another peculiar aspect of our project. 

Exhibitions of the robot programming activities are requested by an increasing 
number of schools. We can satisfy a very small number of these requests and each for 
very short time though pupils, with their remarks, show that their minds are well pre-
pared to this kind of project as it will involve more classes (among pupils' interesting 
remarks it is worth mention the one given by a seven years child. We were at the end 
of less than two hours of work with an NXT programmed using our programming 
language in our IDE and he said: <<My robot and yours have the same eyes, though 
mine is more beautiful, but mine can do three different things only while we can make 
this one do what we want>>). 

Besides all the cross-disciplinary innovative activities that students will experience 
with robot programming, other important results specifically concern digital literacy. 
Indeed pupils learn how to write in a formal language, what an integrated develop-
ment environment tool is and how to use the one we implemented specifically for this 
project. They learn what a translator is, its syntax error finding action and can have a 
look at the different translations for the different robots. We can say that their digital 
competences are to those of pupils only using any Office suite or similar, as the  
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musical technique of piano players is to the one of stereo players, following the Pi-
anos Not Stereos paper by M. Resnick, Bruckman and Martin [14]. 

Future investigations concern how pupils used to solve problems with programma-
ble robots in primary schools, can develop inquiry-based learning techniques. Some 
hints have been given here in Section 3. This would be quite a positive change with 
respect to learning and teaching techniques we often observe around us where 
mathematics is an exercise of memory particularly in primary school but also in sec-
ondary where the chance to face creative problems is quite reduced: as an example, 
Euclidean geometry is almost disappearing. 
 
Acknowledgments. Many thanks to all the members of the Piedmont School-Net 
project, to the schoolchildren who robot programmed with us, and to the University of 
Turin students who designed and implemented software tools here sketched. 
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Abstract. Nowadays, every public or private company has to provide the access 
to their services through Internet. Unfortunately, the access channels and de-
vices increase both in numbers and heterogeneity. We started few years ago 
with a PC, wired connected to Internet, moved to wireless access through mo-
bile phone and looking, in the next future, at wearable devices. If we also would 
like to take into account the user’s preferences and his possible handicap we 
easily realise that combinations increase exponentially making impossible to 
adapt everything. The paper presents a rule based framework allowing to  
automatically adapt contents and services according to device capability,  
communication channel, user preferences and access context.  

Keywords: Hypermedia Adaptive Systems; Context aware adaptive systems; 
Rule based adaptation systems. 

1   Introduction to SAPI Adaptation Framework 

In order to satisfy the growing request by the most people concerning with improve-
ment and access facilitation to contents and services provided by the PosteItaliane 
S.p.A1 the SAPI (Sistema Automatico Per Ipovedenti – Partially Sighted Automatic 
System) Project was proposed. SAPI aims to develop a framework for providing blind 
and half-blind users with intelligent services and contents, turning one’s attention to 
adapting services and interfaces to Situation. In SAPI Situation is intended for the 
user-context and includes users’ needs and features, environment, device and  
network.  

SAPI belongs to the family of MultiChannel and MultiModal Adaptive Informa-
tion System context-aware, so it has also implications for accessibility. SAPI  
pays great attention to the user interface design [1] [2] in order to satisfy advanced 
                                                           
1
 Poste Italiane is biggest mail service provider in Italy with more than 14.000 postal office, 200 
sorting hubs, about 5000 ATM and about 50.000 POS on the country. 
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accessibility and adaptation requirements. In particular SAPI adapts its user interfaces 
in batch and at runtime (on-the-fly). In batch it uses evolution algorithms, while run-
time, every time user-context changes it adapts executing the right adaptation rule. 
Since in SAPI a user interface is a collection of Entities, adaptation rules act on them 
and since entities are provided with semantic description, adaptation rules are de-
scribed through an abstract and generic rule description language.  

The flexibility and the efficiency of the system have been tested over practical sce-
narios of use. In case of need, the rules will be modified without modifying the appli-
cation which uses them. Moreover using a rule language semantically interoperable 
and expressive allows an easy use and management of rules. So it will be possible to 
deal with the rule discovery using an innovative approach and, within the composition 
of adaptation rules, it will be possible to solve many problems about rule conflicts and 
find the best adaptation path. In fact, in SAPI, the description of a rule allows also to 
build adaptation paths in order to satisfy a more complex adaptation goal. The re-
mainder of the paper is organized as follows. In section 2 there is a briefly description 
of the adaptation approach in SAPI. In section 3 we give some definitions and then 
illustrate the adaptation model which allows to define the new rule description lan-
guage. Section 4 analyse the state of the art comparing current approaches with SAPI 
ones. Finally, in section 5 we describe how the adaptation engine works and illustrate 
some results. 

2   Presentation Adaptation in SAPI 

SAPI provides its users with many services each of them has a business logic, a work-
flow of activities, and a presentation logic that presents the results coming from the 
business logic in a specific user interface. Each service is able to adapt itself adapting 
its business and presentation logic. While the business logic is only adapted in batch, 
presentation logic is both adapted in batch and on the fly. Since the presentation logic 
is the composition of several user interfaces which, as indicated above, are collections 
of entities, adapting presentation logic means adapting entities. The entity is the 
atomic elements of SAPI and constitutes the basic element to compose a service. The 
Entity is a digital object (button, inputbox, hyperlink, etc.) or a media resource (text, 
audio, video, image, etc.), provided with a semantic description. It identifies a content 
which can have different versions and features but the same semantics. For each En-
tity there are two semantic sections: the first, called declarative section, contains 
metadata and relations between entities used for describing the content and related 
use; the second, called rule section, contains information about rules that allows an 
external actor to adapt on the fly the content to the specific situation. The semantic 
description is written in OWL.  

Figure 1 shows the model of an Entity. An entity can be atomic or composed. A 
composed entity groups many atomic or composed entities and has: a navigation 
model that indicates what are the previous and next entity; an interaction model that 
indicates the logic order in which the entity can be presented to the users; a presenta-
tion model that indicates the layout of the presentation. Finally every entity has one or 
more adaptation rules that can be applied on it in order to satisfy user needs. Every 
rule is implemented and stored in the rule repository. 
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Fig. 1. Entity Model 

Figure 2 shows the main SAPI’s framework components involved in the adapta-
tion. Every entity is stored in the “Entity Repository” which is accessible from the 
“Service Provider” (SP), a module responsible for the management and execution of 
the business and presentation logic. Execution of business logic consists in executing 
one o more activities, each of them refers at least one or more entities as results or as 
container to put results.  

 
Fig. 2. Adaptation Architecture of SAPI 

Once the entity is selected and set, before it could reach the SP have to be sent to 
the “Content Filterer and Adapter” (CFA) to adapt it to the specific situation. CFA is 
a rule engine that fires the right rule in order to adapt the entity to the situation that is 
sent from the “Profiler” which gets information about the user, the environment, the 
network and the device, querying an ontology and using physical sensors.  

When Content and Adapter Filterer receives the entity, it analyses entity’s descrip-
tion, decides which of its rules must be fired and selects them from the rule reposi-
tory. Finally the entity will be sent to the UI manager which constructs the interface 
and presents it to the user.  
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3   The Adaptation Model 

Before defining the adaptation model is necessary to fix some concepts. In particular, 
the concept of profile and stereotype, which contains the information the CFA needs 
to adapt entities, and the concept of adaptation and adaptation rule. Let’s start with 
some definitions. 

3.1   Core Definition 

Definition – Profile: Given C = {c1,…,cn}, a set of characteristic, and Dci, the domain 
of values which i-th characteristic can assume; an instance of profile P is every n-
tupla î belonging to the set P = Dc1 X …X Dcn. 

In SAPI we have defined the following characteristics: 

• CU are the characteristics of user: preferences, behaviours, abilities, etc.; 
• CE are the characteristics of environment: brightness, noise, etc.; 
• CD are the characteristics of device: CPU, OS, screen size, color depth, etc.; 
• CN are the characteristics of network channel: delay, bandwidth, etc.. 
 

Definition – Stereotype of a Profile: The stereotype of a profile P = Dc1 X … X Dcn is 
a profile S = Sc1 X … X Scn which satisfies the next conditions: 

• has the same characteristics of P; 
• Sci is a subset of Dci, i = 1,…, n; 
• is consistent; 
• identifies a class of instances of profile very similar among themselves; 
• is dissimilar from other stereotypes. 

 
Definition – Adaptation: The adaptation of an entity E in the state S0 of a given Situa-
tion S is every sequence of conditioned actions such as, every time S changes, is able 
to lead E in a state compatible with S in a deterministic way. Because it will be useful 
in a short time, once given the definition of adaptation, is possible to give the defini-
tion of event too. 

 
Definition – Event: An event is every change of state of the situation S represented by 
an instance of profile. 

 
Definition – Adaptation rule: An adaptation rule is one of the conditioned action exe-
cuted in order to adapt one or more entities. According to the literature on Active 
Database in SAPI the adaptation rule follows the Event Condition Action (ECA) 
formalism. 

 
Definition – Adaptation model: An adaptation model Ma is a set of adaptation rules Ra 
= {r1, …, rn} whose termination and confluence are guaranteed. 

Since it is an unsolvable problem, Termination is often guaranteed defining a suffi-
cient number of constraints on the properties of the rules which constitute the adapta-
tion model [3]. 
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3.2   The SAPI Adaptation Rule Model 

In order to specify an abstract and generic model to describe adaptation rule, we 
started from results of two research areas: Adaptive Hypermedia Systems (AHS) and 
Active Database. Brusilovsky in [11] classified adaptation methods and techniques 
basing on main concepts which mark an adaptation rule: Adaptation Goals (why); 
Something (what); Situation (to what); Methods and Techniques (how). 

Starting from these concepts, it is possible to define an abstract model which al-
lows to describe a generic adaptation rule, i.e. a rule on which basis it is possible to 
adapt something (of the Universe) on a given situation (of the Universe) and/or on 
changes of a given situation which the rule is sensitive (situation-awareness). In SAPI 
something refers to the Entity.  

Before starting to work out the model it is right to do a distinction between  
absolute transformation ability and relative transformation ability of an Entity. 

Absolute transformation ability: the absolute transformation ability of an Entity is the 
set of Entity transformation methods which are situation-independent. These methods 
ignore the situation concept, so they are application-independent .  

Relative transformation ability: the relative transformation ability of an Entity is the 
set of Entity transformation methods which are able to generate a new version of the 
Entity as congenial as possible to a given situation. Differently from the previous 
case, these methods must have consciousness about the concept of situation and its 
coding. So they are application-dependent. Figure 3 shows an example of relative 
transformation ability. 

 

Fig. 3. Example of relative adaptation ability to three different situations 

For the activation of an adaptation rule we assume that an adaptation rule can be 
fired, if and only if, some conditions (Pre-Conditions) are satisfied, in the following 
cases (event/triggers): on explicit request made by an actor (Adaptor); whenever an 
Event Detector finds a situation change (sensor); as a propagation of a rule which is 
able to trigger an internal event. 

As a direct consequence of above,  a formal description of adaptation rules comes 
down naturally. We show this description  through the UML class diagram repre-
sented in Figure 4. For the sake of simplicity, all of possible triggers of an adaptation 
rule are considered sub-classes of the EVENT class.  
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Fig. 4. SAPI Adaptation Model 

Definition – Horn Clause: In mathematical logic, a Horn clause is a clause (a disjunc-
tion of literals) with at most one positive literal. 

A Horn clause is a rule if and only if it has one, and only one, positive literal and at 
least a negative literal so that: ~A1 V ~A2 … V ~Ak V C which is equivalent to (A1 ^ 
A2 … ^Ak) => C, i.e. an implication as if  Antecedent  then  Consequent  with one or 
more conditions and just only one conclusion. 

So an Adaptation Rule Ar of one Entity En on a given Situation S, fireable when 
the event Ev occurs, in which the implication is an Horn Rule, is defined as follows: 

 

Ar: on Ev, Cd => Ad (En, S)                                            (1) 
 

where:  

• Cd is a condition consisting of a union of atoms as CiγCj or CiγK where:  
- K= costant,  
- γ = comparative operator 
- Ci and Cj  characteristic of S; 

• Ad (En, S) = adaptation of En to situation S. 

Therefore the intuitive meaning of an adaptation rule is: when an event Ev occurs 
on a given situation S, if the condition Cd is verified then do the adaptation of the 
Entity En on situation S. Basing on the (1) it is possible to observe that an adaptation 
rule is a specific ECA Rule (reaction rule) which paradigm, in his most generic form, 
can be considered as the next: 

On Event if Condition then do Action(s) 
For example: 
 

On Event: = < Brightness_ Sensor_Value  <=  Low_Threshold >  
 

If ( (CD = ( d1, d2 , …, PDA ,…,  dk )) AND  (CE = ( e1, e2 ,…, NIGHT, MOBILE ,…, el )) AND (CN = 
( e1, e2 ,…, el ))  AND (CU = ( u1, u2 ,…, AGE > 60 ,…,  un)) ) 
Then (Adaptation Method = AFE ) 
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Where AFE uses font enhancement as adaptation technique. This adaptation rule says 
that when a man at least 60 year old uses a PDA at night the system must increment 
the font dimension so it will be easier readable.  

4   Related Work 

In the following we shortly present the state of the art on two relevant research topics: 
Adaptive Systems and rule descriptions.  

4.1   Adaptive Systems 

Adaptation of content and user interfaces in order to achieve accessibility is a great 
challenge that the research community have been studying for year, although the laws 
on accessibility are very recent. In [8] a tool for the automatic generation of adaptive 
Web sites is presented. FAWIS relies on two basic notions: the profile, used to model 
a variety of contexts and their characteristics, and the configuration which describes 
how to build the various levels of a Web application (content, navigation and presen-
tation). These are respectively similar to SAPI profile and SAPI entity, which is richer 
thanks to its semantic description. The automatic adaptation of content delivery is 
achieved by means of an original notion of production rule that allows to specify 
declaratively how to build a configuration satisfying the adaptation requirements for a 
given profile. The module responsible of this work is the Context Manager. It selects 
the adaptation rules from a repository and, avoiding conflicting among them, gener-
ates the configuration that describes the final adaptation. This is a solution a little bit 
different from SAPI. SAPI repository of adaptation rules contains the implementation 
of rules but not the description that is part of the entity.  

[9][10] propose an ontology-based approach to adaptation. The work in [10] de-
fines a user model (an XML file) that consists of concepts and attributes and uses 
adaptation rules in order to perform updates of this model. The adaptation rules are 
production rules and define how the user model is updated. For example, when the 
user accesses a page (or an object included in a page) the rules associated with the 
access attribute are triggered. The approach proposed in [9] tracks user interactions 
and tries to present the content chosen by the user. This work is done taking in ac-
count the relationship existing among this content that are represented by entity with a 
semantic description. Since the adaptation is carried out using SWRL, [9] uses pro-
duction rules too. SAPI uses the approach proposed in [10] only to guarantee the 
evolution of the user profile and implements the approach proposed in [9] through the 
interaction model of each entity. In addition SAPI doesn’t use production rules but 
ECA rules and instead of presenting every time a different content, changes its  
presentation (for example summarizing it or changing to another version) without 
changing the entity and its description. 

4.2   Rule Description Languages 

Rules are generally fragment of knowledge self-contained which are usually used in a 
form of reasoning. They can specify, for example: static or dynamic integrity con-
straints of a system (integrity rules); derivations of new concepts (derivation rules); a 
reactive behaviour of system in reply to particular events (reaction rules). 
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Furthermore, rules can be described with three abstract level: 

1. Computation Independent Business Domain Level (CIM in MDA of OMG) – rules 
are described in a declarative way using an informal or visual language; 

2. Platform Independent Operational Design Level (PIM in MDA of OMG) – rules 
are described using a formal language or a computational paradigm which is easy 
translatable in instruction that a software system can execute.  

3. Platform Specific Implementation Level (PSM in MDA of OMG) – rules are described 
using a language of a specific execution environment such as Oracle 11g, Jess 7.1, 
JBoss Rules (aka Drools), XSB 3.1 Prolog, o Microsoft Outlook Rule Wizard. 

In PIM can be included Rule Markup Languages which main goal is to allow publica-
tion, deploying, reuse and rule interchange on the Web and distributed system. Rule 
markup languages also allow to describe rule in a declarative way and as modular unit 
self-contained and interchangeable between different systems and tools. 
Among the main rule languages, actually available or developing, we mention 
RuleML[4], SWRL[5], R2ML[6]. 

RuleML Initiative started in 2000 to define a markup language able to support dif-
ferent kind of rules and different semantics. Even though it is an XML-based lan-
guage and allows to describe all kind of rules, the latest version RuleML 0.91 (2006) 
hasn’t yet a syntax for integrity rule and reaction rule. In order to get around this was 
proposed Reaction RuleML[7] which defines new constructs within separated mod-
ules which are added to the RuleML family as additional layers.  

Semantic Web Rule Language (SWRL) is based on a combination of the OWL-DL 
and OWL-Lite sublanguages of the OWL Web Ontology Language with the 
Unary/Binary Datalog RuleML sublanguages of the Rule Markup Language. Its rules 
are of the form of an implication between an antecedent (body) and consequent 
(head): whenever the conditions specified in the antecedent hold, then the conditions 
specified in the consequent must also hold. Rules must be safe, i.e. variables that 
occur in the antecedent of a rule may occur in the consequent. 

The REWERSE II Rule Markup Language (R2ML) allows interchanging rules be-
tween different systems and tools. It integrates the Object Constraint Language 
(OCL), a standard used in information systems engineering and software engineering, 
SWRL and RuleML and includes four rule categories: derivation rules, production 
rules, integrity rules and ECA/reaction rules.  

Even though these languages allow to describe rules, to execute them is necessary 
an execution environment. For the experimentation in SAPI, we used JBoss Rules 
(aka DROOLS), an open source framework that provides standards-based business 
rules engine and business rules management system (BRMS) for easy business policy 
access, change, and management. It allows to encode business rules in the IT applica-
tion infrastructure and supports a variety of language and decision table inputs, mak-
ing it easy to quickly modify the business policies. It also simplify applications by 
separating business policy or rules logic from process, infrastructure, and presentation 
logic. This modularity enables to develop, deploy, modify and manage a business 
process’ rules without modifying code nor rebuilding the application. Using JBoss 
Rules it was possible to translate the rule adaptation model in a set of executable 
rules. The code fragment below shows the code used to translate the previous adapta-
tion rule which says that when a man at least 60 year old uses a PDA at night the 
system must increment the font dimension so it will be easier readable. 
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package sapi.adapter.rules 
import sapi.adapter.ws.EntityAdapter; 
import sapi.KnowledgeManager.bean.Entity; 
import sapi.KnowledgeManager.bean.DeviceContext; 
import sapi.KnowledgeManager.bean.EnvironmentContext; 
import sapi.KnowledgeManager.bean.NetworkContext; 
import sapi.KnowledgeManager.bean.UserContext; 
rule "font_enhancement" 
 salience 10 
 no-loop true 
 agenda-group "content_style" 
 dialect "java" 
 when  
  $ent: Entity(); 
  $DC: DeviceContext(); 
  $EC: EnvironmentContext(); 
  $NC: NetworkContext(); 
  $UC: UserContext(); 
  (DeviceContext(device == "LowBrightness") and 
  EnvironmentContext(environment == 
  "LowBrightness") and   
   EnvironmentContext(ubiquity == true) and   
   UserContext (age >= 60)) 
then 
  $ent = EntityAdapter.fontEnhancement($ent); 
end 
 

This rule is stored in a file and if someone want to change it, it is not necessary to 
change the application or re-compile it.  

5   Adaptation Examples 

In the following we present some adaptation experiments carried out using the SAPI 
framework prototype.Keeping in mind the components presented in Figure 2, SAPI’s 
components communication is based on web service, thus when SP needs contents, it 
invokes the CFA web Service which implements the adaptation rule engine. In this 
case SP act as the adaptor. The CFA invocation means the situation is changed so it is 
fired the event which causes the adaptation. CFA is a module that receives an entity 
and analyzing its description is able to understand which the rules it can fire are. Af-
ter, it takes the rules described in the entity from the repository. Obviously not all the 
rules will be fired, it depends on the situation. Thus CFA needs to receive the profile 
too. Once CFA has the rules and the profile, matching them will be able to understand 
which rule it must fire in order to return an entity adapted to SP. According to the 
previous section each rule consists of two parts: a condition and an action. The condi-
tion is expressed in the when clause as a Boolean expression using attribute of con-
cepts which model the profile. The action is expressed in the then clause and consists 
of a function that has the same name mapped on the entity description. It is imple-
mented in java and stored in the rule repository. When the condition is false, CFA 
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usually doesn’t do anything, but optionally there can also be a second action to per-
form. This solution allows us the separate rule description and rule implementation. 
This entails that if someone wants to change the conditions of a rule it hasn’t to com-
pile or write back the rule implementation.  The actions of a triggered rule temporarily 
update some attributes of some concepts of the entity model. After that, entities are 
transformed in a Java object and returned to SP that will insert the entities in the right 
layout in order to allow the UI Manager to present the contents to the users. 

Figure 5 and Figure 6 show two examples of adaptation.  
The first is an example of a simple adaptation. The left part of Figure 5 shows the 

raw entities without adaptation. If a user half-blind request the same content SAPI 
recognise the user (for concrete adaptation even for the simple access the user is pro-
vided with an RFID tag that allow SAPI to identify the profile stereotype), retrieve the 
profile, analyse the context and adapts all the entities resizing each trying to use the 
whole page. The second example shows a more complex adaptation. A user is using a 
mobile phone and it isn’t experienced in this service. These information are in the 
profile and CFA applies three rules. The first one adapts the content to the new device 
and since it can contain less entities it is forced to split the page in more than one. The 
second rule adapts the content for a user not experienced. The third is a resizing of the 
entities. In this case the dimension is decreased. In this example CFA fired three ad-
aptation rules. Every entity could be adapted through more than one function. The 
order in which they are fired is established through a priority that helps avoiding 
loops. Drools allows to indicate priorities in the salience clause. 

 

Fig. 5. Entities resize 

 

Fig. 6. Contents and layout adaptation 
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Abstract. The need for semantic processing of information and services has 
lead to the introduction of tools for the description and management of knowl-
edge within organizations, such as RDF, OWL, and SPARQL. However, se-
mantic applications may have to access data from diverse sources across  
the network. Thus, SPARQL queries may have to be submitted and evaluated 
against existing XML or relational databases, and the results transferred back  
to be assembled for further processing. In this paper we describe the 
SPARQL2XQuery framework, which translates the SPARQL queries to seman-
tically equivalent XQuery queries for accessing XML databases from the  
Semantic Web environment. 

Keywords: Semantic Web, XML Data, Information Integration, Interoperability, 
Query Translation, SPARQL, XQuery, SPARQL2XQuery. 

1   Introduction 

XML has been extremely successful for information exchange in the Web. Over the 
years XML was established as a tool for describing the content of diverse structured 
or unstructured resources in a flexible manner. The information transferred with XML 
documents across the internet lead to needs of systematic management of the XML 
documents in organizations. XML Schema and XQuery [7] were developed to give 
the users database management functionality analogous to the Relational Model and 
SQL. In the Web application environment the XML Schema acts also as a wrapper to 
relational content that may coexist in the databases. 

The need for semantic information processing in the Web on the other hand has 
lead to the development of a different set of standards including OWL, RDF and 
SPARQL[0]. Semantic Web application developers expect to utilize SPARQL for 
accessing RDF data. However, information across the network may be managed by 
databases that are based on other data models such as XML Schema or the Relational 
model. Converting all the data that exist in the XML databases into Semantic Web 
data is unrealistic due to the different data models used (and enforced by different 
standardization bodies), the management requirements (including updates), the diffi-
culties in enforcing the original data semantics, ownership issues, and the large  
volumes of data involved. 

                                                           
* An extended version of this paper is available at [20]. 
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In this paper we propose an environment where Semantic Web users write their 
queries in SPARQL, and appropriate interoperability software undertakes the respon-
sibility to translate the SPARQL queries into semantically equivalent XQuery queries 
in order to access XML databases across the net. The results come back as RDF (N3 
or XML/RDF) or XML [1] data. This environment accepts as input a set of mappings 
between an OWL ontology and an XML Schema. We support a set of language level 
correspondences (rules) for mappings between RDFS/OWL and XML Schema. Based 
on these mappings our framework is able to translate SPARQL queries into semanti-
cally equivalent XQuery expressions as well as to convert XML Data in the RDF 
format. Our approach provides an important component of any Semantic Web mid-
dleware, which enables transparent access to existing XML databases.  

The framework has been smoothly integrated with the XS2OWL framework [15], 
thus achieving not only the automatic generation of mappings between XML Schemas 
and OWL ontologies, but also the transformation of XML documents in RDF format. 

The design objectives for the development of the SPARQL2XQuery framework 
have been the following: a) Capability of translating every query compliant to the 
SPARQL grammar b) Strict compliance with the SPARQL semantics, c) Independ-
ence from query engines and working environments for XQuery, d) Production of the 
simplest possible XQuery expressions, e) Construction of XQuery expressions so that 
their correspondence to SPARQL can be easily understood, f) Construction of 
XQuery expressions that produce results that do not need any further processing, and 
g) In combination with the previous objectives, construction of the most efficient 
XQuery expressions possible. 

The rest of the paper is organized as follows: In Section 2 the related work is pre-
sented. The mappings used for the translation as well as their encoding are described 
in Section 3. Section 4 describes the query translation process. An example presented 
at Section 5. The transformation of the query results described at Section 6. The paper 
concludes in section 7. 

2   Related Work  

Various attempts have been made in the literature to address the issue of accessing 
XML data from within Semantic Web Environments [2, 3, 6, 8, 9, 10, 11, 15, 16, 17, 
18]. More relevant to our work are those that use SPARQL as a manipulation lan-
guage. To this end, the SAWSDL Working Group [8] uses XSLT to convert XML data 
into RDF and a combination of SPARQL and XSLT for the inverse. Other approaches 
[9, 10, 11] combine Semantic Web and XML technologies to provide a bridge be-
tween XML and RDF environments. XSPARQL [11] combines SPARQL and XQuery 
in order to achieve Lifting and Lowering. In the Lifting scenario (which is relevant to 
our work), XSPARQL uses XQuery expressions to access XML data and SPARQL 
Construct queries for converting the accessed data into RDF. The main drawback of 
these approaches is that there is no automatic way to express an XML retrieval query 
in SPARQL. Instead, the user must be aware of the XML Schema and create his/her 
information retrieval query accordingly (XQuery or XSLT). In our work, the user is 
not expected to know the underlying XML Schema; (s)he expresses his/her query 
only in SPARQL in terms of the knowledge that (s)he is aware of, and (s)he is able to 
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retrieve data that exist in XML databases. The aforementioned attempts, as well as 
others [12, 13, 14] that try to bridge relational databases with the Semantic Web using 
SPARQL, show that the issue of accessing legacy data sources from within Semantic 
Web environments is a valuable and challenging one. 

3   Mapping OWL to XML Schema 

The framework described here allows XML encoded data to be accessed from Seman-
tic Web applications that are aware of some ontology encoded in OWL. To do that, 
appropriate mappings between the OWL ontology (O) and the XML Schema (XS) 
should exist. These mappings may be produced either automatically, based on our 
previous work in the XS2OWL framework [15], or manually through some mapping 
process carried out by a domain expert. However, the definition of mappings between 
OWL ontologies and XML Schemas is not the subject of this paper. Thus, we do not 
focus on the semantic correctness of the defined mappings. We neither consider what 
the mapping process is, nor how these mappings have been produced. 

Such a mapping process has to be guided from language level correspondences. 
That is, the valid correspondences between the OWL and XML Schema language 
constructs have to be defined in advance. The language level correspondences that 
have been adopted in this paper are well-accepted in a wide range of data integration 
approaches [2, 3, 6, 15, 16, 17]. In particular, we support mappings that obey the 
following language level correspondence rules: O Class corresponds to XS Complex 
Type, O DataType Property corresponds to XS Simple Element or Attribute, and O 
Object Property corresponds to XS Complex Element. 

Then, at the schema level, mappings between concrete domain conceptualizations 
have to be defined (e.g. the employee class is mapped to the worker complex type) 
either manually, or automatically, following the correspondences established at the 
language level.  

At the schema level mappings a mapping relationship between O and an XS is a  
binary association representing a semantic association among them. It is possible that 
for a single ontology construct more than one mapping relationships are defined.  
That is, a single source ontology construct can be mapped to more than one target 
XML Schema elements (1:n mapping) and vice versa, while more complex mapping 
relationships can be supported.  

3.1   Encoding of the Schema Level Mappings 

Since we want to translate SPARQL queries into semantically equivalent XQuery 
expressions that can be evaluated over XML data following a given (mapped) 
schema, we are interested in XML data representations. As a consequence, based on 
schema level mappings for each mapped ontology class or property, we store a set of 
XPath expressions (“XPath set” for the rest of this paper) that address all the corre-
sponding instances (XML nodes) in the XML data level. In particular, based on the 
schema level mappings, we construct:  

 A Class XPath Set XC for each mapped class C, containing all the possi-
ble XPaths of the complex types to which the class C has been mapped to. 
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 A Property XPath Set XPr for each mapped property Pr, containing all 
the possible XPaths of the elements or/and attributes to which Pr has 
been mapped. 

Example 1: Encodings of Mappings  
 

Fig. 1 shows the mappings between an OWL Ontology and an XML Schema.  

 

Fig. 1. Mappings Between OWL & XML 

To better explain the defined mappings, Fig. 1 shows the structure that the XML 
documents (which follow this schema) will have. The encoding of these mappings in 
our framework is shown in Fig. 2. 

 

Fig. 2. Mappings Encoding 

4   Query Translation Process 

In this section we present in brief the entire translation process using a UML activity 
diagram Fig. 3 shows the entire process which starts taking as input the given 
SPARQL query and the defined mappings between the ontology and the XML 
Schema (encoded as described in the previous sections). The query translation process 
comprises the activities outlined in the following paragraphs. 

4.1   SPARQL Graph Pattern Normalization 

The SPARQL Graph Pattern Normalization activity re-writes the Graph-Pattern (GP) 
of the SPARQL query in an equivalent normal form based on equivalence rules. The 
SPARQL GP normalization is based on the GP expression equivalences proved in [4] 
and re-writing techniques. In particular, each GP can be transformed in a sequence P1  
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Fig. 3. Overview of the SPARQL Translation Process 

UNION P2 UNION P3 UNION…UNION Pn, where Pi (1≤i≤n) is a Union-Free GP 
(i.e. GPs that do not contain Union operators) [4]. This makes the GP translation 
process simpler and more efficient, since it decomposes the entire query pattern into 
sub-patterns that can be processed independently of each other. 

4.2   Union-Free Graph Pattern (UF-GP) Processing 

The UF-GP Processing translates the constituent UF-GPs into semantically equiva-
lent XQuery expressions. The UF-GP Processing activity is a composite one, with 
various sub-activities. This is actually the step that most of the “real work” is done 
since at this step most of the translation process takes place. The UF-GP Processing 
activity is decomposed in the following sub-activities: 

Determination of Variable Types. This activity examines the type of each variable 
referenced in each UF-GP in order to determine the form of the results and, conse-
quently, the syntax of the Return clause in XQuery. Moreover, variable types are used 
by the “Processing Onto-Triples” and “Variables Bindings” activities. Finally, this 
activity performs consistency checking in variable usage in order to detect any possi-
ble conflict (e.g. the same variable name is used in the definitions of variables of 
different types in the same UF-GP).  In such a case, the UF-GP is not going to be 
translated, because it is not possible to be matched with any RDF dataset.  

We define the following variable types: The Class Instance Variable Type (CIVT), 
The Literal Variable Type (LVT), The Unknown Variable Type (UVT), The Data Type 
Predicate Variable Type (DTPVT), The Object Predicate Variable Type (OPVT), The 
Unknown Predicate Variable Type (UPVT). 

The form of the results depends on the variable types and they are structured in 
such a way that allows their transformation to RDF syntax. The transformation can be 
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done by processing the information regarding the form of the results and the input 
mappings. In order to allow the construction of result forms, appropriate XQuery 
functions (using standard XQuery expressions) have been implemented (like 
func:CIVT, etc.). 

Processing Onto-Triples. Onto-Triples actually refer to the ontology structure and/or 
semantics. The main objective of this activity is to process onto-triples against the 
ontology (using SPARQL) and based on this analysis to bind (i.e. assigning the rele-
vant XPaths to variables) the correct XPaths to variables contained in the onto-triples. 
These bindings are going to be used in the next steps as input Variable Binding activ-
ity. This activity processes Onto-Triples using standard SPARQL in order to perform 
any required inference so that any schema-level query semantics to be analyzed and 
taken into account later on in the translation process. Since we are using SPARQL for 
Onto-Triple processing against the ontology, we can process any given Onto-Triple 
regardless the complexity of its matching against the ontology graph. 

UF-GP2XQuery. This activity translates the UF-GP into semantically equivalent 
XQuery expressions. The concept of a GP, and thus the concept of UF-GF, is defined 
recursively. The BGP2XQuery activity translates the basic components of a GP (i.e. 
Basic Graph Patterns-BGPs which are sequences of triple patterns and filters) into 
semantically equivalent XQuery expressions. To do that a variables binding step is 
needed. Finally, BGPs in the context of a GP have to be properly associated. That is, 
to apply the SPARQL operators among them using XQuery expressions and func-
tions. These operators are: OPT, AND, and FILTER and are implemented using stan-
dard XQuery expressions without any ad hoc processing.  
 
–  Variables Binding. In the translation process the term “variable bindings” is used 

to describe the assignment of the correct XPaths to the variables referenced in a 
given Basic Graph Pattern (BGP), thus enabling the translation of BGP to XQuery 
expressions. In this activity, Onto-Triples are not taken into account since their 
processing has taken place in the previous step and their bindings are used as input 
in this activity. The same holds for Filters, since they don’t affect the binding proc-
ess (more details can be found at [19]). 

–  BGP2XQuery. This activity translates the BGPs to semantically equivalent 
XQuery expressions based on the BGP2XQuery algorithm. The algorithm manipu-
lates a sequence of triple patterns and filters (i.e. a BGP) and translates them into 
XQuery expressions, thus allowing the evaluation of a BGP on a set of XML data. 
The algorithm takes as input the mappings between the ontology and the XML 
schema, the BGP, the determined variable types, as well as the variable bindings 
and generates XQuery expressions (more details can be found at [19]). 

4.3   Union Operator Translation  

This activity translates the UNION operator that appears among UF-GPs in a GP, by 
using the Let and Return XQuery clauses in order to return the union of the solution 
sequence produced by the UF-GPs to which the Union operator applies. 
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4.4   Solution Sequence Modifiers Translation   

This activity translates the SPARQL solution sequence modifiers. Solution Modifiers 
are applied on a solution sequence in order to create another, user desired, sequence. 
The modifiers supported by SPARQL are Distinct, Order By, Reduced, Limit and 
Offset. 

For the implementation of the Distinct and Reduced modifiers, our software gener-
ates XQuery functions (in standard XQuery syntax) (func:DISTINCT, 
func:REDUCED) according to the number and the names of the variables for which 
the duplicate elimination is to be performed. Regarding the rest of the solution se-
quence modifiers, the next table shows the XQuery expressions and built-in functions 
that are used for their translation in XQuery (the XQuery variable $Results has been 
bound to the solution sequence produced by XQuery expressions, and N, M are posi-
tive integers).  

Table 1. Translation of Solutions Sequence Modifiers 

 

4.5   Query Forms Based Translation 

SPARQL has four forms of queries (Select, Ask, Construct and Describe). According 
to the query form, the structure of the final result is different. The query translation is 
heavily dependent on the query form. In particular, after the translation of any solu-
tion modifier is done, the generated XQuery is enhanced with appropriate expressions 
in order to achieve the desired structure of the results (e.g. to construct an RDF graph, 
or a result set) according to query form.  

5   Example 

We demonstrate in this example the use of the described framework in order to allow 
a SPARQL query to be evaluated in XML Data (based on Example 1). Fig. 4 shows 
how a given SPARQL query is translated by our framework into a semantically 
equivalent XQuery query. 
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Fig. 4. SPARQL Query Translation Example 

6   Transformation of the Query Results 

An important issue in the entire approach is the structure of the returned results. In 
our work and for the Ask and Select query forms we encode the returned results ac-
cording to the SPARQL Query Result XML Format [1], which is a W3C recommen-
dation. Moreover the values returned with the results, can be easily transformed into 
RDF (N3 or RDF/XML) syntax by processing the information of the results and the 
input mappings. 

7   Conclusions 

We have presented an environment that allows the evaluation of SPARQL queries 
over XML data which are stored in XML databases and accessed with the XQuery 
language. The environment assumes that a set of mappings between the OWL ontol-
ogy and the XML Schema exists. The mappings obey certain well accepted language 
correspondences.  

The SPARQL2XQuery framework has been implemented as a prototype software 
service using Java related technologies (Java 2SE, Axis2, and Jena) on top of the 
Berkeley DB XML. The service can be configured with the appropriate mappings 
(between an ontology and an XML Schema) and translates the input SPARQL queries 
into XQuery queries that are answered over the XML Database. 

This work is part of as more generic framework that we are pursuing which aims  
to providing algorithms, proofs and middleware for the transparent access from the 
Semantic Web environment to federated heterogeneous databases across the web.  
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Abstract. The paper presents an ontological approach for enabling personalized 
searching framework facilitating the user access to desired contents. Through 
the ontologies the system will express key entities and relationships describing 
resources in a formal machine-processable representation. An ontology-based 
knowledge representation could be used for content analysis and concept rec-
ognition, for reasoning processes and for enabling user-friendly and intelligent 
content retrieval.  
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searching, personalized searching framework. 

1   Introduction 

The Web is increasingly becoming important than ever, moving toward a social place 
and producing new applications with surprising regularity: there has been a shift from 
just existing on the Web to participating on the Web. Community applications and 
online social networks have become very popular recently, both in personal/social and 
professional/organizational domains [1]. Most of these collaborative applications pro-
vide common features such as content creation and sharing, content-based tools for 
discussions, user-to-user connections and networks of users sharing common interest, 
reflecting today's Web 2.0 rich Internet application-development methodologies. 

The Semantic Web offers a generic infrastructure for interchange, integration and 
creative reuse of structured data, which can help to cross some of the boundaries that 
Web 2.0 is facing. Currently, Web 2.0 offers poor query possibilities apart from 
searching by keywords or tags. There has been a great deal of interest in the develop-
ment of semantic-based systems to facilitate knowledge representation and extraction 
and content integration [2], [3]. Semantic-based approach to retrieving relevant mate-
rial can be useful to address issues like trying to determine the type or the quality of 
the information suggested from a personalized environment. In this context, standard 
keyword search has a very limited effectiveness. For example, it cannot filter for the 
type of information, the level of information or the quality of information.  

By exploiting each other’s achievements the Semantic Web and Web 2.0 together 
have a better opportunity to realize the full potential of the web [4]. 

Potentially, one of the biggest application areas of social networks might be per-
sonalized searching framework (e.g., [5],[6]). Whereas today’s search engines provide 
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largely anonymous information, new framework might highlight or recommend web 
pages created by recognized or familiar individuals. The integration of search engines 
and social networks can lead to more effective information seeking [7]. 

Additionally, we can consider semantic information representation as an important 
step towards a wide efficient manipulation and retrieval of information [8], [9], [10]. 
In the digital library community a flat list of attribute/value pairs is often assumed to 
be available. In the Semantic Web community, annotations are often assumed to be an  
instance of an ontology. Through the ontologies the system will express key entities 
and relationships describing resources in a formal machine-processable representa-
tion. An ontology-based knowledge representation could be used for content analysis 
and object recognition, for reasoning processes and for enabling user-friendly and 
intelligent multimedia content search and retrieval.  

In this work we explore the possibilities of synchronous, semantic-based collabora-
tion for search tasks. We describe a search system wherein searchers collaborate in-
tentionally with each other in small, focused search groups. Developed framework 
(SWS2 – Semantic Web Search 2.0 - project) goes beyond implementation of ad hoc 
user interface. It also identifies information that one group member searches and uses 
it in realtime to improve the effectiveness of all group members while allowing se-
mantic coverage of the involved domain. The semantic approach is exploited intro-
ducing an ontology space covering domain knowledge and resource models based on 
word sense representation.  

There are many scenarios in which small groups of users collaborate on Web search 
tasks to find information, such as school students or colleagues jointly writing a report 
or a research, or arranging joint travel. Although most search tools are designed for 
individual use, some collaborative search tools have recently been developed to sup-
port such collaborative search task [11]. These tools tend to offer two classes of  
support: i) awareness features (e.g., sharing and browsing of group members’ query 
histories, and/or comments on results and on web pages rating), ii) division of labor 
features (e.g., to manually split result lists among group members, and/or algorithmic 
techniques for modifying group members’ search results based on others’ actions) [12]. 
Collaborative search tools are relatively novel and thus not widely available. 

2   Personalized Searching Framework 

One of the areas in which information retrieval is likely to see great interest in the 
future is synchronous collaborative search. This concerns the common scenario where 
two or more people working together on some shared task, initiate a search activity to 
satisfy some shared information need. Conventionally, this need is satisfied by inde-
pendent and uncoordinated searching on one or more search engines, leading to inef-
ficiency, redundancy and repetition as searchers separately encounter, access and 
possibly re-examine the same documents. Information searching can be more 
effective as a collaboration than as a solitary activity taking advantage of breadth of 
experience to improve the quality of results obtained by the users [13]. Community-
based recommendation systems [14], [15] or user interfaces that allow multiple 
people to compose queries [12] or examine search results [16] represent various forms 
of collaboration in search.  
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Traditional approaches to personalization include both content-based and user-
based techniques. If, on one hand, a content-based approach allows to define and 
maintain an accurate user profile (for example, the user may provides the system with 
a list of keywords reflecting him/her initial interests and the profiles could be stored 
in form of weighted keyword vectors and updated on the basis of explicit relevance 
feedback), which is particularly valuable whenever a user encounters new content, on 
the other hand it has the limitation of concerning only the significant features describ-
ing the content of an item. Differently, in a user-based approach, resources are proc-
essed according to the rating of other users of the system with similar interests. Since 
there is no analysis of the item content, these information management techniques can 
deal with any kind of item, being not just limited to textual content. In such a way, 
users can receive items with content that is different from that one received in the 
past. On the other hand, since a user-based technique works well if several users 
evaluate each one of them, new items cannot be handled until some users have taken 
the time to evaluate them and new users cannot receive references until the system 
has acquired some information about the new user in order to make personalized 
predictions. These limitations often refer to as the sparsity and start-up problems. By 
adopting a hybrid approach, a personalization system is able to effectively filter rele-
vant resources from a wide heterogeneous environment like the Web, taking advan-
tage of common interests of the users and also maintaining the benefits provided by 
content analysis. A hybrid approach maintains another drawback: the difficulty to 
capture semantic knowledge of the application domain, i.e. concepts, relationships 
among different concepts, inherent properties associated with the concepts, axioms or 
other rules, etc [17]. 

In this context, standard keyword search is of very limited effectiveness. For ex-
ample, it does not allow users and the system to search, handle or read concepts of 
interest, and it doesn’t consider synonymy and hyponymy that could reveal hidden 
similarities potentially leading to better retrieval. The advantages of a concept-based 
document and user representations can be summarized as follows: (i) ambiguous 
terms inside a resource are disambiguated, allowing their correct interpretation and, 
consequently, a better precision in the user model construction (e.g., if a user is inter-
ested in computer science resources, a document containing the word ‘bank’ as it is 
meant in the financial context could not be relevant); (ii) synonymous words belong-
ing to the same meaning can contribute to the resource model definition (for example, 
both ‘mouse’ and ‘display’ brings evidences for computer science documents, im-
proving the coverage of the document retrieval); (iii) synonymous words belonging to 
the same meaning can contribute to the user model matching, which is required in 
recommendation process (for example, if two users have the same interests, but these 
are expressed using different terms, they will considered overlapping); (iv) finally, 
classification, recommendation and sharing phases take advantage of the word senses 
in order to classify, retrieve and suggest documents with high semantic relevance with 
respect to the user and resource models.  

For example, the system could support Computer Science last-year students during 
their activities in courseware like Bio Computing, Internet Programming or Machine 
Learning. In fact, for these kinds of courses it is necessary an active involvement of 
the student in the acquisition of the didactical material that should integrate the lecture 
notes specified and released by the teacher. Basically, the level of integration depends 
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both on the student’s prior knowledge in that particular subject and on the compre-
hension level he wants to acquire. Furthermore, for the mentioned courses, it is neces-
sary to continuously update the acquired knowledge by integrating recent information 
available from any remote digital library. 

2.1   Use Case Analysis  

A first level of system analysis can be achieved through its functional requirements. 
Such functional requirements are described by the interaction between users and the 
systems itself. Therefore, users may be interested in semantic-based search or collabo-
rative semantic-based search. 

We define an interaction between users as a collaborative search session managed 
by the system using specialized components: in particular, the system should cover 
both user manager and sessions between users manager roles. 

2.2   System Modules 

In the following we list the components able to handle user data:  

i) User Interface Controller: it coordinates the information flow between interface 
control and other system components and allows to perform data presentation for 
the GUI visualization.   

ii) Semantic searcher: it implements semantic-based searches extracting concepts 
related to introduced keywords using a thesaurus and searching in the underling 
ontology corresponding documents.      

iii) Interest coupler: it performs intersection between user interest matching relevant 
terms extracted from semantic searcher.   

iv) User Manager: it deals with user. For example through the User Manager, it is 
possible to register new users or to search for their information. Moreover, it is 
able to associate mail boxes to user to enhance communication.    

v) Session Manager: it manages collaborative search sessions allowing user insertion 
and search terms shared between users. It allows to maintain consistency between 
session views and creates message boxes for the specific session whose content is 
available to all the participants. 

2.3   Data Analysis 

i) OWL  
The ontology developed to test implemented framework maintains relation 

between courses, lessons, teachers and course material. Ontology is a representation 
model in a given domain that can be used for the purposes of information integration, 
retrieval and exchange. The ontology usage is widely spread in not only the artificial 
intelligent and knowledge representation communities, but most of information 
technology areas. In particular, ontology has become common in the Semantic Web 
community in order to share, reuse and process domain information between humane 
and machine. Most importantly, it enables formal analysis of domain knowledge, for 
example, context reasoning becomes possible by explicitly defining context ontology. 
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There are several possible approaches in developing a concept hierarchy. For 
example, a top-down development process starts with the definition of the most 
general concepts in the domain and subsequent specialization of the concepts, while a 
bottom-up development process starts with the definition of the most specific classes, 
the leaves of the hierarchy, with subsequent grouping of these classes into more 
general concepts. The hybrid development consists in a combination of the top-down 
and bottom-up processes. Due to our personal view of the domain we took the 
combination approach. Once we have defined the classes and the class hierarchy we 
described the internal structure of concepts defining the properties of classes. Over the 
evolving ontology we perform diagnostics to determine the conformance to common 
ontology-modeling practices and to check for logical correctness of the ontology. 

ii) User Data  
It maintains data of the users handled by the system. 
iii)  Session Data  

It maintains data corresponding to collaborative search sessions.  

2.4   Developed System Interaction  

The developed system proposes three different interaction between the users. 
i) Search interaction  

This interaction starts when a user performs a search proposing one or more 
keywords. The Semantic searcher module returns a list  containing relevant 
documents and recommends terms for the possible following searches. Therefore, the 
User Interface Controller is able to find similar user with similar interest in performed 
searches using Interest Coupler module.  

ii) Collaborative search session interaction 
A user can decide to contact another user, proposed by the system similar to his 

interests, to start collaborative search session.  The request produces an Invitation 
message in the message box of the target user. Concurrently, a listening permanent 
loop allows to User Interface Controller to advise target user. In the case of positive 
response, the User Interface Controller creates a new collaborative search session and 
a Session Join request is sent.  

iii) Interaction during a collaborative search session 
The user could modify the list of search terms adding or removing some keyword. 

The request, managed by the User Interface Controller, is forwarded to Session 
Manager that updates search terms, replacing term list and requiring GUI updates. 
The same interaction can be used to implement a session chat, allowing more 
collaboration value to the system.   

2.5   System GUI 

The search home page is showed in Figure 1. Box A allows to the user to insert his 
nickname to use during SIG sessions dynamically showed in box B.  
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Fig. 1. SWS2 home page Fig. 2. Collaborative search session 

If a user participate to collaborative search  sessions, the system proposes in his 
search result page a new box containing similar users (Figure 2, box A). This button 
also allows to send Invitation message to target user; a background function verify the 
presence of new Invitation messages and, eventually, notify them to the user.  

Figure 3 box A shows communication facilities offered to system users, while 
Figure 3 box B shows terms actually used to search session. Using components 
showed in box B1 the user may add search terms, while using the component showed 
in box B2 the user may remove session search terms. The button showed in box B3 is 
twofold: on one hand, it allows users to accept the lists of terms created by the 
system. On the other, through such button, it is possible to perform the described 
semantic searches. 

3   Considerations 

Golovchinsky et al. [7] distinguish among the various forms of computer-supported 
collaboration for information seeking, classifying such systems along four 
dimensions: intent, depth of mediation, concurrency, and location.  

The intent could be explicit or implicit. In our framework two or more people set 
out to find information on a topic based on a declared understanding of the 
information need, which might evolve over time. So, our framework implements 
explicit information seeking scenarios.  

The depth of mediation is the level at which collaboration occurs in the system. Our 
system implements algorithm mediation at the search engine level explicitly consider 
ongoing collaboration and coordinate users activities during the search session.  

People can collaborate synchronously or asynchronously. In our system the 
collaboration is synchronous involving the ability of people to influence each other in 
real time. 

Finally, collaboration may be co-located (same place at the same time) or, as in our 
framework, distributed, increasing opportunities for collaboration but decreasing the 
fidelity of possible communications. 
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Fig. 3. Collaborative search terms specification 

An important step in the searching process is the examination of the results 
retrieved. In order to test developed framework we have collected over 50 different  
documents concerning  actual domain. We have extracted several concepts used during 
the annotation phase and performed tests to verify searching functionalities. It is 
currently difficult to replicate or make objective comparisons in personalized retrieval 
researches, so to evaluate search results we have considered the order used by the 
framework to present retrieved results. During this step, the searcher browses through 
the results to make judgments about their relevance and to extract information from 
those found to be relevant. Because information is costly (in terms of time) to 
download, displays of result lists should be optimized to make the process of browsing 
more effective. We have also evaluated the effect that the proposed framework has on 
collaboration and exploration effectiveness. Using implemented tools, searchers found 
relevant documents more efficiently and effectively than when working individually 
and they found relevant documents that otherwise went undiscovered.  

The work described in this paper represents some initial steps in exploring 
semantic-based search retrieval collaboration within a focused team of searchers. It 
could be considered as one possible instance of a more general concept. While the 
initial results are encouraging, much remains to be explored. For example, most of the 
current research on sensemaking has been at the individual level, with little 
understanding of how sensemaking occurs in collaborative search tools. 
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Abstract. The analysis of web data and metrics became an important task of e-
business to control and optimize the website, its usage and online marketing. 
Firstly, this paper shows the use of web analytics, different web metrics of 
Google Analytics and other Key Performance Indicators (KPIs) of e-business. 

Secondly, this paper proposes a fuzzy data warehouse approach to improve 
web analytics. The fuzzy logic approach allows a more precise classification 
and segmentation of web metrics and the use of linguistic variables and terms.  
In addition, the fuzzy data warehouse model discusses the creation of fuzzy 
multidimensional classification spaces using dicing operations and shows the 
potential of fuzzy slices, dices and aggregations compared to sharp ones. The 
added value of web analytics, web usage mining and the fuzzy logic approach 
for the information and knowledge society are also discussed.  

Keywords: Fuzzy logic, fuzzy classification, data warehouse, web analytics, 
Google Analytics, web usage mining, web metrics, electronic business. 

1   Introduction  

Since the development of the World Wide Web 20 years ago, the internet presence of 
companies became a crucial instrument of information management, communication 
and electronic business. With the growing importance of the web, the monitoring  
and optimization of a website and online marketing has become a central task. There-
fore, web analytics gains in importance for both business practice and academic 
research. It helps to understand the traffic on the website, the behaviour of visitors 
and customers.  

Today, many companies are using web analytics software (e.g. Google Analytics, 
Yahoo, WebTrends, Nedstad, Omniture, SAS) to collect, store and analyse web data. 
They provide dashboards and reports with important web metrics to the responsible 
persons. Like web analytics software, a data warehouse is an often used information 
system. It reports integrated, unchangeable, time-related and summarized information 
to the management for analysis and decision making purposes.  

So far, the classification of metrics or facts in data warehouses has always been 
done in a sharp manner. This paper proposes to classify web metrics fuzzily within a 
data warehouse. After an introduction in web analytics in section 2, section 3 explains 
the fuzzy classification approach and a fuzzy data warehouse model. Section 4 shows 
the use for the knowledge society and section 5 gives a conclusion and an outlook. 
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2   Web Analytics  

According to the Web Analytics Association [1], web analytics is the measurement, 
collection, analysis and reporting of Internet data for the purposes of understanding 
and optimizing web usage. Weischedel et al. [2] define web analytics as the monitor-
ing and reporting of web site usage so that enterprises can better understand the  
complex interactions between web site visitor actions and web site offers, as well as 
leverage insight to optimise the site for increased customer loyalty and sales.  

However, the use of web analytics is manifolds (see Table 1) and is not restricted 
to the optimization of the website and web usage (for an overview see [3, 4, 5, 6, 7]). 
By analyzing the log files (server-site data collection) or using page tagging (client-
site data collection with web analytics software), the traffic on the website and the 
visitors’ behaviour can be observed exactly with different web metrics listed in Table 
2. The number of page views, visits and visitors are often discussed standard metrics. 
However, as Key Performance Indicators (KPIs) are considered: stickiness, frequency, 
depth and length of visit, conversion rate(s) and other e-business metrics like the 
order rate or online revenue (compare Fig. 1).  

Table 1. Use of web analytics 

Web analytics is useful for the ongoing optimization of …  
 website quality (navigation/structure, content, design, functionality, usability) 
 online marketing (awareness, image, campaigns, banner/keyword advertising) 
 online CRM (customer acquisition and retention) 
 individual marketing (personalized recommendations, mass customization) 
 segmentation of the traffic and visitors 
 internal processes and communication (contacts, interactions, relations)  
 search engine optimization (visibility, Google ranking, PageRank, reach) 
 traffic (page views, visits, visitor)  
 e-business profitability (efficiency and effectiveness of the web presence) 

Table 2. Definitions of web metrics (also measured in Google Analytics [8]) 

Web Metric Definition 
Page Views The number of page views (page impressions) of a web page 

accessed by a human visitor (without crawlers/spiders/robots) 
Visits A sequence of page views of a unique visitor without  

interruption (of usually 30 minutes) 
Visitors The number of unique visitors (users) on a website  
Pages/Visits The Ø number of page views during a visit for all visitors 
Time on Site The Ø length of time for all visitors spent on the website  
Stickiness The capability of a web page to keep a visitor on the website 
Bounce Rate The percentage of single page view visits 
Frequency The number of visits, a visitor made on the site (= loyalty) 
Recency The number of days, since a visitor last visit on the site 
Length of Visit The time of a visit, the visitors stay on the site (in seconds) 
Depth of Visit The number of pages, the visitors visited during one visit 
Conversion rate The percentage of visitors who converts to customers 
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Fig. 1. Relations between web and e-business metrics 

3   Using a Fuzzy Data Warehouse for Web Analytics  

 3.1   The Fuzzy Classification Approach 

The theory of fuzzy sets or fuzzy logic goes back to Lofti A. Zadeh in 1965 [9]. It 
takes the subjectivity, imprecision, uncertainty and vagueness of human thinking and 
language into account, and expresses it with mathematical functions.  

A fuzzy set can be defined formally as follow [10, 11]: if X is a set, then the fuzzy 
set A in X is defined in (1) as 

A = {(x, µA(x))}  (1)

where x ∈ X, µA : X → [0, 1] is the membership function of A and µA (x) ∈ [0, 1] is 
the membership degree of x in A. 

For example, in a sharp set (Fig. 2a), the terms “few”, “medium” or “many” page 
views of a visitor can be either true (1) or false (0). A value of 1 of the membership 
function µ (Y-axis in Fig. 2a) means that the number of page views (on the X-axis) is 
corresponding to one set. A value of 0 indicates that a given number of page views do 
not belong to one of the sets. The number of page views of one visitor per month are 
defined as “few” between 0 and 32, 33 to 65 page views are “medium” and more than 
66 are classified as “many” page views.  

However, to classify the page views – or any other web metric – sharply, is prob-
lematic as following example shows. If visitor 1 has 65 page views, he is classified in 
the “medium” class, visitor 2 with 70 has “many” page views. Although the two visi-
tors have visited nearly the same number of pages (visitor 2 visited only 5 pages 
more), they are assigned to two different sets, or classes respectively. 

By defining fuzzy sets (Fig. 2b), represented by the membership functions, there 
are continuous transitions between the terms “few”, “medium” and “many”. Fuzzily, 
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Fig. 2. Sharp (a) and fuzzy (b) classification of the web metric page views 

visitor 1 page views are classified both as “medium” (0.55 resp. 55%) and “many” 
(0.45 resp. 55%). Also visitor 2 belongs partly to two classes (60% to “many” and 
40% to “medium”) at the same time. Obviously, the fuzzy logic approach allows a 
more precise and fair classification, and the risk of misclassifications can be reduced.  

3.2   Building the Fuzzy Data Warehouse 

In the example above, a simple, one-dimensional classification is considered. In con-
trast, data warehouses are multidimensional. Furthermore, a data warehouse is as a 
subject-oriented, integrated, time-varying, non-volatile collection of data in support of 
the management’s decision-making process [12].  

Multidimensional models as data warehouses usually consist of two components: 
dimensions and facts. The dimensions are the qualitative part of the model and are 
used for presenting as well as navigating the data in a data warehouse. They serve as 
the primary source of query constraints, groupings and report labels [13].  

The facts, usually performance indicators of a company, are the quantitative com-
ponent of the data warehouse and stored in a certain granularity (see [13, 14]).  
Following [13], dimension schemes contain a partial ordered set of category attributes 

({D1, ... , Dn , TopD ; →})   (2)

where → is a functional dependency and TopD is a generic top level element in a way 
that all the attributes determine TopD like (∀i(1 ≤ n) : Di→ TopD).  
Di is the base level attribute that defines the lowest level of granularity of a dimension  

(∃i(1 ≤ i ≤ n)∀j(1 ≤ j ≤ n, i ≠ j) : Di → Dj). (3)

Every category attribute can have several dimensional attributes that describe func-
tionally the dimension. A flexible approach to integrate fuzzy concepts in the dimen-
sions structure of a data warehouse is to use meta fuzzy tables.  

A category attribute that has to be handled fuzzily is extended with two meta ta-
bles. The first is containing a semantic description about a fuzzy concept and the 
second meta table contains membership degrees of each dimensional attribute of a 
category attribute. 

Fig. 3 shows the schema of the table of the fact “page views” and the tables of the 
three dimensions “time”, “visitor” and “web page”. The main advantage of including 
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Fig. 3. Schema of a fuzzy data warehouse for web analytics 

fuzziness over meta fuzzy tables in dimensions is the reduction of the complexity to 
maintain the summarizability as explained in [15, 16]. This is more flexible than ap-
proaches that build the fuzziness directly in the dimensions as proposed by [17, 18]. 
Using meta fuzzy tables fulfills the additional requirements of the architectural rework 
of data warehousing Inmon et al. describes as DW 2.0 [12]. 

As considered in Fig. 2, for the fact “page views” linguistic terms like “few”, “me-
dium” or “high” can be defined (or any other words or word combination used by the 
IT or marketing department). Each single value of the fact “page view” is then em-
bedded in the fuzzy concept over its membership degrees µfew, µmedium and µmany.  

Instead of integrating the fuzziness directly in the fact table, meta fuzzy tables pro-
vide the same flexibility for the facts as discussed for the dimensions. If a fact is ag-
gregated over dimensions, the granularity of the fact changes. The transition of the 
granularity is defined within an aggregation function in the data warehouse. A count 
operation is used to aggregate the page views over the dimension time. Consequently, 
the monthly page views are the total of page views of all days in the month.  

To aggregate the fuzzy concept, the membership degrees of the Monthly Page 
Views (MPV) are calculated as the arithmetic average of the Daily Page Views (DPV) 

 

 (4)

where n is the amount of days in the month. 

3.3   Definition of Fuzzy Constructs 

One big advantage of the fuzzy data warehouse approach and the use of linguistic 
terms is that new constructs can be defined. For instance, a web analyst could define 
the fuzzy concepts “high traffic period”, “attractive web pages” (which generate high 
value for e-business) or “high visitor value” (see following Section 3.4).  

Considering the definition of time constructs, the fuzzy logic is especially suited. 
For example, it becomes not suddenly evening at 6 pm, or night at 10 pm, but human 
 

( ) ( )
∑ =

= n

i
i

ifew
few DPV

DPV
MPV

1

μ
μ



 A Fuzzy Data Warehouse Approach for Web Analytics 281 

0

T
im

e 
(h

ou
rs

 p
m

) 
 

12 1 2 3 4 5 6 7 8  9 10 11 12

µ
1

Afternoon Evening Night
a)

T
im

e 
(m

on
th

) 
 

µ
1

0
May June July August September 

High season (summer) 
b) 

 

Fig. 4. Fuzzy time constructs: afternoon, evening and night (a), and high season (b) 

beings perceive a fluent transition between afternoon, evening and night (see Fig. 4a). 
Different seasons do not start and end abruptly too, and neither do seasonal variations, 
like a high season in summer (in Fig. 4b) or winter tourism. Such fuzzy time concepts 
are interesting for web analytics, since they allow new types of analysis. For example, 
the web manager can query all web pages or visitors with many page views in high 
season or in the evening. With a sharp classification, all page views between 6 pm and 
8 pm are displayed only (but arbitrarily not these at 5.59 or 8.01!). With a fuzzy clas-
sification, already page views after 4 and until 10 pm are considered at a certain 
membership degree, or percentage (e.g. 50% afternoon and 50% evening at 5 pm).  

In Fig. 2 and 4, one dimensional fuzzy classifications are shown. If two or more 
dimensions or constructs are considered simultaneously (for instance: all web pages 
with many page views and a low bounce rate of loyal visitors in the evening), the 
operations slicing and dicing are used in data warehousing.  

3.4   Fuzzy Slicing and Dicing 

One strength of data warehouses is the possibility to provide user- or context-relevant 
information using slicing (i.e. the restriction of a dimension to a fix value) and dicing 
(i.e. the focus on a partition of the data cube). Slicing, dicing, drill-down and roll-up 
(that means dis-/aggregation) based on fuzzy logic enables the definition of extended 
dimensional concepts. For example, with the dicing operation it is possible to create 
multidimensional fuzzy segments. Since segmentation (e.g. page views segmented by 
time on site and new visitors) is a crucial task of web analytics, the fuzzy approach 
provides new insights and knowledge into website traffic and visitor behaviour.  

A promising segment from the e-business point of view is for example visitors 
with high visitor value. Visitor value is defined here as the attractiveness of a visitor 
for the website. Like customer value or customer equity, visitor value can be defined 
and measured differently, depending on the strategy or goals of a website.  

In the following example, website users may have high visitor value, if they visit a 
high number of "attractive" web pages. A web page in turn is attractive, if it generates 
high monetary or non-monetary value for the company (Table 3). Consequently, page 
attractiveness is considered here from a company’s point of view. The combination of 
the fuzzy classification of the fact page views (in Fig. 2b) and the dimensions time 
and web page (whose attractiveness is classified fuzzily and described by meta fuzzy 
tables) defines a fuzzy multidimensional classification space in Figure 5. 
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Table 3. Example of a categorisation of page attractiveness 

Attractiveness Examples of web pages 

High 

Orders and transactions pages (online shops) 
Request, submission and contact pages (forms) 
Clicks on paid content and links (banner ad) 
User generated content of high quality (e.g. ratings, reviews) 

Medium 

User registration and user profile 
Subscriptions to newsletter and RSS feeds 
Recommendation pages (e.g. "send this page" ,"tell a friend") 
Downloads or printouts of files and documents 

Low 
Information pages 
Homepage and entry pages 
Exit pages 
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Fig. 5. Visitor value is defined by the fact page views and the dimension web page, whereby the 
visitor value is high if a visitor has viewed many attractive web pages (in Table 3). That means 
that class C1, which can be considered as a fuzzy segment, has the highest visitor value and C9 
the lowest. Note that the page attractiveness is defined in the meta fuzzy tables as well as its 
membership degrees. In the fuzzy data warehouse model, an operation over several dimensions 
(here: web page and time) is called fuzzy dicing. Visitor value can be dynamically analysed and 
aggregated over time from day to week, month and year as defined in formula 4.  

4   Use of Fuzzy Web Analytics for the Knowledge Society 

4.1   Acquiring Knowledge about and from Website Visitors 

By analyzing the sources of the traffic (see Fig. 6), often visited web pages, users’ 
interactions, their search requests on the website, and the keywords in referred search 
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engines, web analytics and fuzzy data warehousing provide valuable insights about 
the characteristics and the information demand of visitors. It is possible to constantly 
gain knowledge about the motivation and behaviour of users. This enables an im-
provement of website quality, for instance by providing visitor-oriented content, high 
information quality and a user-friendly navigation or structure. Web analytics can 
therefore support the detection of problems and failures of a websites’ usability (e.g. 
by analyzing the bounce rates). This approach complements the methodology to 
evaluate and measure the usability proposed by [19] at the WSKS 2008.  

 
  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 6. With the map overlay of Google Analytics [8], analysts know from which continent, 
countries and cities visitors come from. In addition, it can be analyzed which language they 
speak and which web pages they visited: when, how often, how many and how long. 

4.2   Web Analytics as a Measurement System of Knowledge Demand 

Websites provide knowledge and digital content by web publishers, or in the Web 2.0 
also User Generated Content (UCG) by contributors. Knowledge workers and web 
managers need to know, which information and knowledge offers has been accessed, 
to align this offer to the knowledge demand. Web analytics is thus an information and 
knowledge measurement and management system to analyze and survey the demand 
of knowledge. Measuring how knowledge is consulted provides additional value.   

4.3   Creating Knowledge Using Web Usage Mining 

Web Analytics as a knowledge measurement and management tool not only generates 
information or knowledge about and from visitors and online customers. Additional 
knowledge derived from patterns can also be created for website quality improvement 
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using web usage mining. Web usage mining is a part of web mining, beside web  
structure and content mining [20, 21]. It refers to discovery and analysis of patterns in 
click-streams and associated data collected or generated as a result of user interactions 
with web resources on one or more websites [22]. A common web usage mining task 
is the analysis of associations between visited pages [23].  

From an e-marketing point of view, for instance, it is interesting to know which 
web pages visitors viewed, before they visited the online shop or another attractive 
web page of Table 3. Web usage mining can also be used for individual marketing to 
provide personalized content or recommendations and to build web ontologies.  

By applying common data mining techniques [see e.g. 24], or an inductive fuzzy 
classification approach proposed by [25], meaningful clusters and relations between 
different web metrics can be detected and used for web analytics.  

4.4   Critical Remarks 

Theoretically, each action of users can be tracked and stored. However, it should not 
be the aim of web analytics, data warehousing and web usage mining, to x-ray, tail or 
even control visitors, but to understand and use web data to serve the users in their 
own interests. It always has to be declared on the website that and how web analytics 
software or web usage mining is used, and for what purposes. 

In addition, data managers have to protect web data from attacks, abuses or  
loss (keywords: data protection and data security). Open information and honest 
handling and management of collected data provide and maintain confidence of  
users and online customers. Not declaring the gathering and storing of user and  
usage data will lead to a loss of trust and will be therefore counterproductive for the 
website. 

5   Conclusion and Outlook 

In our information and knowledge society, websites create value both for their visitors 
and operators. Web analytics provide insights and knowledge about added value, the 
traffic on the website and about the behaviour of visitors or customers on web pages, 
in order to control and optimize website success.  

However, sharp classifications of web metrics are often inadequate, as academic 
research shows. Therefore, this paper proposes a fuzzy data warehouse to overcome 
the limitations of sharp data handling in web analytics and information systems.  

A fuzzy data warehouse is a powerful instrument to analyze web metrics and  
other performance measures in different granularity and from various dimensions, 
using slicing or dicing operations. The fuzzy data warehouse model allows an  
extension of classical performance indictors in a way that descriptive environmental 
information can be directly integrated into the querying processes using linguistic 
variables. 

The research center Fuzzy MarketWing Methods (www.FMsquare.org) applies  
the fuzzy classification to data base technologies and marketing. It provides  
several open source prototypes and is open for collaboration with researchers and 
practitioners. 
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Abstract. This paper speculates about the future of LMSs considering the up-
coming new learning applications and technologies, and the different attitudes 
of learners and teachers, given their technological background described using 
the digital natives and immigrants metaphor. Interoperability is not just a nice to 
have feature, but a must have features for LMS if these systems are going to be 
the common place where the ICT empowered learning innovation happens. Af-
ter analyzing some standards and initiatives related to interoperability on LMS, 
the authors present an overview of the architecture for interoperability they  
propose. This architecture is being implemented for the well known Open 
Source LMS Moodle.  
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1   Introduction 

1.1   The LMS, the Dinosaur and the Meteor 

ELearning has experienced an extraordinary growth over the last years, learning para-
digms; technological solutions, methods and pedagogical approaches have been  
developed, discarded and adopted. We have reached a point in time when most of 
learning institutions have adopted the use of Learning Management System (LMS) 
software, either from commercial vendors or Free Open Source Communities. LMS 
have reached the balance to meet the structure and (traditional) ways of schools,  
universities and other educational institutions.  

As Dr Charles Severance [1] (founder of the Open Source LMS Sakai and cur-
rently working for IMS) states: LMS “are all mature enough that the majority of 
faculties and student users are generally satisfied regardless of which system cho-
sen”. It seems that LMS systems have achieved a stability and maturity, a Golden Age 
of LMS; LMS adopt each other's features and are slowly beginning to look like clones 
of one another. Severance wonders if this stable ecosystem of LMS is waiting to  
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become extinct by a meteor strike. We expect that meteor strike will be a set of dis-
ruptive learning innovation practices that do not fit inside the bounds of the current 
crop of LMS (Moodle, Sakai, Angel, Blackboard) [1].  

The disruptive changes may strike from one of several directions. (1) The new 
generations of mobile devices have escaped from the fences that telecommunications 
operators have been erecting for so long, and becoming platforms opened to software 
developers ready to create great mobile learning applications.  The same thing applies 
for the next generations of game consoles and all sorts of gadgets that surround us in 
our digital life, ready to be part of our learning processes. (2) The so-called Web 2.0 
which is not really a new technology, is the way that people have decided to relate to 
their peers through technological means: an enhanced way to relate to others, pro-
duce, share and consume information. Relations among students, production and 
consumption of information are the basic tools of education. Thus Web 2.0, and other 
extensions such as Virtual Worlds [2], are influencing already the way we teach and 
learn. And (3) finally there is learning content and the producers of learning content. 

Nowadays there are mostly two kinds of educational content: The content owned 
and distributed commercially buy publishers, and the Open Educational Resources 
such as the Open Courseware initiatives from MIT (http://ocw.mit.edu ), UOC 
(http://ocw.uoc.edu ) and others. According to Severance “There is a significant un-
solved problem when moving course information between Learning Management 
Systems and Open Educational Resources. There is a similar tension moving course 
content between commercial publishers and LMSs. [...] The meteor strike will happen 
when the owners and holders of content tire of the current situation and decide to take 
the initiative and simply change the rules of the game.” [1]. 

The LMS can be a tool to spread learning innovation. Because most of teachers 
and learners use them at some level or sometimes because its mandatory. Anyway the 
LMS is a common ground for teachers and learners. We think that the right approach 
to spread innovation and transform learning will actually come from within the LMS 
itself.  

To avoid extinction or becoming a barrier for the spreading and adoption of learn-
ing innovations or contents, LMS need to evolve and adapt to what is coming next. 
But, what kind of evolution are we talking about? Is it about features? No. It is about 
flexibility and interoperability. 

1.2   The Common Ground for Digital Natives and Digital Immigrants 

LMS are on the right track to meet the needs of the learning institutions [3]: integra-
tion with back office systems, library repositories, academic portfolios, semantic 
syllabus etc.  

But, learning does not happen in the institution "management" of learning, it hap-
pens among students and teachers using whatever technology and resources they find 
and use in their learning.  

Teachers usually like the web based LMS, sometimes they even love them!. The 
Open Source LMS Moodle (http://moodle.org) is a vivid example of this. Moodle is 
created and maintained by a huge community (more than half a million members 
worldwide) of developers and users (most of them teachers). Teachers, developers 
and institutions share experiences and enthusiasm about using Moodle in Moodlemoot 
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conferences (http://moodlemoot.com http://moodlemoot.net) that gather hundreds of 
people in many countries every year. The Universitat Politecnica de Catalunya de-
cided on 2004 to use Moodle as its corporate LMS (http://atenea.upc.edu) and found 
out that several teachers had already started their own Moodle installations, even 
some of them where active members of the early Moodle community. As other uni-
versities have reported on Moodlemoot conferences this is a common fact. Even the 
teachers who do not do learning innovation using ICT, after a painful process of adop-
tion, consider a web based environment to be useful to get information about their 
students, distribute some power point files and grade the students.  

Students usually do not have problems using ICT tools in their learning. Some stu-
dents fall in the category of digital natives, introduced by Prensky [4], as opposed to 
the rest of students and most of the teachers who are digital immigrants. 

Digital natives are those users who were born in the digital age and who are per-
manent skillfully users of new technologies. Digital natives feel attracted to new tech-
nologies. They satisfy their needs in many ways. They quickly gain expertise in the 
use of every kind of devices; they are at ease in any situation that implies their use, 
they look for new services and they use each new service to reach their targets.  

According to Presnky, when digital natives involve in learning processes tend to: 

1. Learn without paying attention; introduce learning elements, resources 
such as games. 

2. Learn from other contexts, mobile devices, game consoles, digital televi-
sion, etc. 

3. Use of multimedia tools in learning such as contents trough podcasts 
4. Include social software in learning process, integration of tools such as 

Facebook in learning platforms. 
 

On the other hand digital immigrants were not born immersed in a ICT-saturated 
environment, and had to adapt themselves to new technologies in their lives and their 
learning (and teaching) processes. What do digital immigrants want? 

   1. A guided learning process and not necessarily shared or parallel. 
   2. Integration of tools they usually use in the new LMS contexts. 
   3. Ease the integration of back office tasks with the LMS. 
   4. Possibility to control from a single environment regardless of the activity in 

which the device is carried out. 

ICT empowered learning innovation is likely going to come from the side of the 
digital natives users. While the digital immigrants learners will have to make their 
best to keep the pace, digital immigrant teachers might prefer to stay in the environ-
ments they know and feel comfortable.  

This could create a big gap between teachers and learners, leading to a scenario 
where students might feel that they can learn better on their own way, using Open 
Educational Resources, Web 2.0 technologies and other sources of information.  

But, right now the LMS are the common ground for digital natives and immigrants 
in the community of learners and teachers. If LMS can evolve to be able to embrace 
new kinds of practices, applications and technologies then, the LMSs can be a very 
valuable tool for integration and diffusion of new practices where all users can find 
their place.  
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1.3   The Missing Piece 

The missing piece in today LMSs is interoperability. Using interoperability methods, 
LMS will be able to easily integrate and share information and services with other 
applications, platforms and even other LMS. The rest of this paper is about this mat-
ter. We will discuss about interoperability, we will review the standards being devel-
oped and adopted and some related projects.  

2   Interoperability in Learning ICT Environments  

2.1   Introduction 

New generations of learning applications are rapidly emerging. For example, game-
based learning has a huge potential in the learning process of children, adolescents 
and even grownups (for example Big Brain Academy), and has been an important 
field of research since late 1970s [5]. More recent studies [6], [7] explore the potential 
of using game consoles and other portable devices such as Nintendo DS or Play-
Station Portable for education purposes since children spend so much time with these 
devices. Game players can learn to do things such as driving a car, but deeper inside, 
they learn thinks such as take information from many sources and make decisions 
quickly, deduce the games rules rather than being told, create strategies, overcome 
obstacles or learn to collaborate with others though the Network. 

Other learning applications use portable technology such as digital cameras, mobile 
phones, MP4 players, or GPS devices to enhance the learning process. These applica-
tions are often called mobile learning (m-learning) applications. Although mobile 
learning is in its infancy, there are many experiences using mobile technology [8]. 

Blogging, wikis, podcast, screen-cast, contents from YouTube, Google Maps, pic-
tures in Flickr, and social interaction in Facebook or Twitter, are common sources of 
information used by students while they learn or work in their assignments.  The con-
sumers of these applications are the digital natives, children who have lived all their 
lives with technology.  

Right now we can find lots of learning applications, like the ones described in the 
previously, living outside the LMS ecosystems (Mobile applications in particular). 
Teachers willing to innovate are using applications and technologies not supported by 
their institution LMS, and by doing so they are taking their students outside the virtual 
campus. Thus the students need to go to several different sites (using different  
usernames and passwords) in a scrambled learning environment. This may cause 
confusion and frustration to students.  

We need to allow the use of these new kinds of learning technologies and applica-
tions inside the LMS. To incorporate the new generation of learning applications 
inside the LMS there is a need for interoperability between systems. 

2.2   The SOA Approach to Interoperability 

Interoperability is defined by IEEE as “the ability of two or more systems, or compo-
nents to exchange information and to use the information that has been exchanged” 
[6]. The IEEE definition for interoperability is 16 years old, and nowadays software 
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systems can do more things together than just exchange information, for example 
share functionality. The Open Knowledge Initiative (OKI) offers a new definition for 
interoperability: “the measure of ease of integration between two systems or software 
components to achieve a functional goal. A highly interoperable integration is one 
that can easily achieved by the individual who requires the result”. According to this 
definition, interoperability is about making the integration as simple and cost effective 
as technologically possible [9].  

One new approach to reach interoperability between different systems is the Ser-
vice Oriented Architecture (SOA). The Service Oriented Architecture (SOA) is a 
software engineering approach that provides a separation between the interface of a 
service, and its underlying implementation. For consumer applications of services, it 
does not matter how services are implemented, how contents are stored and how they 
are structured. In the SOA approach consumer applications can interoperate across the 
widest set of service providers (implementations), and providers can easily be 
swapped on-the-fly without modification to application code.  

SOA preserves the investment in software development as underlying technologies 
and mechanisms evolve and allow enterprises to incorporate externally developed 
application software without the cost of a porting effort to achieve interoperability 
with an existing computing infrastructure. 

For the previous reasons the authors believe that a SOA architecture can be used to 
provide interoperability between LMS and new generation of learning applications. 
Using a SOA architecture to integrate new generation of learning applications into the 
Web-based LMS, we will get the following benefits: 

1. The students could use the new generation of learning applications in the 
learning process. 

2. The teachers could use the Web-based LMS they are used to, to create new 
tasks for their students. These new tasks may be done using an external  
application from the LMS interface.  

3. The use of external applications from the LMS would be done from a consistent 
software interface that would not create confusion to students and teachers. 

2.3   Interoperability Specifications 

2.3.1   The Open Knowledge Initiative 
The Open Knowledge Initiative (OKI) was born in 2003 with the purpose of creating 
a standard architecture of common services across software systems that need to 
share, such as Authentication, Authorization, Logging [9]. The OKI project has de-
veloped and published a suite of interfaces know as Open Service Interface Defini-
tions (OSIDs) whose design has been informed by a broad architectural view. The 
OSIDs specifications provide interoperability among applications across a varied base 
of underlying and changing technologies. The OSIDs define important components of 
a SOA as they provide general software contracts between service consumers and 
service providers. The OSIDs enable choice of end-user tools by providing plug-in 
interoperability. OSIDs are software contracts only and therefore are compatible with 
most other technologies and specifications, such a SOAP, WSDL. They can be used 
with existing technology, open source or vended solutions.  
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Each OSID describes a logical service. They separate program logic from underly-
ing technology using software interfaces. These interfaces represent a contract  
between a software consumer and a software provider. The separation between the 
software consumer and provider is done at the application level to separate consumers 
from specific protocols. This enables applications to be constructed independently 
from any particular service environment, and eases integration. For example, services 
such as authentication are common functions required by many systems. Usually each 
application has built their own unique solution to this specific function. As a result the 
authentication functions are implemented in many ways and this results in informa-
tion being maintained in different places and adding barriers to reuse. The OKI ap-
proach separates the authentication function from the rest of the system and provides 
a central authentication service for all the applications. 

OKI describes with OSIDs the basic services already available in e-learning plat-
forms. Among others, these basic services used by many e-learning platforms are 
described in the following OKI OSIDs: 

• The authentication OSID is used to register a new user or to know if the user 
is connected to the system. This is a basic service in any software system.  

• The authorization OSID is used to know if a user has rights to access a ser-
vice or function. This service is necessary in any system using roles. 

• The logging OSID is used to capture usage information. It is useful to know 
how the system is working for system diagnostics and performance. 

• The internationalization OSID is used to change the language of the applica-
tion or add new languages.  

• The configuration OSID is used to change configuration parameters. 

Thus using the OKI OSIDs has the following advantages:  

• Ease to develop software. The organization only has to concentrate in the 
part of the problem where they can add value. There is no need to redo 
common functions among the systems. 

• Common service factoring. OKI provides a general service factory so that 
services can be reused.  

• Reduce integration cost. The current cost of integration is so high that pre-
vents new solutions from being easily adopted. OSIDs are a neutral open in-
terface that provides well-understood integration points. This way there is no 
need to build a dependency on a particular vendor. 

Software usable across a wider range of environments, because OKI is a SOA ar-
chitecture. But OKI still has a long way to go before becomes a de facto standard of 
interoperability. So far about 75 projects have implemented the OSIDs and given 
feedback to the OKI community process. 

2.3.2   The IMS Global Learning Consortium Initiatives for Interoperability in 
Learning Systems 

The IMS Global Learning Consortium is also working since 2005 in standards to-
wards interoperability and integration of learning services and systems. The IMS 
Abstract Framework is set of (abstract) specifications to build a generic e-learning 
framework, which might be able to interoperate with other systems following the IMS 
AF specifications. IMS AF describes a e-learning system as the set of services that 
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need to be offered. IMS AF is a standard that can be complemented by the OKI 
OSIDs because OKI provides more specific information about the semantics of the 
services, how to use them and in what kind of situations they could be used. IMS also 
defines the IMS Learning Technologies for Interoperability. While IMS AF and OKI 
work on the exchange of information and services, IMS Simple LTI developed under 
supervision of Dr. Charles Severance, focuses on the process on how a remote tool is 
installed on a web based learning system [10].  

The OSIDs tells us how to exchange information between the LMS and an exter-
nal learning application, but how will the teacher and the student reach the application 
form the LMS? These kinds of proxy bindings are described by the IMS LTI 1.0 and 
2.0 standards. Another initiative from IMS towards interoperability is the IMS Learn-
ing Tools for Interoperability (IMS LTI). The basic idea of IMS LTI is that the LMS 
has a proxy tool that provides an endpoint for an externally hosted tool and makes it 
appear if the externally hosted tool is running within the LMS. In a sense this is kind 
of like a smart tool that can host lots of different content.The proxy tool provides the 
externally hosted with information about the individual, course, tool placement, and 
role within the course. In a sense the Proxy Tool allows a single-sign-on behind the 
scenes using Web services and allows an externally hosted tool to support many dif-
ferent LMS’s with a single instance of the tool. 

The IMS LTI 2.0 architecture focuses on the launch phase of the LMS-to-tool in-
teraction. The launch accomplishes several things in a single Web service call: 

• Establish the identity of the user (effectively like a single sign-on). 
• Provide directory information (First Name, Last Name, and E-Mail ad-

dress) for the user. 
• Indicate the role of the current user whether the user is an Administrator, 

Instructor, or Student. 
• Provide information about the current course that the Proxy tool is being 

executed from such as Course ID and Course Title. 
• Provide a unique key for the particular placement of the Proxy Tool. 
• Securely provide proof of the shared secret. 
• Hints as to display size. 
• An optional URL of a resource, which is stored in the LMS – which is 

being provided to the external tool as part of a launch 

2.4   SOA Initiatives 

There have been several initiatives to adapt SOA services for LMS and the integration 
of external applications into the LMS [11], [12], [13]. 

But, the previous initiatives have the following limitations: 
• A defined application domain. Not all LMS services are provided, only 

those which are useful to a specific application domain. 
• Unidirectional Interoperability. Architectures work only in one direction, 

which is, provide information from the LMS to other applications or in-
tegrate it with other tools. It not possible to provide information from ex-
ternal applications to the LMS. 

• Interoperability Specifications. Definition of a service structure that does 
not use specifications for interoperability. 
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3   Adding SOA Interoperability to LMS: An Architectural 
Proposal 

LMS are web-based applications. Their purpose is to present information in web pages, 
and most of them have been designed and developed when the current trends of web 
design (XHTML 1.0, CSS, AJAX) had just been proposed and therefore are not sup-
ported by the existing browsers. So, the internal design of most LMS is intended to do 
just that: serve web pages; not to provide services to be consumed by third applications 
or to consume external services and provide them as if they were their own services.  

The authors have been working on way to adapt an LMS software to provide ser-
vices to be consumed by third applications or to consume external services, and pro-
vide external services as if they were LMS own services. Out of this work we have 
defined a SOA architecture that tries to integrate the existing external educational ap-
plications with existing LMS. This architecture can also be used to extend the LMS 
resources and activities to other applications, such as mobile-learning applications [14]. 

 

Fig. 1. Architecture to integrate LMS with external mobile applications 

The architecture has the following elements: 

1. If needed, a refactored version of the LMS core providing a clear layer 
with the basic services of the LMS.  

2. A web-service layer that provides the basic services  (such as authentica-
tion, authorization or course enrollment). These services are used by exter-
nal applications using a web-service layer. This web-service layer is based 
on the OKI OSIDs. While layer 1 is specific to each LMS, the second layer 
just provides services defined by the OSID’s and behind this layer any 
LMS could be working. This layer provides a framework for application 
developers that allows to integrate their work with any LMS, not just one.  
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3. A web-service consumer on IMS LTI 2.0 to integrate (launch) external 
educational applications within the LMS.  

The proposed architecture presents important advantages such as: 

1. LMS independence. The webservice layer defines the necessary services 
to access contents and activities in any LMS, because it is based on the 
OKI OSIDs. The only thing to do is the implementation of this WS layer 
on a specific LMS.  

2. Mobile device or other platforms independence. Any kind of mobile de-
vice (or other devices) can be used as a client application (i.e, cell 
phones, tablet PC, One Laptop per Child). It is possible to have different 
implementations in different clients.  

3. External application independence. The architecture is independent from 
the external applications that need to be integrated with the LMS.  

This architecture will come in Moodle 2.0, due to the collaboration between the 
group of UPC and Moodle.org and Moodle.com. 

4   Conclusions 

The work being developed with the Moodle community will become a widespread refer-
ence implementation of interoperable LMS platform. Te work for the Moodle commu-
nity is based on several standards and can lead to more implementations and compatible 
developments. The authors are also working on related open sourced projects oriented to 
implement mobile applications plug-gable to this interfaces build on Moodle. These 
projects use the SOA architecture, to expand LMS services to many scenarios (such as 
mobile learning) and allows the integration of different system, overcoming an inherent 
problem of many current e-learning standards based on data exchange [15]. We hope this 
might lead to the development of Mobile Learning applications strongly integrated with 
the LMS and thus with a greater potential of application and adoption. 
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Abstract. e-Government portals suffer from various shortcomings, such as the 
lack of formal service models for documenting services, the complexity of the 
user interfaces, the badly structured content etc. In this work we start from a 
mature model for modelling public services and employ semantic and Web 2.0 
technologies in order to develop a citizen-centric e-Government portal. Content 
managers are provided with a mechanism for adding structured service descrip-
tions. A rich user experience has been created for all the users of the portal. The 
user interface can be personalized, visual browsing mechanisms and efficient 
search mechanisms have been implemented on top of the underlying service re-
pository. Structured service descriptions, which are semantically annotated us-
ing the RDFa mechanism, are made available to the users. In addition, the users 
can annotate the service descriptions using tags similar to what is currently 
done for popular Web 2.0 portals and the portal also logs the users’ behaviour 
when using the portal. Hence, user-defined service metadata are created, which 
then support service and tag recommendation mechanisms.   

Keywords: Web 2.0, e-Government, social, semantic, annotation, tag, GEA. 

1   Introduction 

During the last years, governments have made significant efforts for improving both 
their internal processes and the services they provide to citizens and businesses. This 
led to several successful e-Government applications (i.e. see www.epractice.eu). One 
of the most popular tools that were used by governments in order to modernize their 
services and make them accessible is e-Government portals, i.e. [1].  

Nevertheless, most of these efforts did not succeed and according to a Gartner 
study [2] “most e-Government strategies have not achieved their intended objectives 
and have failed to trigger sustainable government transformation that will ultimately 
lead to greater efficiency and citizen-centricity”. 
                                                           
* This work is supported in part by the SemanticGov (www.semantic-gov.org) and the  

Ecospace (www.ip-ecospace.org) FP6 projects. 
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The problems and the obstacles that prevented e-Government efforts from taking 
up are both organizational as well as technical. As governments are complex organi-
zations with numerous diverse activities, we have to scope our discussion to  
e-Government service portals and examine the problems that they face.  

First the lack of mature public service models hinders domain as well as technol-
ogy experts from grasping a deep understanding of public services and tackling with 
their inherent complexity [3]. Having a coherent model to document services is neces-
sary if these services are to be offered electronically. Such a model contributes to-
wards the homogenization of public services descriptions and facilitates the sharing 
and reuse of these descriptions. Governmental portals will have services described in 
a common way, thus enabling interoperability and cross-portal querying. The model 
facilitates the discovery of public services which are available online supporting com-
plex queries and advanced search options.  

Technical and design issues, such as the lack of metadata or the complex user  
interfaces and the stovepipe information system implementations, also hinder  
e-Government efforts. It is interesting that only 14% of the citizens who use govern-
mental portals were always able to find the information they were seeking [4]. Cur-
rently, public services are categorized in e-Government portals following a yellow 
page directory approach, where hierarchical category trees are used in order to organ-
ize the services’ space.  

In this work we are investigating how Semantic Web and Web 2.0 technologies 
can be combined with a mature model for public services, thus allowing governments 
to improve the quality of service provision and create what is currently known as  
a rich user experience. In particular, this work aims at the development of an  
e-Government portal which will:  

• Support the documentation of services following a standard public service 
model and make available structured service descriptions that are both hu-
man as well as machine understandable.   

• Allow citizens to have an active role, contrary to what was the common prac-
tice until now, and let them describe the services in their own terms, thus 
bridging the service discovery gap [5]. 

• Allow citizens to search for public services using user friendly, efficient and 
easy to use mechanisms, thus facilitating the service discovery problem.  

• Improve the citizen’s experience in the portal by means of personalization 
and recommendation mechanisms.  

The rest of the paper is organized as follows. Section 2 discusses related efforts. 
Section 3 presents the architecture of the portal and the different types of users sup-
ported by the portal. Details on the functionalities of the portal are given in section 4. 
The evaluation of the portal is discussed in section 5. Section 6 concludes the paper 
and discusses possible research directions. 

2   Related Work 

Our portal tries to improve existing e-Government portals. We refer here to two na-
tional e-Government portals, which have been awarded as best practices.  
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KEP (http://www.kep.gov.gr) is the Greek Government’s point of reference for its 
citizens. It makes available online descriptions of public services and makes it possi-
ble to submit electronic applications for some of these. KEP was given a Good Prac-
tice award by EU in 2007. Nevertheless, the content of the portal is not homogenized; 
the descriptions are not always complete and are usually hard to understand. Finding 
something in the portal can be quite a challenge as information about services is  
structured as a yellow-page directory.  

Citizens Information (http://www.citizensinformation.ie/categories) is an Irish e-
Government portal that provides public service information for Ireland. In 2007 Citi-
zens Information won a World Summit Award. Services are organized either from 
generic ones to more specific or based on life events.  

Our work is influenced by Web 2.0 platforms and tries, where applicable, to trans-
fer best practices to the eGovernment domain.  Table 1 shows the main functionalities 
of three major Web 2.0 portals, namely YouTube, Flickr, and Del.icio.us, and  
indicates whether these have been implemented in our portal.  

It is worth mentioning, that unlike other Web 2.0 platforms, where all users are al-
lowed, if not encouraged to add content, in our case the users add metadata to de-
scribe the content, but the content itself, namely the service descriptions, is added 
only by the service providers. At a later step, though, these service descriptions are 
enhanced by user-defined metadata.  

Table 1. Web 2.0 portals and the GEA eService Tool 

Web 2.0 
Platforms 

Users’ 
Profile

Upload 
Content 

Add 
Comments

Rate 
Content

Keyword 
Search 

Tag 
Content

Recommend 
Tags 

Browse 
Using Tag 

Clouds 

Access 
Related 
Content 

YouTube × × × × × ×   × 
Flickr × × ×  × ×  ×  

Del.icio.us ×    × × × ×  
GEA eService 

Portal 
× × 

  
× × × × × 

3   Architecture of the GEA eService Portal  

In order to address our objectives we have designed and implemented an e-
Government service portal which capitalizes on Semantic Web and Web 2.0 tech-
nologies and makes available public service descriptions based on the Government 
Enterprise Architecture Public Service Model [6], [7]. Thus, we call this portal “GEA 
eService Tool”. The conceptual architecture of the system consists of the following 
three layers: 

The users interact with the portal through the user interface layer so as to use the 
desired functionalities. As explained later in detail four different types of users have 
been identified and the user interface is adapted according to these types.  

The application layer implements the business logic of the portal and provides its 
main functionalities. It is modular and comprises of set of components, which inter-
operate in order to implement the various functionalities of the portal, which are  
described in detail in section 4.  
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Finally, the content of the portal, e.g. service descriptions, tags etc, is stored in the 
underlying repository.  

The portal has been developed using Drupal (http://drupal.org/), which was se-
lected as it provides good support for Web 2.0 and Semantic Web technologies and 
has a very active developers’ community. 

The “GEA eService Portal” distinguishes the users into the following four catego-
ries and makes available different functionalities to each type of users: 

a. Anonymous Users. They are the citizens that visit the portal without having 
registered. They can only browse and read the content of the portal.   

b. Authenticated Users. They are the citizens that have registered in the portal.  
Authenticated users can take advantage of the additional functionalities, such 
as annotating the portal’s content or getting recommendations about services.  

c. Content Managers. They are the civil servants that are responsible for man-
aging the content of the portal. They add and update the service descriptions 
that are made available by the portal. For that purpose, they use a  data entry 
wizard which is based on GEA Public Service Model.  

d. System Administrators. They are the administrators of the portal and their 
main task is its technical maintenance, i.e. they ensure the faultless operation 
of the system, they add/remove functionalities etc. They can also monitor the 
users’ behavior and have access to statistical information with respect to the 
portals usage (e.g. page hits), the pages accessed more frequently, the most 
active users, the pages that have been recently visited etc.  

The four user types led us to a role-based grouping of the portals functionalities. 
Nevertheless, the focus of this work is primarily on showing how semantic and Web 
2.0 technologies enhance service provision and search and offer a rich user (in our 
case citizen) experience. Thus, we will limit our discussion only to those functional-
ities provided to citizens (either anonymous or authenticated users) which are based 
either on semantic or on Web 2.0 technologies.  

4   Functionalities Provided to the Citizens 

This section discusses the functionalities that are provided either to anonymous or 
authenticated users or to both of them.  

4.1   Searching for Services and Finding Service Information 

The portal goes beyond simple keyword search and supports advanced search func-
tionalities. Thus, both anonymous and authenticated users can use multiple search 
criteria and combine them with logical operators such as AND, OR etc. They can also 
use the guided search, which is an inherent Drupal functionality tailored to our needs, 
where the search results can be stepwise refined using different attributes of the ser-
vice descriptions. When a service is found, then the service description is presented 
either as a structured online report, which follows the GEA Public Service Model, or 
visually as shown in Fig. 1 [8]. In both cases the citizens access information such as 
the service description, the cost, the inputs and outputs, the service provider etc.  
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The structured online reports produced by the portal make use of the power of se-
mantics. In fact we have followed the popular slogan “a little semantics goes a long 
way”. Therefore, all the reports are implemented as XHMTL pages which are then 
annotated using the RDFa mechanism. RDFa allows embedding RDF triples into an 
XHTML document. Thus, every XHTML report contains a set of RDF triples each of 
which has as subject the URL at which the service is invoked and as object either a 
URI or a URL to a resource, depending on the predicate [9]. The predicates of the 
triples come from two different service models, SAREST [9] and an implementation 
of the GEA Public Service Model in OWL. 

 

Fig. 1. The visual representation of the “Naturalization of adult alien” service 

<div xmlns:sarest=”http://knoesis.wright.edu/srl/sarest” 
     xmlns:islab=”http://islab.uom.gr”>

<div about="http://islab.uom.gr/Naturalization">The Greek Naturalization public 
service is provided by the <div rel=“islab:serviceprovider”

resource=”http://islab.uom.gr/gea.owl#Prefecture”/> Regional 
Authorities and belongs to the <div rel=“sarest:domain-rel”  

resource=“
http://islab.uom.gr/gea.owl#SubDomainCommunityAndSocialServices”/>
Community and Social Services domain </div>

 

Fig. 2. Semantically annotated service description for the Greek Naturalization public service 

SA-REST could not meet our needs when it came to annotating domain specific in-
formation such as input documents, service providers etc. Domain specific semantics 
were required in that case and this is why the implementation of the GEA Public Ser-
vice Model in OWL was used. This combination allowed us to semantically annotate 
all important attributes of a public service, such as input/ output documents, the ser-
vice providers, the tags, the place from which the public service is invoked etc. An 
example of a semantically annotated service description for the Greek Naturalization 
public service is presented in Fig. 2. The annotation process is transparent to the user. 
The semantically annotated reports are then interoperable and can be crawled and 
used by Semantic Web search engines. 
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4.2   Social Annotation of Services 

One of the main principles on which our portal is built is that the users are not passive 
information recipients, like in typical e-Government portals, but they participate ac-
tively and express their view on the services offered through the portal.  

This practically means that the service descriptions that the content managers add 
in the portal are enhanced with additional user-defined metadata, which come from 
the users either directly or indirectly.  This implements what is defined as the Social 
Contract in [10]. In order to facilitate the direct input of user-defined metadata, a 
tagging mechanism has been implemented. Thus, the authenticated users can describe 
any service using a comma-separated list of tags. A snapshot of this is presented in 
Fig. 3. The recommended tags and the tag cloud of the service are also shown.  

 

Fig. 3. Snapshot of the tagging process 

In order to support the tagging process a tag recommendation mechanism has been 
implemented, which suggests to the user tags that: 

a. have already been used in order to annotate a service. This reduces lexical 
variations (e.g. plurals, capital letters, abbreviations etc.), spelling errors etc.  

b. are popular for this service, i.e. the tags that have the highest frequency.  
c. belong to the same tag cluster with the popular ones.  

Many researchers suggest tag recommendation mechanisms in order to enhance 
tagging systems. The tagging services of popular Web 2.0 platforms are discussed in 
[11]. Some of these approaches, e.g. [12] and [13], use the idea of “virtual” users and 
reputation scores. Thus, they recommend meaningful tags based on the content and 
the context of the resources to be annotated, the users’ reputation and their prefer-
ences. Others, such as [14] and [15] use graphs for recommending tags. The tag space 
is represented as a graph and algorithms such as [16] are used to cluster the graph. 
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Tags that belong to the same cluster are candidate for recommendation. In [17], [18], 
they convert the folksonomy into an undirected graph and then apply FolkRank in 
order to generate recommendations. In a similar line of work, in [19] folksonomies 
are represented as hypergraphs with ternary edges where each edge indicates that an 
actor associated a certain concept with a particular instance. After applying network 
analysis techniques, clusters that contain semantically related tags are created. 

We have implemented the approach proposed by [20], where they try to find the 
semantics behind the tag space in social tagging systems. Their approach consists of 
three steps: preprocessing, clustering and concept/relation identification. Firstly, the 
tag space is cleaned up by filtering out nontrivial tags, grouping together morphologi-
cally similar tags and not taking into consideration the infrequent ones or those which 
stand in isolation. Then, statistical analysis is used so as to define groups of possibly 
related tags. The clustering methodology is based on co-occurrence and the angular 
separation is used for clustering. After the refinement of the clusters, information 
from Swoogle and external data (Wikipedia, Google) are used for specifying the dis-
covered relationships. We have not implemented this last step yet.  

We decided to implement this approach for a number of reasons. The co-
occurrence is widely used while creating clusters of the tag space and is a measure 
that provides valuable input for algorithms to extract taxonomic relationships between 
tags [21]. Also, the angular separation is believed to be more suitable when compared 
with other metrics such as Euclidian and Manhattan, which are more sensitive to 
significant variations in a few elements than little variations in a large number of 
elements. Moreover, angular separation is less complex than similar metrics such as 
correlation coefficient and is the measure to choose when one would like to discover 
synonyms [21]. Another strong point of this clustering technique is that it is not nec-
essary to determine a priori the total number of the clusters, unlike k-means or other 
clustering algorithms. Lastly, we believe that this approach offers a fair trade-off 
between complexity and quality of results.  

Hence, in order to create tag-clusters, we first had to perform a statistical analysis 
of the tag space so as to determine clusters of possibly related tags. The relations 
between tags were detected based on their co-occurrence. This resulted in the creation 
of a co-occurrence matrix, where every column/row is a vector which corresponds to 
one of the tags. We calculated the similarity between two tags using the angular sepa-
ration. Afterwards, we determined a threshold so as to filter out pairs of tags that are 
not highly similar to each other. Every pair of similar tags initiates a cluster, which 
can be extended by a tag that is computed to be similar with the rest of the tags in the 
cluster. This process is repeated for all the tags of the dataset. Whenever the tag space 
is fully checked and the cluster cannot be further extended, a new similar pair initiates 
another cluster and the algorithm starts over again till all the similar pairs are used. 
Two clusters may be (almost) identical although the initial similar pair is different. 
Thus, the three smoothing heuristics proposed by [20] are used so as to minimize the 
number of the constructed clusters.  

Before concluding this section, it should be reminded that the portal collects user 
metadata indirectly as well. This is done by monitoring the user’s behavior and identi-
fying usage patterns, for example service description b was visited after service  
description a or those that view service descriptions a and b also view service descrip-
tion c. These metadata are also used for enhancing the expressivity of the service 
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description. In order to achieve this, during every session, the system stores informa-
tion that refers to the visited pages, the browsing order and a timestamp of each visit. 
Thus, information such as the date, the exact time while the visitor access a page and 
the referrer (through which page the user accessed the current) is kept.  

4.3   Browsing the Service Repository Using Tag Clouds 

The users can browse the service repository by clicking on the tags of the tag clouds.  
Each time the selected tag acts as a filter and filters out the services that are not anno-
tated with it. The portal supports three different types of tag clouds: 

Overall Tag Cloud, which is generated from all the tags that have been added 
from every user (anonymous or authenticated) to every service. The popular-
ity of a tag, shown by its font size, indicates the number of services that have 
been annotated with it.  

Service Tag Cloud, which consists of all the tags that have been used by all au-
thenticated users to annotate a service. It appears whenever a user (anony-
mous or authenticated), accesses a service description. Here the popularity of 
a tag indicates its usage frequency for the specific service.    

Personal Tag Cloud, which includes all the tags, that an authenticated user has 
selected in order to annotate the services of his/her interest. In this case, the 
popularity of a tag indicates its importance for that specific user.  

4.4   Recommendation of Related Services 

The portal uses recommendation mechanisms in order to suggest related services 
based on the similarity of the Service Tag Clouds. Services are considered to be re-
lated when: (a) they belong to the same life event; (b) they have common characteris-
tics (i.e. input documents, service provider, tag etc); (c) they are executed sequentially 
(one after the other).  In order to compute the similarity between services the algo-
rithm proposed in [20] is used again. This time the process is based on a matrix where 
the columns are vectors that correspond to Service Tag Clouds. Afterwards, the angu-
lar separation is applied to these vectors and thus the similarity between services is 
computed. If two vectors are similar, which means that the corresponding Service Tag 
Clouds are also similar, then the services are related [5].  

5   Evaluation 

In order to evaluate the prototype of the GEA eService Tool, a set of evaluation  
activities was organized once a stable version was released. The main objective of the 
evaluation was to assess the overall quality of the portal’s user interface and function-
alities in terms of usability, efficiency and user satisfaction. For that reason, an 
evaluation workshop was organized. Approximately 20 citizens of different ages, 
sexes and backgrounds participated in the workshop. Questionnaires were prepared 
and were handed out to the participants, who were encouraged to write their opinions 
after using the portal. The questionnaires included a set of 10 questions which had to 
be answered by assigning a weight starting from 1 (not at all) to 7 (very much). 
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The results of the evaluation were very encouraging for our work. For example, 
almost 89% of the citizens liked very much the idea of implementing such a portal for 
public services. Approximately 80% of the participants were very satisfied with the 
browsing the service repository using tag clouds functionality. It is worth mentioning 
that more than 90% of the participants really liked the fact that they could tag the 
public services that they use and seemed to comprehend its added value. Finally, 40% 
of the participants needed some help in order to use the portal and another 50% of 
them encountered some problems/faults while using it.  

6   Conclusions and Future Work 

In the era of the social Web, e-Government poses new challenges with respect to 
improving citizens’ experience and transforming citizens from passive information 
recipients to active information contributors.  

In order to address these requirements, we adopted new trends, technologies and 
principles that Web 2.0 and the Semantic Web propose and developed a citizen-
centric e-Government portal. Citizen-centricity in our work is primarily supported by 
the fact that citizens can actively participate in the portal and describe the services in 
their own terms. The visual browsing of the service repository, the advanced search 
functionalities, the tag and service recommendation mechanisms and the detailed 
service descriptions enhance the citizens’ experience when using the portal. The 
evaluation results suggest that our effort is in the right direction.  

As part of our future work, we aim at dealing with the problems of synonyms and 
lack of consistency that all tagging systems face. In fact, [20] offer a solution for that 
which remains to be incorporated in our work. For example, what if a citizen anno-
tates a service with the word marriage while another uses the word wedding or what if 
s/he uses dates instead of date.  

Another possible research direction is to develop recommendation mechanisms 
that will be based on the information about the user’s behavior or on their profiles or 
even on a combination of both. For instance, if we know that after viewing the “Issu-
ing a marital status certificate” service the majority of users accesses the “Issuing a 
family allowance” service, then the system can suggest the second service as a fol-
low-up of the first one. In another example, the portal could recommend services 
based on the marital status that the citizen specified when registering, i.e. if you are 
married you are eligible for the marriage allowance.   

Concluding, it is worth mentioning that our portal is used in a pilot study and it 
will provide the infrastructure for documenting more than 100 public services  
provided by the Cypriot Ministry of Finance. A running prototype of the portal is 
available at http://195.251.218.39/cyprus/.  
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Abstract. Advanced argumentative collaboration support systems can rarely be 
found in today’s World Wide Web. This can be partially justified by the fact 
that the current Web environment - its users and available data - differs signifi-
cantly from the environments in which these systems were traditionally  
developed and used. Efforts to bring such systems to the Web must carefully 
consider how these need to change in order to be effective in the new environ-
ment. In this paper, we present how such concerns have been addressed in 
CoPe_it!, a tool that supports argumentative collaboration on the Web. Prelimi-
nary evaluation results show that the tool succeeds in meeting the challenges of 
today’s Web environment without compromising its effectiveness. 

Keywords: argumentative collaboration, incremental formalization, Web-based 
systems, CoPe_it! 

1   Introduction 

Argumentative collaboration support systems have a long history. Generally speaking, 
they offer sophisticated support for sense- and/or decision-making, and have been 
proven effective in addressing a wide range of concerns in various domains, such as 
engineering, law and medicine. The ability of argumentative collaboration support 
systems to explicate, share and evaluate knowledge makes them an important infra-
structure component in the knowledge society.  

In most cases, argumentative collaboration support systems have largely remained 
within the communities in which they originated, thus failing to reach a wider audi-
ence. When investigating how the advent of the World Wide Web affected them, the 
results are rather disappointing: only Web-based discussion forums, offering rather 
primitive support when compared to argumentative collaboration support systems, 
have successfully migrated to the Web. One key factor contributing to the wide adop-
tion of these forums is their emphasis on simplicity. On the other hand, the formal 
nature of sophisticated argumentative collaboration support systems has been pointed 
out as an important barrier to their wide adoption, and as one factor that hinders them 
to make the step towards the World Wide Web. The new landscape of the Web, as 
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shaped by the so called Web 2.0 move, is considered as a rather hostile environment 
for traditional argumentative collaboration support systems. In this new environment, 
users are moving away from formal systems that prescribe their interactions, and 
favor applications that place the control of the formalization process in their hands. 
Nevertheless, attempts to bring advanced argumentative collaboration support sys-
tems into the new Web environment have already begun to appear [1]. 

In this paper, we use the Walker’s concepts of domesticated and feral technology 
[2] to describe the current contradicting environments in which applications must 
operate, and present how CoPe_it! (http://copeit.cti.gr/), an innovative tool that sup-
ports argumentative collaboration on the Web, attempts to bridge the abovementioned 
gap. Our long term aim is to equip the Web with more powerful discussion tools, with 
which the complex problems of our society can be better addressed. 

2   The Domestic Nature of Traditional Argumentative 
Collaboration Support Systems 

Technologies have a long history in being repurposed, i.e. to be useful in ways they 
were not developed or evolved for. Aerosol was not designed to be used in graffiti or 
street art, the internet was designed for military and academic use and not to create 
today’s social communication networks, the purpose of computers never included 
individual, everyday use [2]. In order to analyze, discuss and understand such evolu-
tionary paths of technology in the context of hypertext, Walker coined the terms of 
domesticated and feral technologies [2].  

The term domesticated technology refers to technology that is tamed, farmed and 
cultivated in carefully controlled environments and intended to be used in specific 
ways. Early hypertext systems, for instance, were developed to run on mainframe 
computers in research institutions, and provided the necessary means to address the 
problem of information organization in specific application domains. Such domestica-
tion shaped the form of these hypertext tools, which made distinctions between author 
and reader, provided fixed types of links and, generally speaking, enforced rules for 
guiding the process of creating hypertexts. They were intended to be used in carefully 
controlled environments.   

The rapid spread of personal computers and the advent of the Web created a  
new environment in which hypertext existed in. The result was hypertext to become 
feral: to overcome the boundaries and constraints that guided its creation and  
use, giving birth to new forms of information organization paradigms. Wikipedia 
(http://www.wikipedia.org/) and the folksonomy of Flickr (http://www.flickr.com/) 
are characteristic examples of feral hypertext.  

The above discussion may provide useful insights with respect to how technologies 
and applications change when their ecosystem changes and relocate to the Web. In 
general, while changes to their functionality are a rather expected implication, one 
alteration is common to all applications that are subject to such relocation: they give 
greater control to the user, attempting to minimize the constraints and rules that  
control the user’s actions. The applications are characterized by greater flexibility 
compared to their domesticated counterparts. 
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Argumentative collaboration support systems are one particular class of applica-
tions that have recently begun to appear on the Web. Nevertheless, these systems have 
a long standing tradition in being developed and used in tightly controlled communi-
ties and environments, hence constituting examples of domesticated technologies. 
When argumentative collaboration support systems go feral on the Web, the question 
of how they need to change in order to successfully address the conditions of their 
new habitat is critical.  

Argumentative collaboration support systems have offered advanced computa-
tional services to diverse types of groups and application areas. In general, these ser-
vices are enabled through the prescribed semantics and methods of interaction that the 
respective systems impose to their users. One reason why these systems deploy such 
prescribed methods is because of their efforts to closely match their argumentation 
model to the vocabulary and needs of the groups and application areas in which they 
are used. These prescribed methods place control over the argumentative collabora-
tion process on the system’s side and make it impossible for users to escape it. There-
fore, these systems exhibit a high degree of formality. 

Considering the provided prescribed methods as mechanisms to constrain the argu-
mentation model, existing argumentative collaboration support systems can be  
considered as domesticated technology. They attempt to ‘tame’ the argumentative 
collaboration process by being designed, developed and used in carefully controlled 
environments. In our context, this implies control over a number of factors, such as the 
type of user that is foreseen to use these tools and participate in argumentative collabo-
ration, the structure of the community or group entering into argumentative collabora-
tion, the type of the problem at hand, as well as the type of the media formats that the 
information must have in order to be admissible for a particular discussion.  

3   The Untamed Nature of Today’s World Wide Web 

For argumentative collaboration support systems, which require carefully controlled 
environments for their proper use, the current form of the World Wide Web proves to 
be a rather hostile habitat. In general, the prescribed methods of argumentative col-
laboration support systems have received much criticism. The formal structures were 
the reason these systems were difficult to use, requiring great efforts from individuals 
[3, 4], and proved to be barriers rather than catalysts for collaboration, as they slow 
down the users’ activities [5]. The formal structure imposed has been the leading 
cause for the failure of these systems with respect to their widespread adoption [6]. 
On the other hand, simpler online discussion tools, such as Web-based forums, gained 
exceptional adoption precisely because of their lack of sophisticated formal structures, 
and their emphasis on “naturalness of interactions” [6]. Towards their move to the 
Web, such observations are of great concern as today’s so-called Web 2.0 environ-
ment – its users and available data – differs substantially from the controlled envi-
ronments that traditional argumentative collaboration support systems were initially 
developed and used. Web users are moving away from applications that impose  
semantics and tightly control the formalization process, favoring applications that 
place such control into their hands. 

In today’s successful Web applications, semantics is an emergent and not a prede-
fined property of the system. Folksonomies and Wikis are prominent examples in this 
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regard. Users expect simple but powerful Web applications that provide easy-to-use 
and engaging collaboration environments. Social and awareness services are nowa-
days considered required functionalities. Moreover, users are familiar in re-using 
information and interlinking a wide range of media formats, from text to images and 
videos, which are available on the Web and not always under their control. Finally, 
they favor applications that are easy to use but at the same time provide powerful and 
advanced collaboration services. 

Moving argumentative collaboration support systems to today’s Web environments 
requires careful consideration with respect to how they need to change in order to keep 
their effectiveness but at the same time address the concerns of their new environment. 
CoPe_it! is a tool supporting argumentative collaboration aiming to be used in today’s 
Web environment. In the next sections, we present some key aspects of this tool. 

4   Argumentative Collaboration in CoPe_it! 

CoPe_it! is a tool to support synchronous and asynchronous argumentative collabora-
tion in today’s Web environment. The tool aims at supporting the level of control that 
current Web users expect, while also providing advanced services that are tradition-
ally associated with strongly formalized argumentation and decision making systems. 
CoPe_it! achieves this by opening up the semantics layer and introducing the notion 
of incremental formalization of argumentative collaboration. The tool permits a step-
wise evolution of the collaboration space, through which formalization is not imposed 
by the system; instead, it is at the user’s control. By permitting the users to formalize 
the discussion as the collaboration proceeds, more advanced services can be made 
available. Once the collaboration has been formalized to a certain point, CoPe_it! can 
exhibit an active behavior facilitating the decision making process. Our overall  
approach is the result of action research studies [7] concerning the improvement of 
practices, strategies and knowledge in diverse cognitively-complex collaborative 
environments. The research method adopted for the development of CoPe_it! has 
followed the design science paradigm [8]. 

4.1   Incremental Formalization of Discussions 

In CoPe_it!, formality and the level of knowledge structuring is not considered as a 
predefined and rigid property, but rather as an adaptable aspect that can be modified to 
meet the needs of the tasks at hand. By the term formality, we refer to the rules enforced 
by the system, with which all user actions must comply. Allowing formality to vary 
within the collaboration space, incremental formalization, i.e. a stepwise and controlled 
evolution from a mere collection of individual ideas and resources to the production of 
highly contextualized and interrelated knowledge artifacts, can be achieved [9]. 

In our approach, projections constitute the ‘vehicle’ that permits incremental for-
malization of argumentative collaboration. A projection can be defined as a particular 
representation of the collaboration space, in which a consistent set of abstractions able 
to solve a particular organizational problem during argumentative collaboration is 
available. With the term abstraction, we refer to the particular data and knowledge 
items, relationships and actions that are supported through a particular projection, and 
with which a particular problem can be represented, elaborated and be solved. CoPe_it! 
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enables switching from a projection to another, during which abstractions of a certain 
formality level are transformed to the appropriate abstractions of another formality 
level. This transformation is rule-based; such rules can be defined by users and/or the 
facilitator of the collaboration and reflect the evolution of a community’s collaboration 
needs. It is up to the community to exploit one or more projections of a collaboration 
space (upon users’ needs and expertise, as well as the overall collaboration context). 

 

Fig. 1. Informal projection: a data-intensive collaboration instance 

Each projection of the collaboration space provides the necessary mechanisms to 
support a particular level of formality. The more informal a projection is, the more 
easiness-of-use is implied; at the same time, the actions that users may perform are 
intuitive and not time consuming (e.g. drag-and-drop a document to a shared collabo-
ration space). Informality is associated with generic types of actions and resources, as 
well as implicit relationships between them. However, the overall context is more 
human (and less system) interpretable. As derives from the above, the aim of an in-
formal projection of the collaboration space is to provide users the means to structure 
and organize data and knowledge items easily, and in a way that conveys semantics to 
them. Generally speaking, informal projections may support an unbound number of 
data and knowledge item types. Moreover, users may create any relationship among 
these items; hence, relationship types may express agreement, disagreement, support, 
request for refinement, contradiction etc. (Figure 1)1. 
                                                           
1 The collaboration instances illustrated in Figures 1, 2 and 3 correspond to a detailed example 

of use of CoPe_it!, which can be found in [10]. 
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Fig. 2. Formal projection: a collaboration instance 

While such a way of dealing with data and knowledge resources is conceptually 
close to practices that humans use in their everyday environment, it is inconvenient in 
situations where support for advanced decision making processes must be provided. 
Such capabilities require resources and structuring facilities with fixed semantics, 
which should be understandable and interpretable not only by the users but also by the 
tool. Hence, decision making processes can be better supported in environments that 
exhibit a high level of formality. The more formal projections of a collaboration space 
come to serve such needs. The more formal a projection is, easiness-of-use is reduced; 
actions permitted are less intuitive and more time consuming. Formality is associated 
with fixed types of actions, as well as explicit relationships between them. However, a 
switch to a more formal projection is highly desirable when (some members of) a 
community need to further elaborate the data and knowledge items considered so far. 
Such functionalities are provided by projections that may enable the formal exploita-
tion of collaboration items patterns and the deployment of appropriate formal argu-
mentation and reasoning mechanisms. A switch to a projection of a higher level of 
formality disregards less meaningful data and knowledge items, resulting to a more 
compact and tangible representation of the collaboration space (Figure 2). This effect 
is highly desirable in data-intensive situations. 

4.2   Information Triage 

Our solution builds extensively on the information triage process [11], i.e. the process 
of sorting and organizing through numerous relevant materials and organizing them to 
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meet the task at hand. During such a process, users must effortlessly scan, locate, 
browse, update and structure knowledge resources that may be incomplete, while the 
resulting structures may be subject to rapid and numerous changes. Information triage 
related functionalities enable users to meaningfully organize the big volumes of data 
and knowledge items in a collaborative setting. The informal projection of a collabo-
rative workspace in CoPe_it! is fully in line with the above. Drawing upon successful 
technologies coming from the area of spatial hypertext [11], the informal projection of 
CoPe_it! adopts a spatial metaphor to depict collaboration in a 2-dimensional space 
(Figure 3).  

 

 

Fig. 3. Spatial metaphor of the collaboration space in CoPe_it! 

In an informal projection, users are incrementally processing information and are 
not forced to predefined structural commitments. The related features and functional-
ities of CoPe_it! enable users to create and organize information by making use of 
spatial relationships and structures, giving them the freedom to express relationships 
among information items through spatial proximity and visual cues. Such cues are 
related to the linking of collaboration items (e.g. coloring and thickness of the respec-
tive links) and the drawing of colored rectangles to cluster related items. 

As highlighted above, the informal projection of a collaborative workspace in 
CoPe_it! permits an ordinary and unconditioned evolution of data and knowledge 
structures. This projection also provides abstraction mechanisms that allow the crea-
tion of new abstractions out of existing ones. Abstraction mechanisms include: (i) 
annotation and metadata (i.e. the ability to annotate instances of various knowledge 
items and add or modify metadata); (ii) aggregation (i.e. the ability to group a set of 



 On the Development of Web-Based Argumentative Collaboration Support Systems 313 

 

data and knowledge items so as to be handled as a single conceptual entity); (iii) gen-
eralization/specialization (i.e. the ability to create semantically coarse or more  
detailed knowledge items in order to help users manage information pollution of the 
collaboration space); (iv) patterns (i.e. the ability to specify instances of interconnec-
tions between knowledge items of the same or a different type, and accordingly define 
collaboration templates). Information triage related activities can be conducted in 
CoPe_it! either collaboratively (a moderator may be required in some cases) or  
individually. 

5   Evaluation Issues 

CoPe_it! has been already introduced in diverse collaborative settings (from the man-
agement, engineering and learning domains) for a series of pilot applications. The   
results  of   the   first   evaluation  phase   were  very encouraging. So far, the tool has 
been evaluated by 67 users. The above evaluation was conducted through question-
naires that contained: (i) two sets of closed-ended questions, aiming at evaluating the 
tool’s ‘perceived usefulness’ and ‘perceived ease-of-use’, and (ii) a number of open-
ended questions, through which users were asked to comment on the tool’s advan-
tages, disadvantages and/or limitations, as well as to suggest areas of improvement. A 
typical five-level Likert item (strongly disagree, disagree, neither agree nor disagree, 
agree, strongly agree) was used for the closed-ended questions. 

With respect to the questions related to the tool’s perceived usefulness, the per-
centage of the positive answers (sum of the ‘strongly agree’ and ‘agree’ percentages) 
in the majority of the questions was very promising. More specifically, 66.1% of the 
users confirmed that the tool helped them organize the collaboration efficiently, 
73.6% that the tool was easy to learn, 71.1% that it was easy to use, 72.5% enjoyed its 
use, while 66.1% admitted that it was worth the effort. Furthermore, users have admit-
ted that it stimulates interaction (63%), makes them more accountable for their contri-
butions (64.3%), while it aids them to conceive, document and analyze the overall 
collaboration context in a holistic manner, by facilitating a shift from divergence to 
convergence (59.4%). However, users were skeptical about whether they will defi-
nitely consider the tool as their first choice for supporting their future collaboration 
(37.3%). Having further elaborated their answers to this last issue, we concluded that 
this was due to the change of the way they were accustomed to work. 

Similar results were obtained for the questions concerning the tool’s perceived 
ease-of-use. 82.6% of the users answered positively that were able to easily under-
stand the tool’s features and functionalities, 79.3% found it easy to use all available 
options, while 75% agreed that the achieved results (after a user’s action) were clear. 
Nevertheless, only 52.3% could easily understand the contents of a workspace (we 
identified that this happens in data-intensive situations; efforts to provide more intui-
tive workspace icons are underway).  

The open-ended questions revealed that users considered the ability of the tool to 
represent and manipulate the structure of an argumentative collaboration, along with 
its various visualization options, as its strongest features, setting it apart from  
Web-based forums. Respondents also commented positively on the tool’s ability to 
provide multiple views of a particular collaborative session. When asked for the tool’s 
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disadvantages, respondents mentioned the cluttering of the workspace (basically due 
to the numerous arrows that appear in some workspaces), and the inability to make 
references from a workspace to another. With respect to improvements, most com-
ments were around the need of providing awareness mechanisms that can inform on 
changes that happen within a workspace, the ability to reuse items between work-
spaces (by copy-pasting), and the integration of video/audio conference tools in order 
to enhance real time collaboration. 

6   Conclusions 

In this paper, we have presented how CoPe_it! provides advanced argumentative 
collaboration support on the Web. Drawing upon the understandings of how domesti-
cated technologies mutate when they go feral on the Web, CoPe_it! opens up the 
semantics layer giving control of the formalization process to users participating in 
the collaboration. In CoPe_it! semantics are emergent and not predefined. By incre-
mentally formalizing the discussion via projections, CoPe_it! is able to provide not 
only emergent semantics but also advanced decision making services. These aspects 
make the tool suitable for being deployed in today’s challenging Web environment. 
Future work directions include the extensive evaluation of CoPe_it! in diverse con-
texts in order to shape our minds towards the development of additional means that 
are useful when such systems are deployed on the Web. 
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Abstract. Currently, the Web is an important part of people’s personal, profes-
sional and social life and millions of services are becoming available online. At 
the same time many efforts are made to semantically describe Web Services 
and several frameworks have been proposed, i.e. WSMO, SAWSDL etc. The 
Web follows a decentralized architecture, thus all the services are available at 
some location; but finding this location remains an open issue. Many efforts 
have been proposed to solve the service discovery problem but none of them 
took up. In this work, a lightweight approach for service discovery is proposed. 
Our approach comprises of three main phases. Firstly, during the crawling 
phase the semantic service descriptions are retrieved and stored locally. After-
wards, in the homogenization phase the semantics of every description are 
mapped to a service meta-model and the resulting triples are stored in a RDF 
repository. Finally, at the search phase, users are enabled to query the underly-
ing repository and find online services.   

Keywords: semantic, service, search, Web, meta-model. 

1   Introduction 

Currently a significant number of good practices and success stories exist, which 
prove that Service Oriented Architectures (SOAs) can be efficiently applied at the 
business level [1]. Nowadays, efforts to implement SOA at a Web scale are increas-
ing. Towards this purpose, the term Web-Oriented Architecture (WOA) was coined to 
describe a lightweight version of SOA for the Web [2].  

Web service standards, such as WSDL and UDDI, support SOA and enable many 
use cases. UDDI registries play the role of the service brokers in SOA environments. 
However, the service descriptions that are stored in UDDI registries are simple textual 
descriptions that lack rich expressivity. There are a lot of doubts of whether and how 
UDDI registries can be applied to the Web. According to [3], “it is unreasonable to 
assume that there would be a single global registry containing all of the information 
required to find and interact with businesses throughout the world”. Additionally, the 
shutdown of the UDDI public registry by Microsoft [4], along with IBM and SAP, 
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reinforces this argument. Both the fact that the service providers didn’t publish their 
services in centralized registries and the poor descriptions of the published services 
forced the research community to come up with other, less centralized, ways for pub-
lishing and storing services on the Web.  

Currently, according to the Web service search engine Seekda [5] there are more 
than 27,000 Web services from more than 7,000 service providers available on the 
Web. The main problem that arises and needs to be resolved is how a user can find a 
service without having to know exactly where this service is available from. Hence, a 
solution for services’ discovery that takes into consideration the Web’s decentralized 
architecture is required. Such a solution should address the following requirements:  

• No need for publishing the services. The approach should not require from 
the service providers to publish their services neither in a specific way nor in 
a centralized registry. As mentioned earlier, such practices did not take up. 

• Rich service descriptions. Specific service processes, such as service discov-
ery and composition, should be facilitated by the provision of service de-
scriptions enriched with semantics.  

The need for a rich and formal definition of a service including semantics led to the 
emerging and growth of Semantic Web Services (SWS) models. The system that is 
proposed in this paper enables the collection, processing and analyzing of Semantic 
Web Services. The prototype that is developed as a proof-of-concept of our approach 
processes two types of services, namely SAREST [6] and SAWSDL [7] services. We 
chose these types of services mainly for their strong connection with already accepted 
standards, such as WSDL, RDFa [8] and GRDDL [9]. More specifically, the system 
facilitates the collection of SAWSDL and SAREST services, the extraction of the 
semantic information, the translation of this information to a service meta-model and, 
finally, the analysis of this information. 

The remainder of this paper is organized as follows. In Section 2 we present briefly 
the related efforts and provide the main points that differentiate our work. Section 3 
discusses the proposed service meta-model. In Section 4 we present the overall sys-
tem architecture and we focus on the back-end subsystem presentation. Section 5 
highlights the decisions that were made for the testing and evaluation processes. Fi-
nally, Section 6 concludes the paper and discusses the future work. 

2   Related Work 

Our work has been mainly influenced by related research efforts in the fields of Web 
service search engines and search engines that process semantic annotations and mi-
croformats. Thus, this section is organized accordingly. At the end of this section we 
discuss how our work differentiates from and builds upon these related efforts.  

2.1   Web Service Search Engines 

The search engines that aim at facilitating Web services’ discovery can be classified 
into three main categories: 
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• Search engines that are based on the crawling of the Web services’  
descriptions; 

• Search engines that base their discovery mechanism on the use of ontologies;  
• Search engines that use general-purpose search engines for finding services. 

With respect to the first category, in [17], the authors propose a WSDL-based Web 
service discovery mechanism that retrieves relevant Web services from the Web. 
Their solution exploits well-established technologies from research fields like Infor-
mation Retrieval and Nature Language Processing. There are concrete issues that led 
previous attempts to set up a Web service brokerage system to fail, such as the failure 
of current technologies to successfully support the publishing and finding procedure 
of the Web services at the Web level. Towards this direction, in [18] the authors argue 
that registry-based approaches, like UDDI, create a number of problems, which may 
complicate the sharing of Web services. Thus, the adoption of a single format that is 
used by a specific registry is considered to be of high risk.  

Seekda [5] facilitates the on-demand use of services over the Web providing the 
means for crawling Web services. Thus, there is no need for publishing Web services 
at a central place. Actually, the service providers are only required to have their ser-
vices available somewhere on the Web and afterwards these are collected by Seekda’s 
crawler. However, Seekda does not take into consideration possible semantic infor-
mation embedded in the service description. Woogle [19] is an online directory of 
Web services and Web service resources, which crawls the Web in order to find 
WSDL service descriptions. Afterwards, by processing these service descriptions it 
clusters the services according to their domain (i.e. weather, sports) and the place 
from where they are available. 

As mentioned before, there are approaches where an ontology is used to support 
the services’ discovery. In [20], Bin et al. propose a method for searching Web  
services based on a domain travel ontology aiming at finding domain related Web 
services. Following a similar approach, Condack et al. [21] present a software engi-
neering tool (Swell) for searching Semantic Web Services. 

In their work Daewook et al. [22] present a semantic search engine for Web ser-
vices that can improve the recall and precision using both a clustering and an ontol-
ogy approach. Additionally, Syeda-Mahmood et al. [23] use domain-independent and 
domain-specific ontologies in order to find matching service descriptions. 

A potential for discovering Web services using search engines is explored in [24]. 
They identify key differences between Web services and Web pages. In [25] Song et 
al. investigate a similar approach where they use general-purpose search engines, like 
Google and Yahoo/Altavista, to discover Web services. The results showed that the 
general-purpose search engines can be used to find Web services on the Internet.  

2.2   Semantic Web Search Engines 

In [26] a categorization scheme for Semantic Web search engines is introduced and 
elaborated. There are two kinds of Semantic Web search engines; engines specific to 
the Semantic Web documents (Ontology Search Engines) and engines that try to im-
prove the search results using Semantic Web standards and languages (Semantic 
Search Engines).  
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Swoogle [27] belongs to the first category. It is a crawler-based system for index-
ing and retrieving Semantic Web documents (SWDs) in RDF or OWL. The system is 
comprised of a set of crawlers for searching URLs that lead to SWDs. Sindice [28] 
also belongs to the first category as it crawls the Semantic Web and indexes the re-
trieved resources. It maintains a list of resources and the set of source files where 
these resources were found.  

SWSE [29] belongs to the second category. It is based on an entity-centric model 
that allows for describing entities, such as people, locations and generally speaking 
resources, rather than just documents. Consequently, the search results are structured 
descriptions of entities. It scales upon billions of RDF statements and aims at provid-
ing search and query functionalities over data integrated from a large number of 
sources. We use in our work the SWSE’s Fetch Module. 

2.3   Our Approach 

Summarizing, there are significant efforts for discovering Web services and Semantic 
Web content. However, the search mechanisms presented are based on the descrip-
tions of the services without exploiting the availability of semantic information in 
them. On the contrary, our approach takes into consideration this information and 
aims at improving search and identifying potential relations between services.  

More specifically, our approach differentiates in four main ways. Firstly, we aim at 
providing a system that detects Semantic Web Services and facilitates the extraction 
and the utilization of the semantic information. Furthermore, our architecture is inde-
pendent of the semantic service models. Hence, the services that are crawled may 
follow any semantic service model.  

Additionally, we propose a service meta-model, which emerges from the analysis 
of the common elements of the existing service models. The mapping of the semantic 
information to a service meta-model introduces a set of benefits, which will be further 
discussed in Section 3. Finally, we enrich this common model by adding elements that 
represent the end user’s perspective of the service, namely social elements.  

3   Service Meta-Model 

The need for a rich and formal definition of a service including semantics led to the 
emerging and growth of Semantic Web Services (SWS) models, such as OWL-S 
(originally DAML-S) [10], the Semantic Web Services Framework (SWSF) [11], 
WSDL-S [12], the Web Service Modeling Ontology (WSMO) [13], the Internet Rea-
soning Service (IRS) [14], and WSMO-Lite [15]. These models target at enhancing 
Web services with rich formal descriptions of their behavioral and functional charac-
teristics, such as service capabilities and interfaces, and service inputs and outputs. 
Nowadays, lightweight models, such as SAREST [6] and SAWSDL [7], are becom-
ing very popular. These efforts allow the inclusion of semantics into service descrip-
tions created using standards, such as WSDL or XHTML. The main reason that 
caused the emerging of these mechanisms is the need for lightweight approaches for 
describing a service on the Web. We aim at homogenizing these models by mapping 
them to a common service meta-model.  
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A service can be seen from different perspectives starting from a complex business 
process and going down to software component. Therefore, in order to develop a 
service meta-model, we studied the service models/ontologies being based on the five 
types of service contracts as these are presented in [15]. These are the Information 
Model, the Functional Descriptions, the Non-Functional Descriptions, the Behavioral 
Descriptions and the Technical Descriptions, and can be considered as complemen-
tary parts of a service description. 

The service meta-model is heavily influenced by lightweight approaches for se-
mantically annotating service, such as SAREST. In addition to the five service con-
tracts, the service meta-model defines a sixth contract, which is that of the Social 
Contract, as well as a blank placeholder that can be used for possible extensions of the 
meta-model. An overview of the service meta-model is presented in Table 1. 

Table 1. The Service Meta-Model 

Information Model Ontologies encoded in any language 
Functional Descriptions Input, Output, Operation 
Non-Functional Descriptions ServiceProvider, ServiceDomain, ReferenceClass 
Behavioral Descriptions No explicit definition 
Technical Descriptions LiftingSchema, LoweringSchema, Protocol 
Social Contract Folksonomy which represents the user-defined annotations 
Blank Placeholder Placeholder for future use 

 
The Information Model can be encoded in any ontological language aiming at de-

coupling the service description from a specific ontological language. The Functional 
Descriptions of a service are mapped to three elements, namely the Input, the Output 
and the Operation which represent the inputs, the outputs and the operations of a 
service respectively. The value of these elements may be either a literal or a concept 
defined in an external ontology. 

At this point, it is important to highlight the fact that the Behavioral Descriptions 
are deliberately omitted, as they add complexity and they do not really contribute to a 
lightweight discovery approach. The service meta-model provides three elements for 
the Non-Functional Descriptions. These are the ServiceProvider, the ServiceDomain 
and the ReferenceClass. The ReferenceClass element is very important as it facilitates 
the association of a URI with a concept of an ontology. The Technical Descriptions 
help to add features related to the execution of a service, such as the lifting and lower-
ing schemata and the communication protocol. 

We extend the main concepts defined in the current research efforts by adding the 
Social Contract [16]. We make the assumption, that in a time when everyone advo-
cates active user participation on the Web, users will be enabled to add meaning and 
describe the services that they use, similarly to what they do for photos or videos. In 
that way the semantic descriptions of services would not come solely from the service 
providers, but they will emerge from the usage of the service, thus giving a social 
aspect to service annotation.  

The service meta-model can be easily combined with technologies that facilitate 
the embedding of semantic information in XHTML pages, i.e. RDFa and GRDDL.  
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There are a lot of benefits from homogenizing the existing service models and 
mapping them to a common model. Some of these benefits that are applicable to our 
system are listed below. 

• Services’ interoperability. The existence of a service meta-model allows the 
interconnection and interaction of services that were developed using differ-
ent technologies.  

• Potential execution sequences of services. The mapping of the service de-
scriptions to a common model enables the detection of output-input relations 
between services that were modeled following different frameworks. In that 
way, a potential execution sequence of services can be identified. 

• Services browsing according to the model’s main elements. The services can 
be browsed based on the elements that comprise their service description, i.e. 
browse service by input and/or output. 

• Services’ clustering. The application of similarity measures and consequently 
the identification of relatedness among different services are enabled. As a 
consequence, the formulation of clusters of services that are expressed in dif-
ferent languages is facilitated. 

4   System Architecture 

We propose an architecture for services’ discovery that is modular, extendable and 
independent of the underlying semantic service models.  

The system can be divided into two subsystems; the back-end subsystem and the 
front-end subsystem. The back-end subsystem is responsible for collecting, process-
ing and analyzing the services, while the front-end subsystem enables the application 
of queries over this information. The two subsystems are connected via the repository 
component. In this paper, we will focus on the functionalities provided by the back-
end system, and we will discuss particularly the Crawler. In Fig. 1 the overall system 
architecture is presented. 

The back-end subsystem is responsible for the collection of the services’ descrip-
tions, the extraction of the semantic information, the translation of this information to 
the service meta-model and the analysis of this information. More specifically, the 
subsystem is comprised by the Crawler and the Analysis Component. In our proto-
type, we crawl service descriptions following the SAWSDL and SAREST models. In 
the section that follows we present the Crawler component. 

4.1   Crawler 

The crawler is the core component of the back-end subsystem as it encapsulates the 
fetching, detecting, transforming, storing and extracting processes. The crawler is 
conceptually organized in four layers, namely the WWW Layer, the Content Analysis 
Layer, the Service Meta-Model Layer and the Repository Layer.  

WWW Layer. The WWW Layer consists of the Fetching and Extract Modules. 
These two modules handle a queue with the URIs of the Web pages that are going to 
be processed. Initially, this queue is populated with a set of URIs. We use a set of 
services in order to trigger the crawling process.  
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Fig. 1. The overall system architecture 

The Fetching Module extracts a URI from the queue and checks the robots.txt file 
for this URI. The robots.txt file on a Website specifies whether all or part of the Web-
site is accessible by Web crawlers. In case of absence of this file, then the Website is 
publicly available. This first check aims to specify whether the Web page can be 
processed. Afterwards, the Fetching Module fetches and stores locally the content and 
header information for this Web page. We use SWSE’s Fetch Module [29] for this 
process. 

The Extract module is responsible for extracting URIs from the Web page that is 
being processed and feed these URIs to the queue of the URIs. It has been developed 
in order to be able to take as parameters some restrictions regarding the URIs that will 
be added in the queue. For instance, one of these restrictions may be related to the 
extension of the extracted URIs (e.g. it may allow only URIs with .gov extension). 

Content Analysis Layer. The Content Analysis Layer consists of the Detect and 
Transform modules. The Detect module is responsible for specifying the type of the 
file that is going to be processed and the existence of semantic information in it. At 
the moment, the system handles SAREST and SAWSDL services. Consequently, the 
file types that our system processes are (X)HTML and WSDL files.  

The Detect module firstly tries to identify the type of the file from the extension of 
the URI. If this is not feasible, it uses the content information that was previously 
stored by the Fetching module and tries to detect the file type from the content type 
information. If the content type corresponds to HTML files, then the recognition is 
accomplished. If the file is an XML file, then we parse the file using a DOM parser to 
investigate whether this file is a WSDL file. When the file type recognition is com-
pleted, the Detect module parses the file, using an HTML parser for the HTML files 
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or a DOM parser for WSDL files, and explores whether there is semantic information 
in it. If all checks are successful, then the file is passed to the Transform module. 

The Transform module parses the file and extracts the semantic information in the 
format of RDF triples. These triples are formed based on the semantic service model 
that was used in the service description. For instance, if this model is SAREST then 
the predicates of these triples are the elements of the SAREST model. Afterwards, we 
translate these predicates, to the service meta-model by forwarding the triples to the 
Translation Module.  

Service Meta-Model Layer. The Service Meta-Model Layer includes the Translation 
Module, which is responsible for the conversion of the predicates of the triples com-
ing from the Transform Module to the elements that are specified in the service meta-
model. The Translation Module depends on the service model specification. Actually, 
there is one Translation Module for each service, i.e. one for SAREST and one for 
SAWSDL, and it implements the mapping between the model’s elements to the ser-
vice meta-model’s elements.  

Repository Layer. The Repository Layer consists of the Store Module, which com-
municates with the RDF repository where the translated RDF triples are stored. All 
the triples that exist at any time in the RDF repository follow the service meta-model, 
namely their predicates refer to elements of the meta-model.  

5   Evaluation and Validation 

The existence of SAWSDL and SAREST services in the Web is limited. Both stan-
dards are relatively new, thus the services that are available are mainly sample ser-
vices. However, both service models are supported by the research community, i.e. 
SAWSDL has already become a W3C Recommendation. W3C offers a SAWSDL test 
suite [30] and in [6] SAREST sample services are provided. Thus, in order to test and 
consequently evaluate our system we had to create our own dataset. Towards that 
purpose, apart from the sample services that are available online, we used a set of e-
government services that were annotated using elements specified in an e-government 
domain ontology. Summarizing, in order to test and evaluate the back-end subsystem 
we used all the SAWSDL and SAREST services that are currently available on the 
Web along with the sample services that we have created. The crawler managed to 
process properly all of these services. Table 2 summarizes the tests that were per-
formed and their results.   

With respect to the validity of the proposed architecture, it is important to mention 
that it complies with the reference architecture for Semantic Web applications of [31]. 
More specifically, all of the system components are mapped to the components of the 
reference architecture, while the crawler is considered to be the core component ena-
bling the discovery and the retrieval of remote data. Furthermore, the data and the 
user interface components of the reference architecture map to the Query Mechanism 
and the User Interface components of our architecture. 
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Table 2. Crawler’s testing results 

Module Measurement Process Results 
Fetch  Check whether the Fetch Module manages to fetch and store locally the 

Web documents taking into consideration possible limitations coming 
from the robots.txt file. 

All the URIs that are given as input 
to the module were fetched properly. 

Detect  Check whether the detected file type is the same with the actual type. Successful detection of file types. 
Extract  Check if all the URIs are extracted by the Web document that is being 

processed. 
The expected set of extracted URIs 
is the same with the actual set. 

Transform/ 
Translate  

Check if the transformation and the translation of the service 
descriptions into RDF triples is performed without any information loss. 

Proper semantic information 
retrieval and conversion. 

Store  Check whether the RDF triples are stored into RDF repository and 
whether their update after the crawling process is performed properly. 

Both the storing and the updating 
processes are performed as expected.  

6   Conclusions and Future Work 

An approach for finding services on the Web, which does not require services to be 
published centrally and exploits the potential existence of semantic information in the 
service descriptions, has been presented in this work. Our Semantic Service Search 
Engine facilitates the collection, processing and analysis of Semantic Web Services. 
At the same time it remains independent of the various semantic service models.  

In the context of our future work, we plan to extend the prototype by supporting 
more SWS models. Furthermore, we developed a front-end subsystem that serves as a 
user interface that supports searching and browsing of the collected services. We 
intend to extend and evaluate this front-end subsystem. Finally, scalability and per-
formance issues remain open and will have to be researched.  
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Abstract.  We propose a framework that supports a federated environment 
based on a Mediator Architecture in the Semantic Web. The Mediator supports 
mappings between the OWL Ontology of the Mediator and the other ontologies 
in the federated sites. SPARQL queries submitted to the Mediator are decom-
posed and reformulated to SPARQL queries to the federated sites. The eva-
luated results return to the Mediator. In this paper we describe the mappings  
definition and encoding. We also discuss briefly the reformulation approach 
that is used by the Mediator system that we are currently implementing. 

Keywords: Information Integration, Semantic Web, Interoperability, Ontology 
Mapping, Query Reformulation, SPARQL, OWL. 

1   Introduction 

The Semantic Web community has developed over the last few years standardized 
languages for describing ontologies and for querying OWL [1] based information 
systems. Database implementations are striving to achieve high performance for the 
stored semantic information. In the future large databases, RDF [2] data will be ma-
naged by independent organizations. Federated architectures will need to access and 
integrate information from those resources.  

We consider in this paper a Mediator based architecture for integrating information 
from federated OWL knowledge bases. The Mediator uses mappings between the 
OWL Ontology of the Mediator and the Federated site ontologies. SPARQL [3] que-
ries over the Mediator are decomposed and reformulated to be submitted over the 
federated sites. The SPARQL queries are locally evaluated and the results return to 
the Mediator site. 

We describe in this paper the mappings supported by our architecture as well as the 
SPARQL reformulation algorithms supported by our system. 

Ontology Mapping in general, is a topic that has been studied extensively in the li-
terature [13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, and 24]. However, very few publi-
cations, in our knowledge, examine the problem of describing the mapping types that 
can be useful for the SPARQL query reformulation process and how they should be 
exploited. Only [7] deals with this subject but not directly, since it describes which 
mapping types cannot be used in the reformulation process.  
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Query Reformulation is a frequently used approach in Query Processing and espe-
cially in Information Integration environments. Much research has been done in the 
area of query reformulation; Up to now, though, limited studies have been made in 
the field of SPARQL query reformulation related to posing a query over different 
datasets. Some relevant work has been published for approximate query reformula-
tion, based on an ontology mapping specification [12], using a part of OWL-DL, 
without specifying a particular query language. In addition, many approaches that 
deal with optimization [8, 9], decomposition [4, 5], translation [10, 11] and rewriting 
(in order to benefit from inference) [6] of a SPARQL query, have been published. 

The rest of the paper is structured as follows: In section 2, we present a motivating 
example. Then, the patterns of the proposed correspondences and the mapping types 
are outlined in section 3, while the language that is used for mapping representation is 
discussed in section 4. The SPARQL query reformulation process is described in 
section 5 and the paper concludes in section 6. 

2   Motivating Example 

We present in this section a motivating example. In Fig. 1, we show the structure of 
two different ontologies. The source ontology describes a store that sells various 
products including books and cd’s and the target ontology describes a bookstore.  

 

Fig. 1. Semantically Overlapping Ontologies. The notation is based on [24]. The rounded cor-
ner boxes represent the classes followed by their properties, the parallelogram boxes at the 
bottom express individuals, the rectangle boxes express the datatypes and finally, the arrows 
express the relationships between those basic constructs of OWL. 
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In Fig. 1, we observe some correspondences between the two ontologies. For ex-
ample, the class “Book” in the source ontology seems to describe the same individu-
als with the class “Textbook” in the target ontology (equivalence relationship). In 
addition, correspondences like the one between the class “Collection” and the class 
“Series”, or the one between the datatype property “name” and the datatype property 
“title” can be thought as more general (subsumption relationships).  

Apart from the obvious correspondences, we observe more complex ones such as 
those between the class “Science” and the union of the classes “Physics” and 
“Mathematics”, and the one between the class “Pocket” and the class “Textbook” 
restricted in its “size” property values. 

3   Mapping Types 

In this section we define the set of mapping types between the Mediator and the target 
ontologies. These mapping types are used for the SPARQL query reformulation process. 

The basic concepts of OWL, whose mappings are useful for the reformulation 
process, are the classes (denoted as “c”), the object properties (denoted as “op”), the 
datatype properties (denoted as “dp”) and the individuals (denoted as “i”). Since we 
deal with SPARQL queries, some mapping types may not be useful for the query 
reformulation process. For example, a mapping between an individual of the source 
ontology and a concatenation of two different individuals of the target ontology 
would be meaningless, since they cannot be represented in SPARQL. Such types of 
mappings are described in [7] and many of them could be useful for processing the 
query results but not during the query reformulation and query answering process. 

In order to define the mapping types that can be useful for the reformulation 
process, we use the set of symbols presented in Table 1.  

Table 1. The notation used to define the different mapping types and concept/role expressions 

Symbol Notation ⊑, ⊒ inclusion operators 
≡ equality operator ⊓ intersection operator ⊔ union operator ¬ negation operator ∅ empty set | logical or . used to specify a sequence of 

binded concepts/roles 
domain(c) property domain restriction to 

the values of a class c 
range(c) property range restriction to 

the values of a class c 
inverse(p) inverse of a property p 
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We consider that a class expression (denoted as “CE”) from the source ontology 
can be mapped to a class expression from the target ontology. 

Class Expression Mapping: CE rel CE, rel:= ≡ | ⊑ | ⊒ (1)

As a class expression, we denote any complex expression between two or more 
classes, using disjunctions, conjunctions or both. Any class that participates in the 
class expression can be restricted by the value of one or more properties, attached to it 
directly or indirectly (directly in some of its own properties, or indirectly in some 
property of an associated class) using a path (provided that a path connecting the class 
and the desired property already exists). 

CE::= c | c.R | CE ⊔ CE | CE ⊓ CE, 

R::= R’ | ¬R’ | R ⊔ R | R ⊓ R, 
R’::= P opr V, opr:= != | = | ≤ | ≥ | < | > 

R denotes the restrictions applied in a class, while R’ stands for the restriction of a 
property path P in a possible value V. V can be either a data value or an individual. 
The operators that can be used in a property path restriction differ according to the 
type of V. In order to define a restriction on a data value all the above operators can  
be used (!=, =, ≤, ≥, <, >). But, in order to define a restriction on an individual only 
the !=, = operators can be used. 

A property path P is a sequence of object properties (possibly empty) ending with 
a datatype/object property. It relates the class that we want to restrict with the proper-
ty (object or datatype) in which the restriction should be applied. 

P::= P’ | dp | P’.dp 

P’::= ∅ | op | P’.op 

Accordingly, an object property expression (denoted as “OPE”) from the source on-
tology can be mapped to an object property expression from the target ontology.  

Object Property Expression Mapping: OPE rel OPE (2)

As an object property expression, we denote any complex expression between two or 
more object properties, using disjunctions, conjunctions or both. It is also possible for 
the inverse of an object property to participate in the object property expression of the 
target class. Any object property that participates in the object property expression 
can be restricted on its domain or range values, using the same type of restrictions 
with those described for the class expressions. 

OPE::= op | OPE ⊔ OPE | OPE ⊓ OPE | OPE ⊓ domain(CE) |  OPE ⊓ 
range(CE) | inverse(OPE) 

Similarly, a datatype property expression (denoted as “DPE”) from the source ontolo-
gy can be mapped to a datatype property expression from the target ontology. 

Datatype Property Expression Mapping: DPE rel DPE (3)

As a datatype property expression, we denote any complex expression between two 
or more datatype properties, using disjunctions, conjunctions or both. Any datatype 
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property that participates in the datatype property expression can be restricted on its 
domain values. 

DPE::= dp | DPE ⊔ DPE | DPE ⊓ DPE | DPE ⊓ domain(CE) 

Finally, an individual from the source ontology (denoted as “is”) can be mapped with 
an individual from the target ontology (denoted as “it”). 

Individual Mapping: is ≡ it  (4)

We mention here that the equivalence between two different properties or property 
expressions denotes equivalence between the domains and ranges of those properties 
or property expressions. Similarly, the subsumption relations between two different 
properties or property expressions denote analogous relations between the domains 
and ranges of those two properties or property expressions. 

4   Mapping Representation 

The language that we use in order to represent the mappings between two overlapping 
ontologies has been defined in [20, 21]. It combines the alignment format [18], a 
format used to represent the output of ontology matching algorithms, and the OMWG 
mapping language [22] an expressive ontology alignment language. The expressive-
ness, the simplicity, the Semantic Web compliance (given its RDF syntax) and  
the capability of using any kind of ontology language are the key features of this  
language. 

Below, we list a possible set of correspondences, using first-order logic expres-
sions for the ontologies presented in Fig. 1 and afterwards we provide an example 
showing the mapping representation of a specific correspondence using the language 
that we mentioned above. 

 
Type (1) mappings:  

a. ∀x, [Book(x) ⇔Textbook(x)] 

b. ∀x, [Publisher(x) ⇔Publisher(x)] 

c. ∀x, [Expert(x) ⇔Expert(x)] 

d. ∀x, [Product(x) ⇒Textbook(x)] 

e. ∀x, [Collection(x) ⇐Series(x)] 

f. ∀x, [Science(x) ⇔ (Physics(x) ⋁ Mathematics(x))] 

g. ∀x, [Popular(x) ⇔ ((Physics(x) ⋁ Mathematics(x)) ⋀ BestSeller(x))] 

h. ∀x, [Pocket(x) ⇔(Textbook(x) ⋀ ∃y; [size(x, y) ⋀ y≤14])] 

i. ∀x, [(Novel(x) ⋁ Poetry(x) ⇔Literature(x))] 
 

Type (2) mappings:  

j. ∀x, ∀y [publisher(x, y) ⇔publishes(y, x)] 
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k. ∀x, ∀y [author(x, y) ⇔ (author(x, y) ⋀ creator(x, y))] 1 

l. ∀x, ∀y [partOf(x, y) ⇔ (partOf(x, y) ⋀ ∃z; [size(x, z) ⋀ z≤14])] 

 
Type (3) mappings:  

m. ∀x, ∀y [name(x, y) ⇒title(x, y)] 

n. ∀x, ∀y [id(x, y) ⇒isbn(x, y)] 

 
Type (4) mappings:  
o. AlanTuring = ATuring 

 
The representation of mapping f (presented above) using the language that was dis-

cussed in this section is shown in Fig. 2. 

 

Fig. 2. The representation of mapping f 

                                                           
1 The object property “author” in the target ontology consists of two different domains. Accord-

ing to the semantics of OWL, this means that the domain of the object property “author” is 
actually the union of the classes “Physics” and “Mathematics”. 
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5   SPARQL Query Reformulation 

In this section we provide an overview of the SPARQL query reformulation process, 
using a predefined set of mappings that follows the different mapping types described 
in section 3.  

The SPARQL query reformulation process is based on the query’s graph pattern 
reformulation and is consequently independent of the query type (Ask, Select, Con-
struct, Describe). The SPARQL solution modifiers (Limit, Offset, Order By, Distinct, 
Reduce) are not taken into consideration since they do not affect the reformulation 
process.  

In order to reformulate the graph pattern of a SPARQL query using 1:N mappings 
(mappings between a basic OWL concept of the source ontology and a complex ex-
pression, among basic OWL concepts, of the target ontology), the reformulation algo-
rithm traverses the execution tree in a bottom up approach, taking each triple pattern 
of the graph pattern and checking for existing mappings of the subject, predicate and 
object part in the predefined mappings set. Finally, it reformulates the triple pattern 
according to those mappings.  

In case of N:M mapping utilization (mappings between a complex expression of 
the source ontology and a complex expression of the target ontology), the total graph 
pattern must be parsed in order to discover the predefined complex mapping and then, 
the algorithm must produce the required combination of triple patterns, based on this 
mapping.  

The SPARQL graph pattern operators (AND, UNION and OPTIONAL), do not  
result in modifications during the reformulation process. 

The reformulation of the FILTER expressions is performed by reformulating the 
existing IRIs that refer to a class, property, or individual, according to the specified 
mappings. The SPARQL variables, literal constants, operators (&&, ||, !, =, !=, >, <, 
>=, <=, +, -, *, /)  and built-in functions (e.g. bound, isIRI, isLiteral, datatype, lang, 
str, regex) that may occur in a FILTER expression remain the same during the refor-
mulation process. 

Finally, in case that more than one mappings are specified for a given class or 
property expression of the source ontology, the reformulation algorithm chooses the 
one that produces the most efficient reformulated query. Moreover, for efficiency 
reasons, a graph pattern normalization step is applied in parallel to the reformulation 
process, similarly with the one that is described in our SPARQL2XQuery [11] 
framework. 

5.1   Reformulation Examples2, 3 

We briefly present in this section the SPARQL reformulation process, using a set of 
examples due to the space limitation. We assume that an initial SPARQL query is 

                                                           
2 The graph pattern normalization step is not included in the examples presented here, in order 

to make the reformulation process more easily understandable. 
3 For the SPARQL query examples presented in this subsection we use the following prefixes:  
 PREFIX s: <http://example.com/Source.owl#> 
 PREFIX t: <http://example.com/Target.owl#> 
 PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#> 
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posed over the source ontology presented in Fig. 1 and is reformulated to a semanti-
cally equivalent query in order to be posed over the target ontology of Fig. 1, using 
the mappings specified in section 4. 

Example 1: Consider the query posed over the source ontology: “Return the titles 
of the pocket-sized scientific books”. The SPARQL syntax of the source query and 
the reformulated query is shown in Fig.3. During the reformulation process the 
mappings f), h) and m) from section 4 are used. 

 

Fig. 3. The source and reformulated queries of Example 1 

Example 2: Consider the query posed over the source ontology: “Return the 
titles of books that belong to the poetry or novel category”. The SPARQL syntax 
of the source query and the reformulated query is shown in Fig.4. During the re-
formulation process the mappings i) and m) from section 4 are used. 

 

Fig. 4. The source and reformulated queries of Example 2 

6   Conclusions 

In this paper we presented the formal definition and the encoding of the mappings of a 
semantic based mediation framework (based on OWL/RDF knowledge representa-
tions and SPARQL queries) that we are currently developing. The framework is based 
on a set of mapping types that can be useful in the context of SPARQL query refor-
mulation. Thus, a SPARQL query that can be posed over a source ontology, is refor-
mulated, according to the mappings, in order to be capable of being posed over a 
target ontology. We have also outlined the SPARQL query reformulation process and 
presented examples of query reformulation in a motivating example. 
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This work is part of a framework that we are pursuing, which aims to provide  
algorithms, proofs and middleware for the support of transparent access to federated 
heterogeneous databases across the web in the Semantic Web environment. 
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Abstract. The spatio-temporal information is becoming more popular day by 
day. Well known web services (google maps, virtual earth…) make this type of 
information available to the public. On the other hand the Web is tending to the 
Semantic Web. The OWL language, the ontology description language the Se-
mantic Web is based on, lacks some of the desired features for representing spa-
tio-temporal information. We have developed an OWL extension which tries to 
encompass this issue. In this work we focus on how the OWL language has 
been extended in order to consider properties for defining taxonomies. 

Keywords: Ontology, Geography, Information System, OWL, Taxonomy, 
Tourism. 

1   Introduction 

Ontologies are being developed as specific concept models by the Knowledge Man-
agement community. They can represent complex relationships between objects, and 
include the rules and axioms missing from semantic networks [5]. OWL is the lan-
guage adopted by the W3C for defining ontologies and supporting the Semantic Web. 
A growing number of Semantic Web applications, which can interact between  
them and cooperate to find better solutions, is being developed [7]. It is a common 
belief that Semantic Web technology would significantly impact the use of the Web, 
essentially in terms of increased task delegation to intelligent software agents, and a 
subsequent amelioration of the information overload effect [8].  

On the other hand, the generalization of geographical information has produced a 
proliferation of applications such as Geographic Information Systems, GPS naviga-
tors and other mapping tools. The problem is that the OWL language does not support 
some of the desired characteristics of a spatio-temporal data model.  

Some of these missing features have to do with the possibility of defining complex 
taxonomies. Taxonomies are increasingly being used in object oriented design and 
knowledge management systems [17], [6] to indicate any grouping of objects based 
on a particular characteristic. It is common when dealing with geographic information 
to find this kind of structures. Although the W3C on its own has described how to 
represent these types of relations using OWL, the resulting code is long and difficult 
to be followed by a person. The exhaustive decompositions and partitions, this work 
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is focused on, cannot be expressed directly in OWL. They are usually represented 
combining other constructions. When there is a need, like when dealing with geo-
graphical information systems, of representing huge quantity of this type of relations 
the ontology description becomes practically not understandable by humans. It also 
creates a maintenance problem. We have developed an extension of the OWL lan-
guage in order to directly support the common primitives found in spatio-temporal 
data models. We call this extension STOWL [14].  

In this paper we focus on the extension of the OWL language in order to support 
the definition of exhaustive decompositions and partitions. Actually, these kinds of 
constructions are widely used when designing information repositories, even those 
which do not have to do with geographic information. Furthermore, there are specific 
situations in which the usage of detailed taxonomies can ease the knowledge man-
agement. The case where there is information coming from different sources and 
should be integrated in a common repository is one of those situations. It is sometimes 
difficult to propagate the sources’ scheme underlying knowledge to the integrated 
repository because usually the sources are independent (different enterprises, depart-
ments…). The original taxonomies in the sources maybe do not represent the same 
knowledge in the integrated repository. 

STOWL is build on top of OWL language. Most of its features rely on OWL fea-
tures, like the possibility of defining partitions or exhaustive decompositions. On the 
other hand, there are spatio-temporal features which cannot be expressed in the OWL 
language because to the OWL ontology does not support those desired features. In 
this case the modification of the OWL ontology should be made in order to incorpo-
rate those features and the OWL language, consequently, has also to be modified in 
order to reflect those changes (giving STOWL as result). 

In the former situation STOWL can be seen as a software layer that transform the 
new defined spatio-temporal features, which can be expressed straightforwardly in 
STOWL, in an more complex and equivalent definition in OWL. Due to this trans-
formation the results continue being an ontology description expressed in OWL, so all 
the OWL tools can be used as usual (reasoners, editors...). This is the case of the pro-
posed extension in this paper. Exhaustive decompositions and partition in STOWL 
are transformed to their equivalent in OWL. 

The resultant ontology-based data model can be used as a common data model to 
deal with the data sources schemes integration [15]. Due to the fact that the data 
sources we work with contain many geographic information we early noticed that the 
OWL ontology lacks some of the desired spatio-temporal features and an extension 
focused on this type of information should be developed [13]. Although it is not the 
first time the ontology model has been proposed for this purpose [16], [12], [1], [2], to 
our knowledge, this is the first time the metadata storage capabilities of some ontol-
ogy definition languages has been used in order to improve the Data Warehouse data 
refreshment process design. 

The remainder of the paper is organized as follows. In Section 2 the spatio-
temporal features the OWL language lacks and which have been incorporated  
to STOWL are depicted. Section 3 describes the modification made to OWL in order 
to consider the exhaustive decompositions and partitions. Finally, in section 4 the 
conclusions are presented. 
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2   Differences between OWL and STOWL Ontologies 

It has been commented previously that STOWL, the common data model which is 
proposed in this work to describe the schemes of the different data sources, is an ex-
tension of the OWL language.  In this point, the differences between both languages 
are explained. 

Both are languages which allow the description of ontologies based on the OWL 
ontology. The OWL language can be used for describing spatio-temporal data reposi-
tories. The main problem is that this language lacks some desired features which 
makes difficult to express certain type of knowledge which is common when dealing 
with spatial and temporal information. Those missing features are what we have in-
corporated to the STOWL language. Following are described those features. The 
reasons why it can be useful to incorporate them to a spatio-temporal data model are 
also presented. 

• Description of exhaustive decompositions. As well as in the DAML+OIL ontol-
ogy (the OWL ontology derive from), in the OWL ontology is possible to ex-
press exhaustive decompositions. For this is used the primitive owl:one of. In 
spite of that, it is important to note that the classes described using this primitive 
are exhaustive decompositions of instances of other classes. The problem is 
that, in certain cases, it is necessary to describe exhaustive decompositions of 
classes, not specific instances. In the tourism or transport fields, for instance, is 
often to have certain transport stations where different types of means of trans-
port are met (they are usually known as “transport interchangers”). The exis-
tence of this type of stations implies that the type of transport stations (train, 
bus, metro…) cannot be disjoints but, actually, there cannot be a transport sta-
tion of another type of mean of transport. This situation cannot be described 
easily in OWL. We would need to define each possible combination of means 
of transport (bus-metro, bus-metro-train, metro-train…) and define them as a 
partition. This solution is not applicable sometimes due to effort needed in order 
to contemplate all the possible combinations. Because this situation is encoun-
tered often when dealing with geographic information in STOWL the method 
for defining exhaustive decompositions has been made easy. 

• Description of partitions. Unlike the DAM+OIL model, in OWL is not possi-
ble to express partitions of concepts. This is because, in the case it is needed, 
a partition can be expressed combining the primitives owl:disjointWith and 
owl:unionOf. The former primitive express disjoint knowledge whereas the 
latter describes decompositions. Although valid, the code needed for describ-
ing partitions with this approach is long and complex to follow. Due to the 
fact that it is common to have partitions when dealing with spatial (adminis-
trative regions…) or temporal (months…) information the OWL code repre-
senting the ontology becomes ugly.  As well as with the case of exhaustive 
decomposition, STOWL is defined in such a way that this type of knowledge 
is easier to describe. 

• N-ary relations. OWL only allows the definition of binary relations. In case 
of higher arity relations need to be defined, the W3C suggests the creation of 
classes (or concepts) for representing those relations. These types of relations 
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are often used when dealing with spatial information. When defining topo-
logical relations is usual to define a property for connecting two elements by 
mean of a specific link. This is a basic ternary relation which cannot be ex-
pressed directly using OWL. An artificial concept should be created in order 
to binary relate those three elements. As well as with the previously de-
scribed properties, although it is possible to express n-ary relations using  
the OWL language the resultant code is difficult to follow. The STOWL  
language has been defined to solve this issue. 

• N-ary functions. OWL has not been designed for supporting functions. In 
case of necessity, the primitive owl:FunctionalProperty can be used as a 
mechanism for defining binary relations. It is not possible to express func-
tions in OWL with higher arity. It is an important problem when dealing with 
spatial information. In fact, it is therefore not possible to define layered in-
formation, a common type of data managed by the geographical information 
systems (terrain height, terrain usage…). The STOWL language can manage 
this type of knowledge. 

• Formal axioms. None of the markup-based languages for describing ontologies, 
including OWL, support the definition of formal axioms. The inclusion of this 
kind of knowledge in a spatio-temporal model is very interesting. Following 
with the example provided when talking about the n-ary relations, it would be 
desirable in a spatio-temporal model to be able to specify that the linked nodes 
can be the same or not. This kind of knowledge is incorporated to STOWL. 

• Rules. They are a special type of formal axioms, so they cannot be expressed 
in OWL. They allow to infer new knowledge. Geographic information system 
can use this rules for performing complex queries. 

• Integrity constraints. The integrity constraints make the maintenance of se-
mantic consistency of data easier. OWL only considers the one type of integ-
rity constraint: the functional dependency, which can be expressed by mean 
of the primitive owl:FunctionalProperty. There are other types of integrity 
constraint which would be useful to consider in a spatio-temporal model: 
unique integrity constraint (avoiding duplicities), and assertions (for express-
ing, for instance, that the total sum of all the areas in a region should be 
equal to the area of that region). Actually, the integrity constraints can be ex-
pressed by mean of formal axioms, so if the latter are present in STOWL the 
integrity constraints can also be expressed in STOWL. The integrity con-
straints are related to the quality of data. The stronger the integrity con-
straints the lower the possibility the data contains error.  

The rest of this work is focused in how the OWL language has been extended in order 
to consider the two former features in the previous list. 

3   Taxonomies in STOWL 

There are many methods and automatic tools for structuring the knowledge. One of 
them is the definition of taxonomies [3][11][4], which allows the filtering of the un-
derlying information in order to produce useful knowledge [9]. 
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But let suppose the following situation. We have two independent data sources 
which contain some taxonomy decompositions. On the integrated repository the 
original decompositions may lose some of their knowledge. Consider, for instance, 
the integration of a exhaustive decomposition set of concepts in one source with the 
base concept, not decomposed, in the other source. The resultant decomposition may 
not be considered a exhaustive decomposition depending on the specific problem. 

In this point the solutions adopted for the extension of OWL with the features re-
lated to the definition of taxonomies are described: exhaustive decompositions and 
partitions. 

3.1   Exhaustive Decompositions 

As it has been explained before, it is not possible to express disjoint and exhaustive 
decompositions directly in OWL. The W3C consortium, aware of this problem, de-
fines a set of case of use patterns, for representing this type of knowledge [10]. These 
solutions include the definition of new symbols which are incorporated to the OWL 
diagrams. An exhaustive decomposition can be expressed visually using the new 
symbol illustrated in figure 1.  

 

Fig. 1. The new symbol introduced by the W3C for representing exhaustive decompositions 

This new symbol can be used only in the diagrams. It makes the diagrams human-
friendly. When implementing the ontology by mean of the OWL language there is no 
direct translation for this new primitive. Instead, the exhaustive decomposition is rep-
resented using the primitives owl:equivalentClass and owl:unionOf in conjunction. The 
former primitive indicates that the instances belonging to the class which is being de-
scribed are the same as those represented by the classes inside the owl:equivalentClass 
primitive. The primitive owl:unionOf represents the logic conjunction. Figure 2 illus-
trates how can be combined to represents the exhaustive decomposition depicted in 
figure 1. 

It would be possible to have instances of the class Station which do not belong  
to any of the three subclasses defined in figure 1 if only using the owl:unionOf primi-
tive. All of the instances of the class Station, when using a combination of the 
owl:equivalentClass and owl:unionOf, have to be instances of any of the classes  
defined inside the owl:unionOf primitive. 
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<owl:Class rdf:about="Station"> 
<owl:equivalentClass> 

<owl:Class> 
<owl:unionOf 

rdf:parseType="Collection"> 
<owl:Class 

rdf:about="Bus_station"/> 
<owl:Class 

rdf:about="Train_station"/> 
<owl:Class 

rdf:about="Metro_station"/> 
</owl:unionOf> 

</owl:Class> 
</owl:equivalentClass> 

</owl:Class> 

Fig. 2. Example of an exhaustive decomposition combining the owl:equivalentClass and the 
owl:unionOf primitives 

Because this situations appears often when dealing with spatio-temporal information, 
in the STOWL data model the definition of the exhaustive decompositions has been 
simplified. A new primitive has been added to de model: stowl:exhaustiveUnionOf. This 
primitive represents the exhaustive decompositions and it has been defined as a sub-
property of the property owl:unionOf, as it can be seen in figure 3. From the syntactic 
point of view both primitives are identical. From the semantic point of view, the differ-
ence between them is that the classes in the list of classes representing the range of the 
property have to include all the possible subclasses of the class representing the domain 
of the property. 

 
<rdf:Property rdf:ID="exhaustiveUnionOf"> 

<rdfs:label>exhaustiveUnionOf</rdfs:label> 
<rdfs:subPropertyOf rdf:resource="&rdf;UnionOf"/> 
<rdfs:domain rdf:resource="#Class"/> 
<rdfs:range rdf:resource="&rdf;List"/> 

</rdf:Property> 

Fig. 3. Definition of the exhaustiveUnionOf primitive in STOWL 

Obviously, none of the tools capable of managing OWL ontologies will understand 
this new property. At this point we consider two possibilities: 

• Develop a software layer which makes the translation between the ontologies 
described in STOWL, where the new primitive can be used, into the same 
ontologies but using only OWL valid primitives. 

• Modify the applications (editors, inference engines…) in order to consider 
the new property. 
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Although the second alternative seems to be the best option, sometimes are not possible 
to make those required changes. The source code is not always available or its modifica-
tion requires a huge effort. Also, the modified applications have to be maintained over 
time. For this reasons we have opted for the former approach (see figure 4). We also 
opted for that alternative because the inclusion of other of the features described in the 
previous section (n-ary relations, forma axioms…), out of the scope of this work,  
requires the implementation of that software layer. The translation, in the case of the 
exhaustive decompositions, consists on replacing the stowl:exhaustiveUnionOf occur-
rences by a combination of the owl:equivalentClass and owl:unionOf primitives as 
described in figure 2. 

 

Fig. 4. Ejemplo de descomposición exhaustiva 

3.2   Partitions 

As well as with the exhaustive decompositions, it is not possible to express partitions 
directly in OWL. The W3C consortium suggest to combination of the owl:unionOf 
and the owl:disjointWith primitives for expressing this type of knowledge. Figure 5 
illustrates how to define partitions by mean of the combination of such properties. 
Three subclasses are defined in that example, each of them representing the possible 
locations according to the country they belong to (considering only North American 
countries for the sake of simplicity). 

As it can be seen in figure 5, the definition of partitions in OWL is a tedious task. 
For each involved class in the partition it should be specified that is disjoint with 
respect to the rest class forming the partition. Due to the fact that it is very common to 
find partitions when dealing with spatio-temporal information a simplified process is 
needed. The same idea proposed for the exhaustive decomposition is applied here. 

A new property is defined in STOWL named stowl:partitionOf for representing 
this type of knowledge. It is defined as a subproperty of stowl:extaustiveUnionOf (see 
figure 6). The classes forming the range of this property should be mutually disjoint, 
as well as form an exhaustive decomposition. 

Partitions expressed by means of the new property look like the one shown in  
figure 7. It can easily be seen that the effort needed for expressing partitions in  
this form suppose much less effort. The problem is that, as well as with the 
stowl:exhaustiveUnionOf property, none of the OWL tools can directly work with this 
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new primitive. The ontologies expressed in STOWL should be translated to plain 
OWL. In this case, all the partitions expressed by means of the property 
stowl:partitionOf are transformed into a combination of the owl:unionOf and the 
owl:disjointWith primitives, as illustrated in figure 5. 

 
<owl:Class rdf:ID="Location"> 

<owl:unionOf rdf:parseType=”Collection”> 
<owl:Class 

rdf:resource="#CanadianLocation"/> 
<owl:Class 

rdf:resource="#MexicanLocation"/> 
<owl:Class rdf:resource="#USALocation"/> 

< /owl:unionOf > 
</rdf:Class> 
… 
<owl:Class rdf:ID="CanadianLocation"> 

<rdfs:subClassOf rdf:resource="#Location" /> 
<owl:disJointWith 

rdf:resource="#MexicanLocation" /> 
<owl:disJointWith rdf:resource="#USALocation" /> 

</owl:Class> 
<owl:Class rdf:ID="MexicianLocation"> 

<rdfs:subClassOf rdf:resource="#Location" /> 
<owl:disJointWith 

rdf:resource="#CanadianLocation" /> 
<owl:disJointWith rdf:resource="#USALocation" /> 

</owl:Class> 
<owl:Class rdf:ID="USALocation"> 

<rdfs:subClassOf rdf:resource="#Location" /> 
<owl:disJointWith 

rdf:resource="#MexicanLocation" /> 
<owl:disJointWith 

rdf:resource="#CanadianLocation" /> 
</owl:Class> 

Fig. 5. Example of partition expressed in OWL by means of the combination of the 
owl:unionOf and the owl:disjointWith primitives 

<rdf:Property rdf:ID="partitionOf"> 
<rdfs:label>partitionOf</rdfs:label> 
<rdfs:subPropertyOf 

rdf:resource="&stowl;exhaustiveUnionOf"/> 
<rdfs:domain rdf:resource="#Class"/> 
<rdfs:range rdf:resource="&rdf;List"/> 

</rdf:Property> 

Fig. 6. Definition of the stowl:partitionOf property 
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<owl:Class rdf:ID="Location"> 
<stowl:partitionOf rdf:parseType=”Collection”> 

<owl:Class 
rdf:resource="#CanadianLocation"/> 
<owl:Class 

rdf:resource="#MexicanLocation"/> 
<owl:Class rdf:resource="#USALocation"/> 

< /owl:partitionOf > 
</rdf:Class> 

Fig. 7. Partition example in STOWL 

4   Conclusions 

In this paper we have presented an extension of the OWL language focused in making 
easier the description of spatio-temporal information. This interest emerges because 
OWL, the language chosen to be the ontology description language for supporting  
the Semantic Web, lacks some of the desired features for a spatio-temporal data 
model. Because of the fact that the geographic information is becoming more and 
more popular day by day, this is an issue which should be addressed. 

Actually, this work is focused in the part of the extension related with the descrip-
tion of exhaustive decompositions and partitions. This kind of knowledge is difficult 
to be expressed in OWL. The resultant code is long and difficult to be followed by 
humans. By mean of a software layer we have made easier the specification of ex-
haustive decompositions and partitions. The equivalent code is shorter and easier to 
be followed by human. 

In general, the proposed extension allows the definition of more detailed taxonomies 
in OWL. This fact eases some common tasks which take part in the organization’s 
knowledge processes. The most significant of those tasks is possibly the creation of 
integrated repositories from independent information sources. 
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Abstract. Workers in the Knowledge Society need to think creatively, solve 
problems, and make decisions as a team. Therefore, the development and en-
hancement of skills for teamwork through collaborative learning is one of the 
main goals of nowadays education. The term “collaborative learning" refers to 
an instructional approach in which students work together in groups toward a 
common goal. The present research was designed to evaluate the effectiveness 
of a collaborative learning approach where groups of students were involved in 
the creation of instructional content through the reuse of existing videos that 
could be segmented according to their needs. The experience was based on  
the use of a prototype supporting the collaborative activities and facilitating the 
creation, sequencing and presentation of video segments. Student’s perceptions 
of the learning experience were evaluated and findings are presented as well as 
suggestions for further research. 

Keywords: Learning content, Content segmentation, Content sharing,  
Collaborative Learning. 

1   Introduction 

The explosion of available information not only implies using systems that require 
new skills for accessing, organizing and retrieving it but also implies structuring the 
information in order to facilitate knowledge construction and acquisition. Nowadays’ 
society depends on information, in particular structured information which is easier to 
process, but non-structured information is also very important and it is still a difficult 
problem to represent and extract the embedded knowledge. 

The work presented in this paper focuses on a collaborative approach to handle 
non-structured information. In fact, the collaboration could be useful not only in order 
to acquire and organize knowledge, but also in order to disseminate it. In other words, 
it would be possible, through a collaborative environment, to structure knowledge, 
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making it easier to be understood. The proposed approach was applied to educational 
scenarios, but the idea can be used in other contexts of the knowledge society. 

The collaborative learning approach has been referenced by many authors as a use-
ful teaching method. In instructional environments based on this approach, there is a 
focus on providing rich interactions among learners in order to increase the knowledge 
transfer between the participants [1]. Some researches emphasize the collaborative 
effectiveness when applied to learning processes. According to [2], the development of 
the students’ critical sense is highly improved by learning processes that are supported 
by collaborative strategies. Collaborative learning creates the conditions, in which 
learners can build knowledge, for instance from artefacts created/used by other learners 
[3]. In fact, in collaborative learning, the learners not only absorb new information but 
also create knowledge as they consider and analyse other learners’ assumptions and 
points of view. 

Another aspect to notice is related to the knowledge representation, as in the knowl-
edge society, the real value of the products (e.g. instructional material) is the knowl-
edge embedded in it. Nowadays there is a movement in technology enhanced learning 
towards representing learning content through Learning Objects (LOs), which aims at 
providing reusable portions of instructional content. The most cited definition of LO is 
provided by IEEE LTSC [4]: “a LO is any entity, digital or non-digital, that can be 
used for learning, education and training.”  

When considering digital LOs, they can be understood as reusable multimedia files 
with instructional content. Associated with LOs are their respective metadata, which 
are descriptions for enabling better retrieval, documentation and access of these  
objects. As in the work presented in this paper the focus is on digital LOs and their 
possible segments, the architecture proposed at [5] as well as the systematic for struc-
turing the segments were adapted to consider collaborative scenarios. Such segmenta-
tion approach was evaluated and the results were presented at [6], but this evaluation 
did not consider collaborative scenarios.  

According to the processes and collaborative strategies in an educational scenario, 
the participants must be encouraged to work together for developing knowledge. Al-
though the individual work is important to build knowledge, the learning process (as 
well as the knowledge work) gains more amplitude and dimension when collaborative 
work also happens. 

According to [7], knowledge society is generally defined as an association of people 
with similar interests who try to make use of their combined knowledge. Furthermore, 
when an educational group invests considerable effort toward sharing and producing 
new knowledge, then it contributes to the knowledge society. So, the work presented in 
this paper follows the idea that a learning process executed by a learner can also be 
useful to others. Therefore, participants can search for LOs, segments and composed 
objects, make new segments, compose segments in a new object, and share their con-
tent (LOs, segments and composed objects) in learning scenarios. It follows the fun-
damental idea that the knowledge is increasingly a collective artifact which requires 
the development of collaboration skills by learners. 

Considering the taxonomy presented at [8], the work presented in this paper lets the 
pedagogy issues to the instructor while using metadata to describe the learning context 
and focuses on tasks such as assimilative, information handling and communicative.  
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Next section presents the architecture adaptation for sharing learning content.  
Section 3 describes a case study and its evaluation. Finally, section 4 presents some 
final remarks. 

2   Architecture for Sharing Learning Content 

In order to allow participants to share content in different aggregation levels (LOs, 
segments and composed objects) it is necessary not only to provide processes for 
manipulating these levels, but also managing user profile and group formation as well 
as learning scenarios.  

 

Fig. 1. The Architecture for Sharing Learning Content 

The participant accesses the system through a user interface, which is responsible 
for managing user interactions with the computer. The following functions were pro-
vided: search, segment, sequence, and share. 

The participant can search for learning content through the query manager mod-
ule. The query manager gets a query from the user or another module and according 
to the intended use (provided by the learning scenario or input data) accesses the 
metadata repository looking for LOs, segments or composed objects. In order to pro-
vide the answer to a query, the query manager also considers the user privileges and 
learning background. 

The segmentation module activates the query manager to search for LOs and once 
one LO is selected for segmentation, it is necessary to specify the segment as well as 
its context and sharing restrictions. According to the proposal presented in [5] for LO 
segmentation, it was also used a MPEG-7 description for specifying the segment. The 
developed prototype works with video files and therefore it is necessary to define 
starting time of the segment in the video as well as duration time. The metadata  
editor module is used in order to provide the learning context. 
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To provide the construction of semantically richer objects, it was also developed a 
sequencing module, in which it is possible to define sequences of content objects 
(LOs, segments or other composed objects). It is necessary to make searches for 
learning content, selecting the ones of interest and specify the sequences. The se-
quences are defined according to the metadata ids of the content objects. It uses 
SCORM specification [9] as described in [5]. SCORM is a group of specifications 
and patterns for content, technologies and services, associated to e-learning. Among 
other things, this model defines rules for the description of elements as well as in 
which way such elements can be grouped to form “content packages” (LOs). For the 
resulting composed object it is necessary to make a description of its usage context, 
through the use of the metadata editor module. 

The metadata editor module defines the context of learning contents through the 
use of IEEE LOM descriptions. IEEE Learning Object Metadata (LOM) [10] items 
were created to facilitate search, assessment, acquisition and use of learning content 
and it is undoubtedly the most used and referenced standard for describing learning 
resources. In addition, it is also necessary to specify access restrictions. 

The user manager module is important to control user accesses to the system as 
well as learning profiles of participants and groups formation. PAPI Learner was used 
for describing learners’ profile. IEEE Public and Private Information (PAPI) for 
Learners (PAPI Learner) [11] defines and/or references elements for recording de-
scriptive information about: knowledge acquisition, skills, abilities, personal contact 
information, learner relationships, security parameters, learner preferences and styles, 
learner performance, learner-created portfolios, and similar types of information. This 
Standard allows different views of the learner information (perspectives: learner, 
teacher, parent, school, employer, etc.) and substantially addresses issues of privacy 
and security. 

The sharing module manages the content sharing as well as communication tools 
focused on content. For each learning scenario, if the user selects or creates content, it 
is possible to provide annotations about the content, to recommend it to other partici-
pants, to suggest new learning contexts (complementing the metadata description) and 
to inquire more information about the content from the authors or other participants. 

3   Case Study and Its Evaluation 

A prototype was developed using Java programming language, version 1.6. The Inte-
grated Development Environment was Eclipse, version 3.4 and the application server 
was Apache Tomcat 5.5. All the database repositories (multimedia content - LOs, 
composition structures - sequences, metadata descriptions, learner profile, group  
formation and learning scenarios - collaborations) were developed on PostgreSQL 
version 8.3.3. 

The prototype focused on dealing with video LOs. The user can search for stored 
videos, exploring LOM metadata elements and segment them by specifying initial and 
final time. Different types of audiovisual resources could have been used in the proto-
type and case study. However, videos were used in order to focus on one media  
type, simplifying the implementation effort and because there is now an increasingly 
number of digital videos that can be reused in learning scenarios.  
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To collect data for the case study, the implemented prototype was used in a class of 
the “Introduction to Information Systems” Course – in the Federal University of the 
State of Rio de Janeiro (UNIRIO). Twenty-four learners participated of the study. 
They were distributed in eight groups (A1, A2, B1, B2, C1, C2, D1 and D2) - each 
one with three members. This configuration was chosen in order to make possible the 
distribution of tasks, allowing their simultaneous execution, mainly considering a 
collaborative environment. The number of groups and the number of members were 
defined based on the infrastructure available to carry out the case study and the  
desired investigation scenarios. 

Twenty-three videos were selected from the Web: 12 related to “Strategic Plan-
ning” topic, 11 related to “Object-Oriented Programming”. These topics were chosen 
because both of them are subjects of the course and were interesting to the students. 
The number of videos was bounded by time restrictions on the considered tasks.  

The case study was configured to be performed in four stages. In each one, the 
groups should execute a specific task - within a 20-minutes timeframe. Moreover, 
after the completion of each task, evaluation questionnaires were applied in order to 
collect data. 

In the first stage, the groups created segments – through the segmentation process - 
using the prototype. Moreover, they should be related to the “Strategic Planning” topic. 
These groups should access the available videos (previously stored in the multimedia 
database repository) and choose - according to their interest – the ones that would be 
segmented. It was defined that all groups should create at least three segments and 
analyze all the involved processes. 

In the second stage the groups A1, A2, B1 and B2 created a presentation related to 
“Strategic Planning” in video format, but, this time, using the segments created by 
groups C1, C2, D1 and D2 during the first stage. Meanwhile, the groups C1, C2, D1 
and D2 shared the created segments and analyzed them. The experience on sharing 
learning content using segments created by other learners was evaluated. It was also 
considered and evaluated if the segments’ sharing could favor the exchange of ideas, 
allows to develop the critical thinking skills and to consider different points of view, 
and if it allows to explore more learning materials. 

In the third stage, all groups should create semantic segments. Just as in the other 
stages, it was established that each segment should take, at most, two minutes. How-
ever, now, they should be related to the “Object-Oriented Programming” topic. These 
groups should access the videos available for this case study (previously stored in the 
multimedia database repository) and choose according to their interest – the ones that 
would be segmented. It was defined that all groups should create at least three seg-
ments and analyze all the involved processes.  

Finally, in the fourth stage, the groups C1, C2, D1 and D2 should create a presen-
tation related to “Object-Oriented Programming” in video format using the segments 
created by anyone in the third stage. 

Some questionnaires were applied in the case study. The collaborative learning 
was evaluated according to segments sharing. It was analyzed the learners’ interest on 
using segments from other learners for learning a specific subject and some groups 
analyzed segments created by other groups. 
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Fig. 2. Segments are useful in learning the subject 

According to Fig. 2, the evaluated segments helped in learning the subject for 66,66% 
of learners because the segments provide an overview of the subject although presenting 
specific aspects. In addition, they explained and exemplified well concepts and defini-
tions, facilitating understanding. However, the evaluated segments did not help learning 
for 33,33% because their duration was too short to enable a good understanding of the 
subject. It was also described that the segments’ content were too generalist.  
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Fig. 3. Sharing segments promotes the exchange of ideas 

Although some learners considered the evaluated segments not adequate to pro-
mote learning, everybody agrees – as presented in Fig. 3 – that sharing segments 
favors the exchange of ideas and it is an interesting approach. 

Fig. 4 presents the evaluation results for the segments’ sharing approach as an al-
ternative for promoting the critical thinking skills of students and for considering 
different points of view (opinions presented by other learners). 

As presented in Fig. 4, most learners (66,66%) totally agrees that sharing segments 
can be seen as an approach for promoting critical thinking and for considering differ-
ent points of view. According to the learners, such strategy allows improving the 
understanding of the subject. A great advantage that was mentioned is the possibility 
of analyzing information that would not have been taken into account at first but that 
is brought to consideration by different groups or learners that are studying the same 
subject. In addition, new points of view can be considered so it is possible to review 
the personal opinion. However, for 33,33% of learners, this capability is possible but 
only depending on how the segments from other learners were structured.  
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Fig. 4. Sharing segments improves critical thinking and noticing different points of view 
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Fig. 5. Choice of authorship of segments in learning activities 

Other important result is presented in Fig. 5, in which 75% of learners would 
choose to use segments created by themselves as well as segments created by other 
learners and groups. For 25% of evaluated students, the choice would be for using 
only the segments created by themselves. 

When comparing segments created by themselves and those created by others, 75% 
of the learners find those segments similar as shown in Fig. 6. By the other side, 25%  
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Fig. 6. Comparing their own segments with those created by others 
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think the segments are different or very different. Although most of learners think the 
evaluated segments were considered similar, it is important to notice the reduced time 
of the experiment. However, even though most of the segments were considered simi-
lar by learners, they were not considered useless. As presented in Figure 2, most of 
the learners (66,66%) believe that the evaluated segments (created by other groups) 
are useful in learning processes. 
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Fig. 7. Evaluated group explored different parts not explored by evaluator group 

Fig. 7 presents that more learners (58,33%) believe that the group under evaluation 
explored parts of videos that they had not explored in their segmentation processes. 
However, as presented in Fig. 8, 91,66% of learners think their groups explored parts 
of videos that the evaluated group did not explore. 
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Fig. 8. Evaluator group explored different parts not explored by evaluated group 

Considering the case study presented in this paper, using the collaborative ap-
proach allows exploring more learning content. Using the segmentation processes it is 
possible to select the most important parts of each LO. Then, through the sharing of 
segments, there is a considerable gain on exploring LOs in less time and with added 
benefits (such as those presented in these results), promoting knowledge construction. 

In addition, knowledge acquired by a learner in his learning process can be reused 
to guide the learning processes of other learners (i.e., segments created by one partici-
pant can be useful for providing learning to another participant). In fact, sharing  
the segments can promote the discussion of ideas, the analysis of opinions, argumen-
tation and counter-argumentation of points of views etc., improving knowledge  
construction. 
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4   Conclusion 

This paper describes the architecture considered for exploring the segmentation ap-
proach presented in [5] and [6] in a collaborative educational environment. In fact, it 
presents a case study where groups of students used a prototype implementing the 
main parts of the architecture to build new content by performing several collabora-
tive tasks centered on the segmentation approach. Finally some results obtained from 
this case study were presented and discussed. In fact, these results seem very encour-
aging as they have reinforced the idea that the segmentation of learning materials is 
an interesting and simple technique that is easily mastered by students and that can be 
used to propose collaborative tasks centered on the creation of instructional content 
by students. The created content (segments) in the case study was considered interest-
ing and useful by the students involved, which have also expressed their agreement 
with the idea that it helped them in acquiring new knowledge, in identifying and ana-
lyzing different points of view and in increasing their motivation to work in groups. 

As future work it is expected to extend the developed prototype in order to be able 
to deal with different media and apply it in different learning contexts supporting 
additional tasks. It would also be desirable to increase the number and diversity of 
participants in the evaluation process possibly building groups considering the 
learner’s profile and studying how the profiles influence the results. In addition, it 
would be very interesting to study how to automatically propose different segments to 
students according to their specific needs, interests or characteristics recorded in their 
user profile when they look for multimedia materials. The architecture and the proto-
type are also going to be improved. Works such as [12] and [13] can motivate the 
development of richer compositions and tools for dealing with composing segments 
and multimedia materials. Monitoring knowledge building and interactions, such as 
described in [14] can enhance learning experience and should also be considered in 
future works. 
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Abstract. The success of enterprise information systems implementation  
depends more on how well an organization is prepared and organizational as-
pects are integrated than the pure technical systems. This reveals the soft issues 
of software engineering. Organizational situations for enterprise information 
systems implementation are often complex and soft, and it is difficult to get a 
satisfactory answer from hard system engineering methods. This paper ad-
dresses organizational situations by improving the Problem Articulation 
Method. This method inspects an enterprise information systems implementa-
tion from different perspectives of people, activities and systems, and delivers a 
structure for the analyst to systematically understand and arrange the implemen-
tation. We have applied the improved method in a physician workstation system 
and showed a preliminary result.  

Keywords: System Implementation, Enterprise Information Systems, Problem 
Articulation Method. 

1   Introduction 

Enterprise Information Systems (EIS) are complex socio-technical systems. As devel-
oping rapidly in modern organizations, EIS have been more and more taking over in 
operational activities and taking part in organizational issues nowadays. In the mod-
ern knowledge society, it is a common scenario that people and EIS co-ordinate to 
jointly perform an activity. This requires EIS to integrate not only technical and op-
erational procedures, but also organizational and cultural knowledge. It is the organ-
izational and social issues that make EIS “soft”. Dealing with “soft” problems raises a 
challenge in EIS. It also moves EIS towards a new research agenda featured as an 
alternate paradigm in the knowledge society.  

Implementing an EIS is the first puzzle. One may begin a problem analysis with 
some need to be met, implying a new or altered system to provide the solution. If we 
call the total problem, undifferentiated and unstructured, “the total system”, it in-
cludes the normal operating system that is to solve the problem plus all the additions 
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needed to create it, service it, and maintain it. The technical levels are well catered 
for, so we began to look for precise solution to organizational problems on the human 
level in the shape of a formalism for analyzing and designing information systems. 
Such solutions should ideally support the automatic generation of a default version of 
an application system if deemed useful but without pre-empting technically more 
efficient solutions. It therefore calls for an approach to analyzing such organizational 
infrastructures. 

Existing methods for Implementing EIS are with less capability for analyzing total 
systems. Information systems planning deals with part of infrastructural analysis, but 
planning approaches are initially introduced as a solution to help the industry organize 
its resources and secure its operations. Many unsuccessful systems, including those 
lack of satisfaction and acceptance, fail in ignoring the total requirements.  

Problem articulation concerns with the macro-structure of an EIS lifecycle [1], it 
starts from a vague or soft problem and finds out appropriate words and other signs, 
as well as exploring the cultural and physical constraints within which to frame the 
norms. The Problem Articulation Method (PAM) intends to give the implementation a 
structure, and explore the cultural and physical constraints within which to frame the 
norms [1, 2]. In this paper, we aim to identify a structure for vague problem from the 
perspectives of collateral tasks, stakeholders, and sub-problems.  

This paper is structured as follows. Section 2 briefly reviews related work in this 
area. Section 3 improves the PAM method on the linkage between its techniques. We 
illustrate this improved method in a hospital information system in Section 4, and a 
discussion on the application is followed in Section 5. Section 6 gives conclusion and 
future work. 

2   Related Work 

Traditional hard systems methodology are most suited to address structured problems 
but the organizational and social problems generally are half-structured or unstruc-
tured. Soft Systems Methodology has emerged for solving complex and messy prob-
lem in social situations [3]. The SSM points out a sequence of activities for dealing 
with problems of ambiguity and change. The ideas of “soft problems” and “systems 
thinking” have shown considerable practice value. But it is not catered for information 
systems development.  

Many authors have outlined success and failure factors based on cases. Al-
Mudimigh et al. propose an integrative framework for ERP implementation based on 
the factors of top management commitment, business case, change management, 
project management, training, and communication [13]. These are essential elements 
that contribute to success in the context of ERP implementation. However, it does not 
provide a method on how to implement an EIS. Kansal proposes a framework for the 
selection process of EIS, identifying critical factors for EIS implementation [14]. He 
identifies five categories of constraints that influence the EIS implementation, which 
are technical, organizational, human, financial and time constraints. These aspects 
need further formalization as guidance for the analyst. 
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Decomposition is relatively straightforward for solving a complex problem in  
requirements engineering. This is also common in project planning. Such methods 
usually use divide-and-conquer strategy. They break up the whole problem into 
smaller sub-problems and thereof solve each sub-problem separately, either parallel or 
sequentially. The Work Breakdown Structure (WBS) is typical method of this type 
[4]. WBS is a tool that defines a project and groups the project’s discrete work ele-
ments in a way that helps organize and define the total work scope of the project. It 
adopts a tree structure, which shows a subdivision of effort required to achieve an 
objective. The WBS starts with the end objective and then successively subdivides it 
into manageable components. Similar methods include product breakdown structure 
[5], and project breakdown structure. All approaches aim to define and organize the 
total scope of a project. The WBS is organized around the primary products of the 
planned outcomes instead of the work needed to produce the planned actions, which 
is different with PAM. 

Stamper’s seminal work on PAM aims to offer a structure to a vague problem 
situation [1, 9]. To start a problem, they developed the five techniques for PAM, each 
clarifying the problem from a different perspective. Following Stamper’s framework, 
Liu et al. make further improvements on the individual techniques [10, 11]. They 
separate stakeholder identification as a single technique and sharpen the collateral 
analysis technique. Simon et al discusses a practical application of PAM to the devel-
opment of enterprise information systems planning. However, PAM is still not mature 
for practice. The linkage between techniques is open. 

3   Structuring Enterprise Information Systems Implementation 

Inspired by the “soft” characteristics of SSM, the Problem Articulation Method 
(PAM) is employed to cope with the complexity and ambiguity in social systems. 
This method treats EIS implementation as a total problem, and attempts to produce a 
structure for solving the problem. The output of this method is an enterprise infra-
structure model, from which the analyst can derive business requirements [11]. It  
is beneficial in the initial stage of a complex EIS implementation project. In this sec-
tion we improve PAM with the interconnection of its three techniques, namely, unit 
system definition, stakeholder identification, and collateral analysis. 

3.1   Unit System Definition 

To understand the total problem of EIS implementation, PAM first defines the scope 
of the problem. PAM attempts to subdivide a problem into small units and organize 
them in a structured way. Each unit is called a unit system. A unit system is a collec-
tion of organized activities performed by people or automata to achieve certain objec-
tives [11]. Kolkman adopts the notion of “course of action” to define a unit system 
[1]. A unit system has an action course as its kernel and, in turn, this course may have 
one or more sub-activities. An action course can be a simple activity by one person or 
a complex set of tasks by a group. Using the notion of a unit system, a problem situa-
tion is analyzed as a constellation of action courses about each of which one needs to 
say only a few things. This gives us a start for structuring the problem situation.  
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3.2   Collateral Analysis 

The Collateral Analysis technique attempts to recognize all auxiliary tasks that sup-
port the unit system and provides a collateral structure. In this technique, the analyst 
selects a unit system as the focal system, and then begins to analyze all other systems 
that serve this system; we call them collateral systems. All collateral systems with the 
focal system constitute the collateral structure of the unit system. The focal system is 
the kernel of a collateral structure, determining the particular focal interest of the 
problem situation. In this technique we strip away all details of how to bring the focal 
system into operation and keep it going, but consider only its interrelated situation.  

Constructing
DismantlingMaintenance          

Focal System

OutputInput
Description

OPERATING CYCLE

BACKUP CYCLE

LAUNCHING CYCLE

CONSTRUCTING CYCLE

Recovery Fallback

Launching Terminating

Predecessor Successor

Backup

Environment

Available System

Resources  

Fig. 1. Collateral Structure (adapted from [11]) 

Once having positioned a focal system, next step is to identify the related collateral 
systems. Two closely interrelated classes have been classified: object and service 
systems [11]. Object systems are the unit systems that are required, and instances 
include available system, resources, predecessor, and successor, as shown in rectan-
gles in Fig.1. Service systems, as shown as ellipses in Fig.1, provide services and 
operations to object systems. A service system takes an object system as input and 
produces another object system as output. In other words, it transforms an object 
system from a previous state into its next state. Both object and service systems make 
up the focal system’s context and dependencies, enabling it to function as required. 
Structured by the life-cycle of the system, collateral analysis considers the focal sys-
tem’s history line and then starts with the constructing, launching, operating, and 
backup cycles.  

The history line is a linear progression from an earlier solution. It looks at the rela-
tionships between the predecessor, successor and focal system. The history line con-
tains three object systems and no service systems. The predecessor, the focal system, 
and the successor are linked one by one because there may be a causal or relation 
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between them. As there is no substantial link, the service systems are absent. We have 
to take this history and future into account because the materials, knowledge, people 
and other resources from predecessor may well be needed in focal system [1]. It may 
give some tips or provide motivating forces to think of a successor system. Certainly 
the people outside the system, who supply it or use its outputs, may be disconcerted if 
there is no continuity.  

The constructing cycle builds up an available system from resources. The resources 
are regarded as object systems, including raw materials, energy, human resources, and 
information. The constructing system provides the focal system with the ability to 
have the required functions. By inputting energy to this cycle, resources go through a 
transition from a state of disorder to order. It is an entropy decreasing process. The 
dismantling system brings the focal system’s function ability to an end. The mainte-
nance system makes sure the focal system retains its functions while it needs services. 

The launching cycle sets up an available system and ensures it operational. The 
launching system brings about the functions that potentially exist, while the terminat-
ing system takes away these functions. The available system is a system to be  
commissioned, unable to function as required but will have the ability to have those 
functions. Tasks in launching cycle contain systems deployment, staff training, etc.  

The operating cycle processes input and output information, and makes an impact 
on the environment. The input system transfers resources in the environment to enable 
the focal system to function as required, while the output system transfers material 
from the focal system to the environment. The input and output are, in fact, patterns 
not single instances and these have to be considered [2]. Environment system consists 
of material, energy and information. There are sources and sinks in the environment 
[1]. In most respects the environment is given it is just a client, except that any new 
version of focal system may require the client to learn new ways of using this function.  

The backup cycle deals with emergent situations and launches a backup system. 
The recovery system repairs the capacity of the focal system, while the fallback sys-
tem terminates the operations of the focal system.  Backup system is a normal opera-
tional function in some required measure. Activities in backup cycle include planning, 
informing, backup, etc.  

3.3   Stakeholder Identification 

Stakeholder identification technique attempts to build up a structure from an organiza-
tional perspective. It helps to find out stakeholders and take into account of their in-
terests regarding the problem. Stakeholder identification takes a selected unit system 
and produces a categorized list of stakeholders. Each unit system is associated with a 
set of stakeholders. Liu et al. has identified six types of stakeholders, labeled by roles 
[11]:  

Role= {actor | client | provider | facilitator | governing body | bystander}       (1) 

An actor is an agent (individual or group) who takes actions that directly influence 
the unit system. Actors perform action of course and provide service. They have a 
direct link with the system, e.g., the physicians. A client is an agent who receives the 
consequences or outcomes of the unit system, e.g., the patients. A provider is an agent 
who creates the conditions (supplies, permission, design, and funds) to facilitate the 
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deliverables of the unit system, e.g. the equipment providers. A facilitator is the agent 
who solves conflicts and ensures continuality, steers the team towards the goals, e.g. 
the financial institutions. The governing body is the agent who enforces of the legal 
rules, policies, and regulations, e.g. city hall, ministry of employment. Bystanders  
are those who have other interests in the unit systems. Bystanders usually are not part 
of the project itself, but may have interests in the outcome and have influence, e.g. 
press agencies. 

Responsibilities are captured and described to structure problem and its related is-
sues. Stakeholders and their responsibilities make up an organizational structure of a 
unit system. The unit system describes an agent who is responsible for an action 
course of which the exact spatial and temporal boundaries are determined by a group 
of people who hold a stake in it. For instance, some agent will determine and govern 
the existence of the unit system and some agent will be responsible for the tasks being 
carried out.  

3.4   Applying Sequences and Infrastructural Analysis Architecture 

To implement an innovative EIS, the analyst starts from the objectives of a unit sys-
tem. Though with a vague problem situation, he can identify at least one objective 
from his customer, for example, “EIS in operation”.  

With the objective, the analyst can use collateral structure as a guidance to conduct 
unit system decomposition, as it is a general structure for all EIS. As a result of col-
lateral analysis, a set of collateral (unit) systems can be recognized, each representing 
corresponding work required in the implementation. Recursive decompositions apply 
to these new unit systems whenever necessary. The criterion is if the analyst feels 
confident about the unit system and can find a skilled person or company to accom-
plish this work without risks.  

For a unit system that there is no need to conduct a further collateral analysis, 
stakeholder identification will be applied. Activities for unit systems can be exposed 
at the same time as identifying the stakeholders’ responsibilities. The stakeholders 
and activities, organized in a certain way, are the main tasks in a unit system to 
achieve the objectives. These activities, covering from EIS selection and purchase, to 
staff trainings and system configuration, to business process reengineering and data 
preparation, and to EIS backup and maintenance, will be assigned with explicit re-
sponsible individuals or groups to ensure they are successfully implemented.    

Having identified collateral systems, stakeholders and their activities that support 
the focal system in operation, the analyst has revealed the infrastructure of the EIS to 
be implemented. Therefore, for a unified representation, a unit system can be speci-
fied in the format of:  

Unit System= {stakeholder, role, responsibility, representatives}             (2) 

Fig 2 illustrates the applying sequence of PAM techniques to get infrastructure for 
an EIS. 

For a single unit system, only a few things need to be considered about a unit sys-
tem. Besides the objectives mentioned above, a unit system has a required start and 
finish. Authorities who start or finish this unit system also need to be made clear. This 
information tells the lifespan of a unit system, e.g., when to take into and remove  
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Unit System
(with objectives)

Collateral 
Analysis

Stakeholder 
Identification

Unit System 
Definition

PAMProblem Situation Structured Problem Situation  

Fig. 2. PAM Techniques Applying Sequence 

from consideration a unit system, and who holds the overall responsibility over the 
unit system. It is useful to manage all unit systems from a global view. For the ease of 
navigation, unit systems are organized in a hierarchical structure. A unit system map 
can be drawn to show all unit systems in one site. In this map, all collateral systems 
are treated as its sub-unit systems.  

4   Example: Implementation for Physician Workstation System 

We take a physician workstation system in hospital as an illustration. The focus is on 
the infrastructural analysis before implementing a physician workstation system and 
to offer a holistic structure of the problem situation. 

The problem situation is fairly vague. The hospital keeps saying that it wants to 
catch up with Electrical patient record trend, and build up a digital hospital in its area. 
Therefore, we start with an overall objective statement that the hospital wants to have 
a physician workstation system in operation. 

Collateral analysis helps to generate a collateral structure. Before this workstation, 
the medical orders are manually prescribed by physicians, and then taken over by the 
nurses. We therefore need to know about the procedures carried out behind. The envi-
ronment is the physicians. It produces “raw” medical orders as input to the work-
station system, and the latter processes medical orders as required as output. We also 
have to take into account its backup system in case the workstation system falls down. 
For constructing service, the hospital has decided to purchase a set of software from a 
healthcare service provider, and needs to consider the issues like market investigation, 
functionality selection, and making a purchase. The resources are the procedures, 
rules and money for buying an available system. Launching service needs system 
configuration, interface customization, and staff training. The latter needs special 
attention because the training of physicians would be a difficult task, and therefore a 
second round of collateral analysis against staff training is recommended.  

Stakeholder analysis produces an organizational structure of the target system. By 
applying the stakeholder identification technique at the top level unit system, we have 
identified physicians and nurses as actors, patients as clients, the healthcare service 
supplier as provider, project management board as facilitator, hospital management 
board as governing body, and other departments in hospital as bystander. Among 
them, project management board takes the responsibility of allocating resources, co-
ordinating conflicts. The patients are the beneficiary because the system improves 
their work efficiency directly. The hospital management board steer the entire project, 
and determine the existence of the system. Other departments in hospital are the  
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bystanders of this system but any mistakes of the system may an impact to them. The 
healthcare service supplier is responsible to deliver a workstation system that meets 
all the requirements agreed. Fig 3 shows the result of collateral analysis and stake-
holder identification. 
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Fig. 3. Physician Workstation System: Stakeholders and Collateral Systems 

For a unit system at lower levels that there is no need to conduct further collateral 
analysis, we can identify its stakeholders and activities involved to achieve the objec-
tive of this unit system. For instance, the constructing service has a specific objective 
of purchasing a physician workstation system. It also has a specific start and finish 
time authorized by the hospital management board. The actors involve IT department, 
who is responsible for market investigation and functionality selection, and financial 
department, who is responsible for making the purchase once the IT department has 
successfully finished its mission. All these activities will be facilitated by the project 
management board. Therefore, the constructing service can be specified as: 

U Market Investigation= {IT Department, Actor, Select a Physician Workstation System }  

U Functionality Selection= {IT Department, Actor, Choose Functionality}  

U Purchase Making= {Financial Department, Actor, Purchase the System}  

At present, the output of the PAM analysis is an infrastructure model for the prob-
lem situation, making up by sub-system structure, organizational structure and collat-
eral structure. Due to the space limit, we cannot give a representation of all the details.  

5   Discussion 

PAM is a method for senior staff or project managers at the initial stage to inspect 
clearly of the total problem in EIS implementation. Following the three techniques, it 



364 G. Cui and K. Liu 

 

produces systemic, organizational and collateral structures. All make up the infra-
structure of the target systems. Problem decomposition is a regular practice in  
requirement analysis, and it gives us a preliminary structure of the problem. Under-
standing the responsibilities associated with the various stakeholders involved in the 
problem is also one of the tasks in dealing with the soft part of the requirements 
analysis. This defines the relevant goal structure and relates it to the mores of the 
community, in particular to the willingness of people to conform to norms and to 
exchange information. Collateral analysis is another beneficial practice in PAM. It 
leads us to look systematically at the infrastructure in which we create our systems 
and perform our innovations. Using this technique, the total system is partitioned into 
a network of unit systems by a process or articulation which isolates systems with the 
same broad goals.  

In practice, the three techniques can be applied in an interactive manner. Collateral 
analysis can be applied not only on the entire system, but in every level of unit sys-
tems when necessary. For example, staff training may need special arrangement to 
ensure it is successfully conducted. Stakeholder identification can also be applied in 
all unit systems, including sub-systems and collateral systems. For example, we may 
need to discover a full stakeholder list before we terminate a system. Thanks to the 
notion of unit system, PAM obtains this flexibility in dealing with complex problems. 
It is worth noting that there are no overlaps between sub-systems and collateral sys-
tems, as sub-systems structure and collateral structure serve for different purposes. 

It is also worth mentioning when the analyst first applies collateral analysis. Once a 
definition of the focal system has been established the analyst can relate the focal 
system to the existing infrastructure. In defining these systems the analyst should try 
to capture all aspects of the problem and to concentrate on the interactions between 
systems that describe different parts of the problem solution. This makes for a very 
complex analysis. In an environment with a rich infrastructure many of the necessary 
collateral systems will already exist and be run by others. But in a less developed 
environment, the need to organize and run collateral systems will ensure that even a 
simple problem will be a considerable managerial task [1]. Collateral analysis helps 
considering the building and running of an infrastructure in which many diverse inno-
vations can proceed smoothly. The difference between innovating in a developing 
country and in sophisticated socio-economic environment is made dramatically clear 
by collateral analysis.  

As discussed, PAM positions itself in the initial stage of the project, and it helps in 
clarifying a vague and complex problem. The activities in PAM can also contribute to 
the information systems planning. Similar to information systems planning, PAM is 
dedicated to providing uncertain and unstructured problems with a structure, mean-
while considering global, long-term, and key issues. Therefore, we must be aware  
that PAM lies in the context of the whole organization, and align with organization 
management issues. PAM is not catered for concrete business problems, but for the 
system goal, strategy, architecture, and resource planning. From this point of view, 
the process of applying PAM is a decision-making process, which involves both tech-
nical and management issues. As a result, the targeted system’s profile is roughly 
depicted.  
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6   Conclusion and Future Work  

This paper discussed a preliminary infrastructural analysis for EIS implementation 
and the approach of Problem Articulation Method to achieve this. The main contribu-
tion is on the improvement and linkage of PAM techniques. We proposed a unified 
specification for unit systems, which connects three techniques in PAM. We also 
carried out an infrastructural analysis for physician workstation system, and obtained 
a holistic structural view of the total requirements. This helps in understanding the 
organizational aspect of IS development.  

Currently, a software tool to support PAM is under development. In future, further 
research on the unit system modeling is in our schedule. Its identification, organiza-
tion, and specification require more work. Also, improvement on collateral analysis is 
still needed to give a clear guideline to the analyst.  
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Abstract. An integrated ERP system is an asset for any organization using it, 
but since its full deployment requires increased cooperation between business 
units, there is a need to provide the users involved with appropriate training ma-
terial, so that they can effectively and efficiently exploit the business processes, 
which very often change in a dynamic business environment. Existing training 
materials fail to represent effectively the implicit business knowledge in order 
to help the users understand the underlying structures and relationships. This 
paper proposes a prototype model for the design and development of ERP train-
ing material, where both the multimedia objects used in training scenarios and 
the knowledge built into them are captured and fully reusable. The proposed 
approach helps trainees understand: (i) which are the building blocks of an ERP 
application, (ii) how they relate with each other and (iii) how they can be used 
in order to solve business specific problems. 

Keywords: ERP ontology, ERP training, Ontology-based training, Semantic 
web ERP Training. 

1 Introduction 

World economy has been transformed into a knowledge economy. In that economy 
the application of knowledge is the main means of production and has become more 
important than traditional resources, such as labour, capita or base materials. Tradi-
tional economy that was primarily driven by transformational activities (turning raw 
product into finished product, or turning data into information) has been transformed 
into knowledge economy where the highest-value activities are complex interactions 
between people and systems. This shift from transformation activities to interactions 
represents a broad shift in the nature of economic activity. Economic success and 
most productivity gains in the future are going to be in interactions. Hence, enter-
prises are beginning to realize that strategic advantage becomes less focused on  
ownership of distinctive stocks of knowledge. Instead, strategic advantage resides in 
the institutional capacity to get better and faster the most promising flows of knowl-
edge and in the rapid integration of the knowledge acquired from these flows into the 
enterprise activities [1]. 
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1.1   Training Knowledge Workers for the Knowledge Economy 

Knowledge workers can be described as highly professional, highly competent indi-
viduals with an excellent education, globally mobile and even independent from spe-
cific national restrictions. They are global “knowledge players” with a main function 
to act as “knowledge brokers”.  

On the other hand there are candidate knowledge workers. Those individuals own 
qualifications on a high level too and are capable to welcome constantly new working 
tasks. However, they are less virtuous and qualified than knowledge workers. 

One of the key issues for the successful integration of knowledge flows into the en-
terprise activities is active user participation. This is achieved through continuous in-
teractions between experts (knowledge workers) and trainees (candidate knowledge 
workers). In essence, active user participation, which is enabled through user training, 
is considered a knowledge-creation spiral that emerges when the interaction between 
tacit and explicit knowledge is elevated dynamically from lower to higher ontological 
levels, i.e. from the individual, to the group, to the organization, to the inter-
organization level [2], [3].  

The approach is outlined through a case study involving the development of a  
training scenario for the applications’ training of Enterprise Resource Planning (ERP) 
users. 

1.2   Enterprise Resource Planning Systems Training 

An Enterprise Resource Planning (ERP) system is complex business software, as it 
optimizes business processes using enterprise resources, depending on the availability 
of internal or external enterprise objects or conditions. It consists of many integrated 
subsystems (modules) that are linked together in order to satisfy unique enterprise 
needs [4]. End-user training is a key success factor in ERP implementations, since the 
subsystems’ customization and integration is not achieved through programming (as  
it used to be in the past) but through end-user parameterization (setting correctly the 
appropriate set of parameters) [5], [6]. 

Most of the existing automated training aids for ERP applications essentially ma-
nipulate collections of multimedia objects (text, images, videos, etc.) [7]. These multi-
media objects are usually grouped hierarchically (e.g. in units and sub-units), indexed 
and combined, through hyperlinks, in order to formulate training materials that will 
support specific training needs. However, the training material developed using these 
aids, although it allows the user to examine specific constructs making up an ERP sys-
tem or subsystem, is not designed in a way that will allow him/her to understand the 
underlying structures and relationships between these constructs. The reason being that 
most training aids only provide for manipulating and restructuring multimedia objects 
and not for externalizing the underlying logic for the knowledge domain under consid-
eration. Hence, in order to help the user get an in-depth understanding of each con-
struct making up an ERP system and subsystem, how it is used and how it relates to 
other constructs, this knowledge must be externalized, made explicit and therefore be-
come diffused and reusable. To accomplish this, a method that considers the funda-
mental building blocks of the perception process is needed. 
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Perception is the process of building a working model that represents and interprets 
sensory input (mosaic of percepts) into a more abstract part (conceptual graph) [8], 
[9]. A conceptual graph is made of concepts (the simplest possible self-contained enti-
ties) and the relations between them. Therefore, when a trainee is asked to understand 
the training material accompanying a training process, the act of consuming this mate-
rial can be modeled as a two stage process: (i) the analysis process, where the material 
is broken down into concepts and (ii) the synthesis process where concepts are linked 
to other concepts (found in the training material on hand and other related material 
that the trainee has already analyzed before) in order to form more complex structures 
(conceptual graphs). Therefore, meaning is not discovered but constructed, and train-
ing material has meaning only in relation to other material, being interconnected to 
each other as codes and systems in the culture and in the minds of trainees.  

 

Fig. 1. Hierarchical grouping of material 

One of the major issues in ERP systems’ training is that the trainees are introduced 
with hundreds of new constructs, and they have problems understanding how each 
construct relates to the theoretical and practical knowledge that they have already de-
veloped and how constructs relate to each other. For example a “General Journal 
Posting” (construct) is a group of balanced General Ledger transactions that (a) is 
characterized (relation) by a “General Journal Template” (such as payments, receipts 
etc.) and (b) updates (relation) General Ledger accounts’ statements, balance of ac-
counts and journals. This knowledge is difficult to be extracted when the material  
is organized textually (Figure 1), but it can be easily extracted when the material is 
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organized semantically (Figures 2 and 3).  The main objective of this paper is to de-
scribe a method for developing training materials that capture that knowledge in a 
way that will help the trainees understand the underlying structures and relationships 
between these constructs and hence communicate it and make it reusable, while still 
allowing hands-on context specific learning that will help trainees bridge the gap to 
practice. This method is also highly transferable to the development of training mate-
rials for any kind of systems and users and can produce similar gains in learning and 
understanding in any domain of knowledge. 

2   Design of an Ontology-Based Training Tool 

The proposed model is developed on the bases of the principles set by various initia-
tives like the semantic web, all having in common the focus on extending current web 
technology with machine-understandable metadata [10]. Those metadata are stored in 
ontologies [11] and play an essential role in semantic web, since they provide the 
shared conceptualizations expressed in a logical form. The semantic web vision  
has been combined with the principles of knowledge transformation in order to pro-
vide a theoretical model of e-learning processes [2], [12], [13], [14] thus enhancing 
the Knowledge-creating company towards the vision of the Semantic Learning  
Organization (SLO) [15]. 

In designing an ontology-based training aid, the main objective is to capture and 
represent the knowledge, which is implicit in the application domain so that it can be 
made reusable. Thus, domain experts record their knowledge on the particular field 
under consideration in terms of an ontology, which is recorded in the ontology reposi-
tory and, hence, better communicate it and make it reusable. Therefore each ontology 
construct is recorded only once and can be made available to every training scenario 
using it. In addition, relevant supportive material (either existing or created), in the 
form of multimedia objects (e.g. text, image, video and animation), is used in order to 
develop a collection of reusable multimedia objects that are related to the knowledge 
domain under consideration [16], [17]. This collection of multimedia objects com-
prises the content repository. The ontology and content repositories are then used to 
create knowledge networks, each corresponding to a training scenario, which are re-
corded in the knowledge repository.  

Contrary to traditionally designed training scenarios which are based on mere user 
navigation to multimedia objects, training scenarios that are based on the proposed 
approach are enhanced and empowered in that they allow users to navigate into the 
domain knowledge which has been represented in the form of a knowledge network.  
Thus, the user of the training scenarios is guided either through a semantic search fol-
lowed by a navigation to the knowledge network, or directly through navigation to the 
knowledge network. To enhance his/her understanding of each ontology construct in-
cluded in a knowledge network, the user can access relevant supportive material in 
the form of multimedia objects and identify the relation of the particular construct 
with other relevant constructs. 
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3   The ERP Applications’ Training Tool  

For illustrative purposes a sample ontology and one training scenario were built based 
on the proposed approach. The scope of the training scenario is to help trainees under-
stand what is the meaning and use of the basic general ledger constructs and how con-
structs relate to each other. The ontology-based knowledge network that follows  
was constructed using the SemTalk21 ontology editor for MS-Office 2003, a Visio 
2003 add-in that provides all the modeling functionality needed to create ontologies 
complying with the standards set by W3C’s (the World Wide Web Consortium)  
recommendation OWL2. 

The ontology built for the needs of this research was based on: (a) the ontological 
analysis of Sowa [18], (b) the resource-event-agent (REA) model for enterprise  
economic phenomena [19], (c) the work of Geerts and McCarthy [20] on a domain 
ontology for business enterprises, based on the REA model and (d) the Enterprise  
Ontology [21]. 

In the text that follows, the General Ledger (GL) transactions scenario is provided 
using ontology concepts (shown in italics) and ontology relations (shown in single 
quote enclosures). Higher level concepts appear in parenthesis, right after each lower 
level concept. In the diagram, concepts are represented as rounded rectangle nodes 
and relations as lines connecting them. 

3.1   The GL (General Ledger) Transactions Scenario 

The GL Transactions scenario shows what is the meaning and use of each general 
ledger construct and how constructs relate to each other. 

Figure 2 shows the GL Transactions scenario. New transactions are entered 
through General Journals (Data Entry Screen). When the user first enters the screen a 
‘choice’ appears in General Journal Template List (List of Values) that ‘refers to’ 
General Journal Template (Document Type) and the user must choose the type of 
document he/she wishes to enter (payments, receipts, clearing transactions, etc.). Each 
General Journal Template (Document Type) ‘uses for autonumbering’ Number of Se-
ries (Record ID) as each new document takes automatically by the system a new ID. 
General Journals (Data Entry Screen) ‘updates journal entry’ General Ledger Post-
ing (Journal Entry) that ‘uses for autonumbering’ Number of Series (Record ID) as 
each new journal entry must have a unique ID. When General Ledger Posting (Jour-
nal Entry) is posted it ‘updates transactions’ GL Transaction (Transaction). Each GL 
Transaction (Transaction) ‘refers to’ an existing GL Account (Account) and ‘updates 
balance’ of GL Account (Account). On the other hand GL Account (Account) ‘balance 
is analyzed to’ GL Transactions (Transaction). For VAT calculations, each GL Ac-
count (Account) ‘use for VAT’ General Business Posting Group (Data Entry Screen) 
and General Product Posting Group (Data Entry Screen). Each GL Transaction 
(Transaction) ‘refers to’ a GL Account (Account) and receives in order to ‘use for  
 

                                                           
1 http://www.semtalk.com 
2 Web Ontology Language. OWL facilitates better machine interpretability of Web content than 

that supported by other languages like XML, RDF, and RDF Schema (RDF-S) by providing 
additional vocabulary along with formal semantics. 
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Fig. 2. The GL transactions scenario 

VAT’ General Business Posting Group (Data Entry Screen) and General Product 
Posting Group (Data Entry Screen) whose values can be modified per GL Transac-
tion (Transaction), if needed. The GL Chart of Accounts (Chart of Accounts) ‘struc-
tures’ GL Account (Account) and GL Trial Balance (Balance of Accounts Report) 
‘imprints’ GL Account (Account) balances. 

This scenario aims to show to the trainee (1) the steps that a user must go through 
in order to post a transaction into the GL subsystem (select template, enter journal en-
try and post transactions), (2) how setup is involved with the process (number of se-
ries, templates, GL accounts, VAT parameterization) and (3) how posted transactions 
relate to accounts and how accounts’ balance is calculated from the transactions. 

3.2   The User Interface 

Figure 3 shows the users’ interface of the scenarios. The user has two options: (1) 
chose one of the scenarios and navigate through concept instances and relations or (2) 
search for a concept instance, in which case the system displays all occurrences of the 
concept instance in all scenarios and then select a specific scenario to navigate. When 
selecting an instance (for example GL Chart of Accounts) the system displays its 
properties and all supportive multimedia associated with the specific instance. So  
the user can discover in the properties window (on the left): (1) all the scenarios 
(pages) where the specific instance appears, (2) comments explaining its use in the 
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ERP application, (3) the ontology-defined concept that relates the term used by  
the ERP vendor (concept instance) to the generally accepted term used in the litera-
ture (concept) and (4) all the relations defined for the specific instance in relation to 
other instances. The user can also navigate into the supportive multimedia (in the spe-
cific example an adobe acrobat document) and find additional information about the 
instance under consideration. 

 

Fig. 3. The web user interface 

4   Discussion and Concluding Remarks  

The approach proposed in this paper is mainly concerned with capturing and repre-
senting the knowledge found in the logic, the structure and the ways of use of ERP 
systems as ontology-based knowledge networks, i.e. training scenarios serving a spe-
cific training needs. The ontology contains all the relative concepts and the relations 
between them. The knowledge network relates the basic entities defined in the ontol-
ogy with the various multimedia objects, which are supportive for better understand-
ing the ontology constructs. Thus, the user of the resulting training material is enabled 
to search for an ontology construct (for example an ERP task) and understand its 
meaning and usage with the help of the supportive multimedia. Furthermore, the user 
can navigate to associated ontology constructs in order to acquire an in depth knowl-
edge about ERP processes, the data and control flows between them and how they can 
be combined in order to solve specific real-life problems.  

With regard to the trainee, the main advantages of the proposed model are the fol-
lowing: a) Semantic search - This allows to search ontology or knowledge constructs 
semantically instead of textually putting emphasis on matching the content and the real 
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meaning of each relevant concept searched [22]; b) Knowledge or conceptual naviga-
tion - This allows the use of browsing and navigation capabilities in order to identify 
the ontology or knowledge constructs as they are recorded into the knowledge reposi-
tory and used in the training scenario and involves: (i) navigation into the knowledge 
domain under consideration, (ii) navigation into the business context and (iii) naviga-
tion into the structure of the educational scenario [22]; and c)  Knowledge dissemina-
tion – This is an important function of any kind of training activity that can only be 
achieved if the trainee is provided with the ability to extract the knowledge implicit in 
the problem domain, as opposed to the mere presentation of facts and disconnected in-
formation which, in most cases, is not adequate. With the proposed model, knowledge 
is made explicit in order to assist the trainees’ combination (from explicit to explicit) 
and internalization (from explicit to tacit) knowledge transformation processes [2]. 

In addition, significant advantages of the proposed model could be identified for 
the creator of the training material as well. The most important of them can be 
grouped around its three main components (repositories): a) Ontology repository - 
There are many benefits when using ontologies that have already been recognized in 
the learning technology community [23], [24]; b) Content repository - Content reus-
ability is a key issue in the literature [16], [17]; and c) Knowledge repository - A 
knowledge network is a self contained entity that serves a specific training need in a 
specific knowledge domain, in a specific business context and has a specific structure 
[22]. Reusability of knowledge recorded into training scenarios is also achieved as 
knowledge constructs instilled into older scenarios can be used into new scenarios in 
order to meet new training needs. 

Additionally, the expected deployment of the semantic web, which provides se-
mantic meaning for concepts, allowing both users and machines to better interact with 
the information, will allow the combination and multiple exploitation of dispersed 
training ontologies through the internet: (i) from writers of training material, since 
training ontologies and scenarios will be available at various sites around the world 
and (ii) from web services that will be able to process the knowledge built into on-
tologies and knowledge networks for various purposes. 

It must be noted, however, that the proposed model enhances and empowers exist-
ing methodologies by allowing the semantic representation of knowledge so that to 
enable trainees navigate into the underlying knowledge of the application domain un-
der consideration. Thus, the model can combine the existing multimedia material with 
ontology constructs, using knowledge-based multimedia authoring tools, in order to 
build user training scenarios and satisfy specific training needs. Hence, in addition to 
the existing multimedia objects, the knowledge built into both the ontology and  
the training scenarios is fully reusable. Finally, due to the encouraging features of the 
approach described, it is intended to evaluate it extensively using more elaborate  
implementation tools and more complex ERP business processes.  
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Abstract. Nowadays academic institutions seek to equip students with interper-
sonal and project management skills by enhancing their learning experience 
through the use of new collaborative technologies. This paper presents an en-
quiry based learning initiative at Manchester Business School. A virtual world 
environment was introduced to facilitate group project work. The setting was 
the B.Sc. Information Technology Management for Business (ITMB) pro-
gramme, a new degree designed to meet the needs of major employers in  
the business-led IT sector. This paper discusses how the project acted as a  
vehicle for increasing the involvement of employers in the programme and 
achieving the objectives of greater student creativity, productivity, engagement, 
participation and productivity in team work.  

Keywords: Virtual worlds, Second Life, EBL, team work. 

1   Introduction 

Virtual worlds are 3D environments that combine game-based graphical capabilities 
with social interaction systems [5]. They allow educators to organize pedagogical 
events and explore new innovative methods for teaching and learning [12].  
They provide a sophisticated environment where users can interact, socialize and 
collaborate [17]. 

It has been shown (see for example [10] and [16]) that enquiry based learning 
(EBL) approaches increase creativity and participation in student teams by encourag-
ing students to ‘learn by doing’. In this paper, we describe an EBL based project 
where students are encouraged to be creative through the use of ‘Second Life’, one of 
the most well known virtual worlds. In such a virtual world, learners’ collaborative 
interactions can occur across distance using avatars (i.e. users’ computer representa-
tions). Interpersonal dynamics amongst avatars facilitate learning activities in a man-
ner rather different than typical face-to-face collaborative meetings [8]. It should be 
noted however, that virtual worlds are not limited in supporting distance education but 
they can also be used to enhance classroom activities [9]. 

Apart from academic institutes, businesses are increasingly deploying virtual 
worlds for business collaboration and seek to build a virtual presence for themselves. 
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Recent research suggests that “slowly, companies are leaving the physical world  
behind to cut costs, improve communication, and find new ways to collaborate” [20]. 

ITMB (IT Management for Business) is a UK undergraduate programme that was 
designed by leading IT employers such as Accenture, BBC, BT, Capgemini, Cisco, 
Deloitte, Logica, HP, IBM, Morgan Stanley, Procter & Gamble and Unilever. It seeks 
to equip students not only with IT management but also with interpersonal and project 
management skills (more details about ITMB can be found at www.e-skills.com/ 
itmb). Manchester Business School runs an ITMB programme that involves employ-
ers through events, guest lectures, guru lectures delivered via video conferencing, and 
a mentoring scheme. Employers contribute to the curriculum by offering business 
problems and case studies and by organizing career and onsite events for the students.  

This work discusses an EBL based project involving employers, tutors and ITMB 
students at Manchester Business School. The paper starts with an overview of the key 
concepts associated with virtual worlds and EBL. This is followed by a description of 
the EBL based project. The outcomes of the project are discussed and assessed through 
the perspectives of the main three stakeholders: employers, students and tutors. Group 
performance results are presented. The paper concludes with a summary of the work.  

2   Virtual Worlds 

Virtual worlds are computer programs which allow users to connect and interact with 
each other in real time in a shared visual space. They possess key features of interac-
tivity, physicality, and persistence [2] that enable the creation of a feeling of being 
with others. They are essentially 3D graphical environments, which were originally 
developed from the field of computer games, and can be accessed over the Internet 
[29]. They allow a large number of users to interact synchronously. Such environ-
ments have evolved into stimulating, dynamic and collaborative settings [29]. Apart 
from education communities considering the use of virtual worlds, commercial enter-
prises such as IBM are also exploring the use of these spaces for improving leadership 
and strategic thinking skills [11]. 

As Salt et al [29] point out, Second Life is a popular virtual world that allows users 
to create complex environments and objects. It is a 3D immersive world with chat 
facilities and social spaces where users can reconstruct the virtual space. It provides 
sophisticated graphics and has a relatively low cost of entry. It has not been specifi-
cally designed as a pedagogical instrument for supporting teaching and learning proc-
esses. Its creator Philip Rosedale, launched Second Life as an objective-orientated 
game back in 2003. Later on, the concept evolved into a user-created environment, in 
which the in world residents are creators of their own environments [2].  

Kay and Fitzgerald [19] suggest that 3D virtual worlds allow for rich experiences, 
experiential learning activities, role-play and simulation. They are platforms for data 
visualisation and offer collaborative opportunities. Kay and Fitzgerald also explain 
that Second Life is used to support educational needs and suggest a list of educational 
activities that can take place including: self-paced tutorials, displays and exhibits, data 
visualisations and simulations, historical re-creations and re-enactments, living and 
immersive archaeology, machine construction, treasure hunts and quests, language 
and cultural immersion and creative writing. Most of these activities can be used to 
encourage experiential learning. Discipline areas represented in Second Life include 
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computer programming and artificial intelligence, literature studies, theatre and per-
formance art, language teaching and practice, politics, commerce, architectural design 
and modelling and urban planning. 

A large number of educational institutions around the world, including Manchester 
Business School, are now investigating and using Second Life as an educational plat-
form. As the following statistics by the Gronstedt Group [13] suggest, an increasing 
number of individuals, communities and businesses are now using Second Life:  

- 80 percent of Internet users will be active in non-gaming virtual worlds such as 
Second Life by the end of 2011.  

- IBM is investing in a number of Second Life islands, and other major companies 
are following suite e.g. Sun, Dell, Intel, Adidas, and Toyota.  

- Hundreds of universities, including Harvard and INSEAD, have set up classes in 
Second Life.  

3   Enquiry-Based Learning (EBL) 

EBL is described as an environment in which learning processes are approached by 
learners’ enquiries. In such environments generated knowledge is easily retained as it 
was previously experienced by the learner. EBL paves the way for learners to be prob-
lem solvers and knowledge creators in their future working environments [10]. The 
theory of experiential learning specifies that “knowledge is created through the trans-
formation of experience” [21] – see the four modes of learning in Fig. 1. Experiential 
learning, can be conversational, whereby, “learners construct meaning and transform 
experiences into knowledge through conversations” [3]. These conversations could be 
held electronically through the use of virtual worlds. 

 “Without the opportunity for experiential learning of some sort, management edu-
cation programmes will continue to produce students unprepared for the realities of 
organizational life” [15]. The ITMB programme at Manchester Business School aims 
to equip students with academic as well as interpersonal and project management 
skills, by engaging students in project group activities and involving employers. In 
this paper, one example of engaging students in experiential work is presented.  

 

Fig. 1. Experiential Learning Model (source: Kolb [21]) 
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4   An EBL Project 

This section discusses the task, team arrangement, and structure of the EBL project 
that was undertaken at Manchester Business School. The setting was the Business 
Team Project course unit, whose main learning objective was to practice an EBL 
project with a business problem set by an industry client. E-skills UK, a not-for profit 
organization whose aim is to advance technology skills in the UK, and IBM provided 
the problem. The task was to create a virtual world environment where ITMB stu-
dents, prospective employers, school teachers and university academics could  
meet for purposeful activity. The deliverable was to identify stakeholders and re-
quirements, design a proof of concept ITMB environment and organize a virtual 
world event. As Manchester Business School had a presence in Second Life, it was 
decided that Second Life would be the preferred virtual world environment.  

The students had access to a wide range of rooms and facilities available on the 
Manchester Business School island (i.e. virtual space). Thirty eight second year un-
dergraduate students were divided into seven teams of five or six. Each team had  
to identify the needs of ITMB stakeholders e.g. students, employers, and tutors  
and organize an event in Second Life to address some of their requirements. The 
taught part of the Business Team Project involved a one-hour lecture and a two-hour 
tutorial session each week throughout the academic year (20 weeks of teaching). Dis-
cussion boards on Blackboard were set up in the second semester to provide technical 
support. 

The lectures covered a range of topics including project management, research 
methodologies, stakeholder analysis, facilitation techniques, business report writing, 
organization of events and presentation skills. Guest lectures with speakers from 
companies on topics such as teamworking skills were arranged. The aim of the tutori-
als was to enable students to acquire technical skills (administration of virtual spaces) 
and encourage them to adopt an EBL approach. During the first semester students met 
with tutors during the tutorial hours to discuss ideas, define the scope of the project, 
identify requirements, and set up a plan. In the second semester, students undertook 
Second Life tutorials to familiarize themselves with the environment and design 
 

Table 1. Second Life events organised on the MBS island 

Team no. Event description Employers involved 

1 ITMB careers event HP 

2 Collaborative meetings in Second Life Deloitte, e-skills UK 

3 ITMB troubleshooting session offering advice -- 

4 
Presentations by employers and Second Life tutori-
als 

P&G, e-skills UK 

5 Facilitation of group activities -- 

6 Mock interviews with employers Careers Service 

7 Informal networking bar & lecture facilities Accenture, e-skills UK 
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suitable areas for their event. Most of the teams invited employers and organized 
mock events. All of them used specialized software to video their actual events.  
Table 1 provides descriptions of the events organized. All groups produced video 
clips to describe their efforts and some of them were posted on YouTube: 

www.youtube.com/watch?v=bzvRTByVeAw 
www.youtube.com/watch?v=kYXiMZUxFGc 

5   Results 

In order to assess the EBL project, we applied a collaborative learning framework that 
consists of the following five concepts [24]: 

- Participation: level of teamwork, participation in discussions 
- Productivity: level of achievement, quality of outcome 
- Creativity: level of contribution of ideas, novelty 
- Engagement: level of motivation, passion for their work, enthusiasm 
- Understanding: level of understanding of the problem, and application of theory 

to practice 

The above key concepts have been found to be important by a number of studies on 
teamwork: participation ([1], [14], [16], [18], [25], [27]), productivity ([4], [18], [25], 
[27]), creativity ([10], [16]), engagement ([7], [10], [18], [22], [26]), and understand-
ing ([6], [16], [23]).  

The students’ team work was assessed from three different perspectives (i.e. stu-
dents, employers and module tutors) taking into account the above criteria. In the case 
of the students, we adapted the framework to establish whether Second Life improved 
their performance (students’ perspective). 

5.1   The Students' Perspective 

In order to establish the students’ attitudes towards the project, a questionnaire was 
administered. The aim of the questionnaire was to collect feedback on the use of Sec-
ond Life and to establish the attitudes of the students towards the virtual world envi-
ronment and rate their overall experience. A total of 17 responses were received. The 
analysis of the findings in terms of level of participation, creativity, productivity, 
engagement and level of understanding are shown in Fig. 2. 

The results show that in terms of participation in Second Life events (i.e. equal con-
tributions from teams’ members, honest opinions on ideas and questioning of ideas) 
50% of the students rated their participation as “weak”, 6% as “average” and 44% as 
“very good”. In terms of productivity i.e. whether the use of Second Life reduced social 
loafing and production blocking, 56% of the students reported productivity as “satisfac-
tory”, 13% as “good”, 25% as “very good” and only 6% as “excellent”. In terms of 
generating new ideas and knowledge (creativity), 38% of the students rated Second Life 
as a “very good” environment, 31% as a “good” environment, 25% as “satisfactory” and 
only 6% rated the environment as “poor”. In terms of engagement i.e. whether team 
members applied more effort to the task when engaged in Second Life activities, 44% 
stated that engagement was “satisfactory”, 19% stated it was “good” and 38% stated it 
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was “very good”. In terms of understanding (i.e. whether Second Life guided the stu-
dents into a deeper level of understanding of theory such as IT development, project 
management and group theory through practice) 6% reported that understanding was 
“poor”, 25% reported a “superficial understanding”, 25% reported “average”, and 44% 
reported the environment to lead into a “deep understanding”. 

 

Fig. 2. Students’ attitudes towards Second Life 

The students also provided qualitative feedback. Some of their concerns regarding 
SL are highlighted in the following statements: 

“I think we still prefer more face-to-face meeting than doing it in SL. Because in SL, 
people who are SL active users might tend to be distracted from participating and less 
interested people are not keen to do anything in SL.”  

“People do not take meetings seriously in SL it is treated like a game.” 
“People are unsure of its uses, so don’t know how creative they can be.” 

5.2   The Employers’ Perspective 

The employers’ assessment of the students’ work was carried out at an ITMB em-
ployers’ event. Such events are regularly organized at Manchester Business School  
to help ITMB students develop their presentation skills. They have been shown to 
increase the students’ confidence and their ability to converse with business represen-
tatives, which will hopefully increase their performance at job interviews. During the 
ITMB event, all the groups were given the opportunity to demonstrate their work 
using posters and video clips. Several employers from a range of companies such  
as IBM, Accenture, Deloitte, e-Skills UK, P&G, Unilever, BT and Informed Solu-
tions, visited the stands of the groups and assessed their project work by completing a 
feedback form. 

Fig. 3 shows the employers’ assessment results based on the level of participation, 
productivity, creativity, engagement and understanding of the groups. In terms of 
level of teamwork and participation in discussion, two out of the seven student teams 
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were considered as “average”, and five of them were considered “very good”. In 
terms of level of achievement and quality of solutions, two out of the seven teams 
were regarded as “average” while the rest were rated as “very productive”. In terms of 
level of contribution of own ideas and novelty, five of the teams were rated as “very 
creative” while the rest as “average”. In terms of level of motivation, passion for their 
work and enthusiasm, five of the teams were thought of having a “very good” level of 
engagement. In terms of level of understanding of the problem, and application of 
theory to practice, the results showed that all of the teams were regarded as having a 
“deep understanding” of the problem. 

 

Fig. 3. Employers’ assessment results 

The employers also provided qualitative feedback to the groups. The following 
comments highlight the employers’ priorities regarding the group project work: 

"clearly defined roles, team worked together plus supported one another" 
"highly innovative idea which given more time is likely to become something  
impressive" 
"good understanding of content plus needs of employers" 

Employers gave higher marks to those groups who were able to articulate the busi-
ness problem well and provide a solution that addressed the needs of several stake-
holders. They were also looking for high quality solutions. For example, group 1 had 
thoroughly explored the business problem and had a contingency plan in place (in 
case their Second Life event was not successful), group 2 conducted several trial 
events and group 5 developed a technically superior solution.  

Those employers who participated in Second Life events and engaged in activities 
found these quite stimulating. They felt that their Second Life experience was more 
satisfactory to that of a teleconference meeting. They also stated that the current fi-
nancial crisis, which has imposed a strain over commercial travel budgets, has made 
Second Life events an attractive alternative to more traditional settings. 
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5.3   The Tutors’ Perspective 

The Second Life group project was rather intensive. Students had to work closely 
together in their groups. Their first task was to make sense of the business problem 
presented to them (i.e. organize an event in Second Life) and develop necessary skills 
so as to formulate solutions. As in many other group projects (see Rickards et al. [28]) 
they went through emotions of anxiety before optimizing their performance. It was 
therefore important that the level of participation in team work activities and discus-
sions was equal from all members. Peer assessment results obtained twice during the 
academic year showed that the contributions of group members to the project were 
equal in most groups. 

All the groups were productive. They performed very well and achieved very high 
marks. The opportunity to showcase their work in front of employers and academics 
boosted their confidence and made them have a sense of achievement at the end of the 
project. The project outcomes were all of high quality. Half of the projects were rated 
at distinction level with the remaining projects achieving a ‘very good’ mark.  

The tutors were impressed by the level of creativity shown by the students. Each 
group came up with a different concept and solution to the problem. The EBL setting 
and the ‘learning by doing’ approach allowed the students to develop their own ideas 
and devise their own solutions based on their own creativity. 

The interactions with employers and the incentive of three financial prizes by IBM, 
increased the level of engagement of the students and energized their work. A 
learner’s motivation has been shown to have an impact on the quality of the learning 
experience [6]. All groups showed considerable enthusiasm and passion for their 
work during their presentations to employers and tutors. 

The EBL setting encouraged the students to integrate different pieces of informa-
tion from the course unit such as research methodologies and scripting in virtual 
worlds as well as other course units such as business application design and develop-
ment, human computer interaction, database design and development and project 
management. This allowed students to arrive at a deeper understanding of theory 
through practice. 

6   Conclusions 

This paper discusses an EBL initiative that has been undertaken at Manchester Busi-
ness School. Students of an IT Management for Business undergraduate programme 
were presented with a business problem and were encouraged to ‘learn by doing in 
groups’. Each group generated different ideas and produced different solutions to the 
same problem. The solutions were developed in Second Life, a virtual world environ-
ment. The project outputs were presented to both employers and tutors. A framework 
of five concepts (participation, productivity, creativity, engagement and understanding) 
was applied to assess the overall experience of the students in the virtual world (stu-
dents’ perspective), as well as the outcomes of the project (employers and tutors’ per-
spectives). The students had to integrate theory from different modules and develop 
new skills such as navigating, interacting and designing new spaces in a virtual world 
as well as interpersonal skills such as presentation, project management and teamwork 
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skills. The involvement of employers in the EBL project evidently stimulated active 
engagement and boosted students’ self confidence. The group projects will continue 
next year with a different business problem presented to the students.  
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Abstract. The recent years mobile multimedia information gain considerable 
demand. We propose a model which can be easily addressed in different, inter-
esting applications. In this paper we describe two applications more detailed in 
order to demonstrate functionality and usefulness of our model. The basic com-
ponent is the description of real world events and the management of different 
data types like images, audio, video and texts.  

Keywords: model, multimedia information, capturing, multimedia integration, 
engineering. 

1   Introduction 

Mobile multimedia capturing is an important issue for several applications. We pro-
pose to help the one man crew with software systems that will help him to do quality 
capturing of multimedia information, as well as systematic capturing and structuring 
of the multimedia information at the time of capturing for achieving among others fast 
post-processing and systematic integration of the captured multimedia information 
with the workflows and the data processing applications of the organizations.  

We present a model that is based on the classification of events to be captured into 
EventTypes. The Event Types describe important types of complex events, some as-
pects of which have to be captured with multimedia information (video, sound, etc ) 
and they have particular types of metadata that have to be captured as well. The ele-
mentary events are captured by shots. The system suggests shot types appropriate for 
capturing particular event types. The Event Type designer provides systematic meth-
ods for capturing the metadata for the event types, as well as for doing quality multi-
media capturing (video capturing, etc.) based on the site geometry, the movements of 
actors and the camera, etc., based on cinematography principles. 

The model also describes event instances which are instances of events of particu-
lar types as described above. Event instances are captured by event shot instances. In-
formation captured at the instance level also includes camera parameters and spatial 
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information which can be used for better visualization of the captured multimedia, as 
well as for better contextual understanding. 

The scenarios for event capturing of a particular event type are described by event 
capturing workflows. Workflows are modeled after the capabilities of the UML Ac-
tivity Model. An Event Capturing Workflow instances describe what the state is at a 
certain point in time. The Event Capturing Workflows are used for describing in a 
systematic way a process of capturing certain events that may occur in a manner that 
depends on the event type. 

Multimedia capturing applications have increased rapidly in importance the recent 
years. The most common task is the audio/video capturing. One example is described 
by Abowd et. all. [1]. It is a system which is specialized in one application, the cap-
turing of lecture information and accessing on-line lectures via the Web. Another ap-
proach describes a system that captures and presents multimedia context to students 
[7]. A system for capturing and presentation of various types of shared communica-
tion experiences, which is information exchange provided by non-electronic (e.g. 
viewgraphs) and electronic devices is described in [3]. The management and integra-
tion of multimedia information has been also discussed in different scientific docu-
ments. A distributed system to interconnect multimedia data bases and to provide 
multimedia query processing is proposed by Berra et. all [2]. An interface for a mul-
timedia data base linking information of different media types is presented in 
[4].There is considerable amount of work done in the research area of multimedia in-
formation retrieval. An approach proposes a model which integrates text and images 
using similarity based methods with semantic based retrieval [5]. Other paper presents 
the MPEG-7 Query Language for querying MPEG-7 multimedia content description 
[6]. Our approach is different in that it emphasizes generic models for multimedia in-
formation capturing in different application environments, and a framework for their 
system implementation. 

2   Mobile Multimedia Applications 

There are a lot of applications that have some emphasis on the multimedia content 
capturing. We describe here two of them. 

2.1   Construction Engineering 

Consider any construction site. For the site there is always an approved plan. The 
work in progress is monitored informally with inspections to direct the work and re-
late the construction to the building plan and the time plan. These inspections produce 
materials in reports and photos which are mainly useful to accomplish the construc-
tion in time and according to plan. 

A mobile multimedia application kit can serve in a number of purposes: 

• As documentation for the work done or the work in progress. 
• As documentation for the history of a construction and all details that have been 

done.  
• As a “real model” of the construction. This means that we can have a 3d  

model with all the parts and their connection. In addition, every part can be  
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accompanied by textual description, video description and a list of pictures. Us-
ing also GPS we can have absolute coordinates and import all this material in the 
office environment used by the construction company. 

• It gives a realistic timetable with all the processes and events happening in the 
construction. 

• It helps the communication between different people working for specific as-
pects of the construction. These can be the construction company engineers and 
subcontractors or owners. 

• All this information can be put in a centralized data base for data storage and 
data management. 

• It is a guide for the future for streamlining the construction or for a new  
construction.  

All this can be accomplished provided that the kit is robust, the Mobile Multimedia 
report production is non intrusive and easy and the post production and use is efficient 
and effective. It points to a careful analysis of the critical points and time for the  
construction including what is critical, necessary or auxiliary to capture. The persons 
follow a script and shoot the material accordingly. 

We note here that the engineering construction has a mobile part, it supports work-
flows at the distributed sites (order in which work has to proceed in the site) as well  
as workflows at the central office site (assessing progress, scheduling, reallocating 
personnel, ordering materials, etc.).  

It can first be observed that it is clearly a multimedia application, not just a video 
application. There can be 2D and 3D representations of the building organized in 
floors, rooms, etc. in order to allow for the user to find where he is and to associate 
his multimedia information with the 2D or 3D representations. The interfaces allow 
simultaneous viewing of the 2D or 3D structures and the video, taking into account 
the location from where the video was taken, the direction of the video etc. The video 
is not the only multimedia information needed. There is a need for textual and/or 
voice information associated with the video to explain the observations such as omis-
sions, damages, etc. There can also be graphics capabilities to identify the specific 
area where a damage may be. The graphics have to be associated with the video itself 
(to identify as a separate layer on top of the video the possible damage of the struc-
tures, or it may be associated with other multimedia representations (such as the floor 
plan). 

Metadata can be stored with the video. They clearly identify the context, as well as 
other parameters. The context is possibly identified by location, direction as well as task 
performed or relevant task. The metadata are useful both for searching as well as for 
browsing. Browsing of the information can be done in a hierarchical manner from floor 
to floor and from room to room. However the inspectors and supervisor may want to 
search and browse in many different ways the information. For example searching 
where construction work of a specific task is taking place should produce an indication 
of locations in the floor plans, which would allow subsequently the supervisor to look at 
the related videos.  

Annotation of the information is typically done asynchronously by different work-
ers or inspectors on their mobile devices. It is however often seen synchronously  
and in a collaborative manner, for example in the communication of the construction 
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personnel with their managers or with the headquarters. There is a requirement for 
synchronous viewing and browsing of multimedia information. In addition, since the 
headquarters and the mobile workers may have devices with different capabilities 
there may be a requirement for multimedia adaptation. Note also that there may be 
some need for synchronous annotations. This is the case for example where the head-
quarters cooperatively define the plan of action for an emergency or for next day on 
top of the maps. 

Finally all the multimedia information is visible by all the construction personnel. 
Mechanisms to reduce the amount of information visible based on the needs of the 
specific task that a worker is involved are desirable. In addition, the workflows in the 
headquarters will have to select which multimedia information is needed to be main-
tained for the long run, and which tasks will handle it. This is done based on the type, 
the context and the other metadata associated with the multimedia information. 

2.2   Real Estate Applications 

There are important business applications of multimedia that require geospatial refer-
ences and mapping information. One of them is real estate agents selling houses or 
property to remote or local users. The real estate market is important in the Mediter-
ranean countries, not only for the locals, but also for North Europeans that want to 
buy houses in Mediterranean for spending their vacation and/or retirement. Real es-
tate property and houses are expensive in Crete. In some cases the houses are pre-
constructed and sold. In other cases the land exists and a selection of house models 
which can be built exist. Several Real Estate Agents sell through the internet “houses 
in Crete”, “Villas in Crete”, etc.  

A proper support of this application should allow the footprints of the property or 
the houses to be reflected on a map, together with videos and pictures of the property. 
The video presentation and the related metadata have to depend on the kind of the 
property. In addition, the information system may have to maintain information re-
garding the near by properties, as well as the laws governing the area (capability to 
build high rise, commercial, etc.).  

For remote buyers the application should support navigation with at least 2D floor 
plans on the premises of a house, and simultaneous video playing showing the corre-
sponding room. Several alternative navigation plans for the video playing within the 
building should be supported. Interactive control of the viewer should be also sup-
ported. Simultaneous viewing and interactive navigation and discussion between the 
buyer and the seller should be supported.  

Editing notes in terms of text and graphics related to proposed and accepted 
changes for design personalization should be supported. Access to picture and video 
repositories that will facilitate the selection of choices for the personalization (such as 
the selection of the look and the decorative aspects of the fire places of the house or 
other internal space and external space decoration aspects) should be supported. The 
video navigation through the house should be able to accommodate the transparent 
synthetic video integration of the navigation video and the decoration video clips in 
order to give a good feeling of the final look to the buyer. To do that appropriate se-
lections of scenarios of the presentations of the decorative elements should be  
defined to match the navigational scenarios of the house. The final decisions should 
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be incorporated in the design model that will be given to the construction teams in 
terms of both, engineering diagrams as well as synthetic videos. 

It is often the case that real estate agents own land in various locations with various 
views of the surrounding environment. They also have a selection of house models 
that they can build in agreement with the customer. The selection of the model and 
the placement on a specific location on the ground is a very important aspect for the 
buyer. One aspect is the view of the house from external viewers from different loca-
tions, and its match with the environment. Another aspect is its protection from the 
sun and the winds. A third aspect is the view that the owner will have from the vari-
ous rooms and windows of the house. Some of those aspects can be supported with 
mixing of pictures and video only. 

The video and the pictures can not be completely pre-constructed since they in-
volve a variety of house models and a variety of house locations on the land. They 
should be assembled by mobile workers according to workflows and video scripts that 
are guided by the house model (at least floor plan, or 3D designs if available, location 
of windows and inside and outside sitting spaces in the design, orientation of the cov-
ered outside spaces, etc.), as well as the GPS footprint of the house on the ground. An 
interesting aspect, at least in the Mediterranean countries where the summers are con-
tinuously sunny and hot is to simulate the sun and shadow provided by the house and 
its orientation at various parts of the year. Back in the office, the video information 
captured can be assembled in a systematic manner with the videos navigating through 
the house for a total video presentation of the house and the views to the surrounding 
environment. These videos can be shown to the potential buyer locally or remotely. 
Based on the views shown small or larger changes in the design may be interactively 
agreed. 

This kind of functionality in an extensive form that allows completely flexible 
building design (not just a set of preexisting models), also supported by 3D models, is 
also useful for Architecture houses and Internal and External Decorators. Architecture 
companies, Decoration companies, Furniture construction companies may cooperate 
to support high- end remote customers that are interested in shopping for personalized 
architecture, decoration and furniture. 

3   The Model 

In this section we will describe the models that we have developed for the support of 
the mobile multimedia applications. 

3.1   The Complex Event Type 

The model describes real world events and their capturing by shots. In cinematogra-
phy a shot is an uninterrupted video capture. The figure 1 shows the requirements 
model for the complex event type design. 

The types of events of the real world are described by a ComplexEventType 
which has a name, a complex event type Id and a description. For example a Complex 
Event Type may be used to describe events of the type “marriage”. In this case the 
name of the Complex Event Type will be marriage. The Complex Event Types have  
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Fig. 1. The Complex Event Type Model 

ComplexEventInstances. For example an instance of the complex event type mar-
riage will be a specific marriage of two persons. Complex Event Type Instances will 
be described in a later section. 

Complex Event Types are associated with certain roles of persons or objects that 
participate in the Complex Event Type. The RolesInvolved class is used to model 
such roles. A specialization of the RolesInvolved class is the class PersonRole which 
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is used to model the roles of persons that participate in a ComplexEventType.   For 
example person roles in the Complex Event Type marriage may be “bride”, “groom”, 
“priest”, “father of bride”, “friend”, etc. The PersonRoles have name and a descrip-
tion in text. A Person Role name in the marriage type could be groom. Note that a 
specific PersonRole may be played by several different people in a specific Com-
plexEventType. For example the PersonRole “friend” could be played by several  
persons in a ComplexEventInstance. All those persons will be friends of the couple. 

Another specialization of the RolesInvolved class is the CrowdRole class. It is 
used to model larger concentrations of people that play a role in a ComplexEventType 
without referring to each one in particular. For example in a  ComplexEventType of 
the type “demonstration” the CrowdRoles “demonstrator crowd” and “police force 
crowd” may be modeled. In a class teaching environment the “student crowd” may be 
modeled. Crowd location, role and movement is important in cinematography. 

Another specialization of the RolesInvolved class is the ObjectRole class. This 
class is used to model other non-human object types. For example in a Com-
plexEventType of the type “car accident event” the ObjectRole “car involved in acci-
dent” may  be modeled. In a ComplexEventType of the type “product announcement 
event” the ObjectRole “product announced” may be involved. 

ComplexEventTypes have a TimeType which is used to model time interval types. 
For example a TimeInterval type could be “evening”. 

The ComplexEventTypes are also associated with SpatialObjectTypes. A Spatia-
lObjectType may be composed of other SpatialObjectTypes. For example a Spatia-
lObjectType may be a “one floor bulding”. The one floor building SpatialObjectType 
may be composed of a SpatialObjectType of the type “corridor”, and some Spatia-
lObjectTypes of the type “room”.  A SpatialObjectType of the type room could be 
further decomposed into SpatialObjectTypes “door”, “window”, “wall”, etc. 

3.2   The Event Metadata Model 

One objective of the mobile multimedia capturing software is to facilitate the captur-
ing of multimedia metadata. The model that is included within the Event Type Model 
described above is based on an event based model. The Metadata Model is shown in 
Figure 2. The dominant semantic model for multimedia content descriptions is the 
Mpeg-7.. It is also based on events, and it has been shown by us how to accommodate 
ontologies with its semantic primitives (although in a complex way). The semantic 
metadata model that we present here is simpler but compatible with the structures of 
Mpeg-7. We anticipate that most applications will be satisfied with the event model 
presented for the metadata capturing.  

3.3   Event Capturing Workflows 

The Main Actor for the Creation of the Event Capturing Workflow Use Case is 
the Workflow Type Designer. This Actor may be the same Actor as the Event Type 
Designer described earlier.  

The purpose of the Event Capturing Workflow is to model the possible sequences 
of Event occurrences of a given Complex Event Type. In some cases the users will 
have control over what events are to be captured and in what sequence. In this case  
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Fig. 2. The Complex Event Metadata Model 

the workflow guides them on what to capture, and when. In other cases the events oc-
cur in a predetermine sequence that depends on the Complex Event Type. The work-
flow will help the user to be prepared for upcoming important events, giving also an 
indication on when they will occur.  



394 S. Christodoulakis and L. Ragia 

 

The workflow aims also to remind the user on what information is missing (for ex-
ample metadata) and has to be captured at various points in time. It has also to describe 
other activities, not related to information capturing, like preparing the equipment, 
packing and unpacking the equipment in a certain order, and possibly transmitting the 
captured information at various points in time (depending on the importance of the shot 
captured or the event captured, the urgency, the need for further editing, etc).  
The Workflow Model describes therefore Elementary Actions that can be reused to 
synthesize alternative workflows for the capturing of mobile multimedia events.  

4   Conclusions 

We present a model for mobile multimedia context for different kind of applications. 
The goal is to provide easy and powerful access to all kind of multimedia types. The 
model describes real world events which has a name, a complex event type ID and  
a description. The events can be taken by different multimedia methods. In order to 
incorporate more complex multimedia information we involve  
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Abstract. Although the ideas of innovation management have been developed 
and indeed implemented widely at the macro and micro levels, the intersection 
between the two has not been studied to the same extent. We argue that innova-
tion management can only be fully effective through paying attention to this in-
tersection, which is free of biases inherent in each individually. Our research 
looks at the macro and micro levels of innovation management in Denmark, 
Sweden, USA, India, Russia and Moldova. It suggests that differences in the 
success of innovation management between countries lie at the intersection 
level and in particular at a two-way mediation process between the micro and 
macro. Paying attention to this aspect of innovation management can develop 
further the knowledge society. 

Keywords: innovation management, knowledge society, government, strategic 
programs. 

1   Innovation Management: The Macro and Micro Levels 

What makes innovation management so important for sustainable development of the 
knowledge economy? Does the answer lie at the macro or at the micro level? We 
suggest that the answer comes most of all from the intersection of these levels. 

Theoretical aspects of innovation and knowledge management at the macro and 
micro levels have been studied by many authors including Porter, Nonaka and Takeu-
chi, Dovila, Senge, Bell, Toffler and Frydman. We will refer to some of their contri-
butions in this paper. However, the intersection of these two levels, the mechanism of 
their connection and its influence, has been scarcely studied in the context of knowl-
edge society development. We argue that this is often the reason why even the best 
innovation strategies and the most ambitious government projects underachieve. This 
paper studies the link between the macro and micro levels of innovation management. 
The conceptual scheme of the research is presented in figure 1. 

The definition of innovation management depends on the level to which it is ap-
plied. In this paper we refer to innovation management at the macro level as a macro 
economic framework realized in various national and international innovation pro-
grams and projects and to the development of a knowledge society. Innovation man-
agement at the micro level deals with the firm’s capacity for innovation seen in the 
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firm’s patents, R&D investment and pioneering of its own new products and proc-
esses.  Generally, the framework of both macro and micro levels of innovation man-
agement can be divided into two domains: theoretical and practical. We will refer to 
the main ideas of these domains as well as their common basis to see where the 
framework of the intersection level lies (see table 1). 

 

Fig. 1. Innovation management in the knowledge society 

(1) Macro level. The idea that new knowledge and innovation creation is necessary 
for successful economic development has been proposed by many authors. Thus, 
Schumpeter [17] put the first stepping stone towards the development of Innovation 
Theory. He argued that the fundamental impulse for economic growth comes from 
entrepreneurs, who, looking for irrational ways of making profit, create innovations 
and technological change. Kuznets [8] argued that increasing knowledge and expand-
ing its application make the essence of economic growth. Drucker [4] and Machlup 
[9] also suggest that expanding knowledge use is one of the most effective resources 
of the firm in the area of production and management. Such investment in knowledge 
leads to major change in the economy and society as a whole, turning the first into a 
“knowledge economy” and the second into a “knowledge society” [4], [9]. The analy-
sis of world economic development made by Porter [15] suggests that knowledge is 
the main success factor in the competitive situation of different countries. All these 
theories indicate a dependence of economic growth at the macro level to innovation 
development and effective knowledge use. 

The practical domain of innovation management at the macro level becomes appar-
ent in many international and national strategic programs. Thus, the main goal of the 
United Nations Information and Communications Technologies Task Force lies “in 
addressing core issues related to the role of information and communication technology 
in economic development and eradication of poverty and the realization of the Millen-
nium Development Goals” [6]. Since 2000 the creation of the economy based on 
knowledge has been announced by the European Union. This development in strategic 
programs is referred to as the Lisbon Strategy [5], aimed at world innovation leadership 
of Europe, and Electronic Europe (2000-2010), with a budget of about 100 million 
Euros. It consists of a number of separate programs aimed at R&D, computerization in 
the spheres of economy and management, an increase in the level of education and the 
adoption of lifelong learning [5]. Similar programs also exist at national levels in other 
countries, being a part of their strategic programs of sustainable socio-economic devel-
opment. These include the National Innovation Initiative [11] in the USA; Strategy of 
the development of information society in the Russian Federation and Electronic Russia 

MICRO 
LEVEL 

 

MACRO 
LEVEL 
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[19] in Russia; and the National Strategy on Information Society Development – e-
Moldova – and E-Governance in Moldova [12]. 

International organizations and projects that have this macro knowledge element 
include the World Summit on the Information Society (WSIS) [26], World Summit on 
the Knowledge Society (WSKS) [27], World Economic Forum (WEF) [22], United 
Nations Commission for Science and Technology Development (UNCSTD) [21], 
Association for Information Systems (AIS) [1], and many others. These organizations 
help to develop international standards and provide support to international and na-
tional initiatives. 

(2) Micro level. The theoretical domain of innovation and knowledge management at 
the micro level has been studied by a number of authors. Thus Nonaka and Takeuchi 
[13] studied human capital and the transformation of information into knowledge, 
which may lead to a firm’s competitive advantage. Porter [14] argued that a firm has 
two sources of competitive advantage: cost reduction and product differentiation. In 
both, innovation management can be of great use. Dixon [3] studied how knowledge 
management turns to prosperity and Rodriguez-Ortiz [16] described the Quality 
model of knowledge management for R&D organizations. 

Theoretical studies suggest that the practical domain of innovation and knowledge 
management at the micro level lies in the firm’s innovation strategy and its ability to 
transform R&D investment, human capital and information into competitive advan-
tage. This ability can be seen in part in the number of patents for new products and 
processes which a firm owns.   

All in all, we can see that the results of the analysis, presented in table 1, suggest 
that at the macro level innovation and knowledge creation are regarded as necessary 
for sustainable economic development of the knowledge society and the creation 
process demands special strategic programs. At the micro level innovation manage-
ment participates in a firm’s competitive advantage creation. Both these are comple-
mentary and mutually dependent: the macro level of innovation management creates 
the right business environment, whilst the micro level of innovation management 
creates the innovation and new knowledge necessary for the development of the 
knowledge society as a whole. This mutual dependence forms the intersection level of 
innovation management. 

Table 1. Macro and micro levels of innovation management 

Levels and domains of innovation management Common basis of the ideas 

Theoretical domain:
Schumpeter, Kuznets, Bell, 
Keynes, Porter, Drucker                            

Macro 

Practical domain:
Lisbon strategy, Agenda for action, National 
programs of information society creation; 
projects and actions of the WSIS, WSIK, 
AIS, UNCSTD. 

• Innovation and knowledge at the macro level are 
important and even necessary for sustainable 
economic development. 

• The process of innovation management and 
knowledge creation needs special strategic action, 
initiative and standards. 

Theoretical domain:
Nonaka,  Takeuchi , Sullivan, Dosi, 
Drucker, Senge, Milner, Dovila 

Micro 

Practical  domain:
Firm’s innovation strategy, human resource 
management, information strategy and R&D 

• There is a strong coherence between innovation 
management and a firm’s competitive advantage. 

• Innovation strategy, human resource management, 
information strategy and R&D creates a firm’s 
competitive advantage and defines its success  
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2   The Intersection between the Macro and Micro levels 

2.1   The Nature of the Intersection Level 

The question about the nature of the economic society and the relationship between its 
macro and micro levels is, perhaps, one of the most ancient in the history of economic 
thought. Its philosophical roots go back to the contradictory ideas of Smith [2] and 
Spencer [18] on the one side, arguing that there should be no intervention into the 
economy at the macro level, and Comte [10] and Keynes [7] on the other side, insist-
ing on the particular importance of strategic planning and government regulation of a 
national economy. This suggests different views and paradigms explaining the nature 
of the intersection level of macro and micro levels of innovation management. We 
propose a classification explaining its nature by referring to the possible types of 
relationship which can exist between the two levels. Theoretically we can define four 
different types of intersection link between the macro and micro levels of innovation 
management.  

Type 1. There is no link between macro and micro levels of innovation manage-
ment, or the link is very weak (see figure 2). In fact we would not expect to have this 
situation in a modern economy, especially at the level of innovation management 
(IM) development, as the intersection of macro and micro environment is both strong 
and inter-dependent. 

                 Micro Level 
of IM

Macro Level 
of IM

Country

 

Fig. 2. Weak link between macro and micro levels of innovation management 

Type 2. The interaction of macro and micro levels of innovation management 
comes mostly from the macro level (see figure 3).  

                 Micro Level 
of IM

Macro Level 
of IM

Country

 

Fig. 3. The link comes from macro level of innovation management 

In this situation there exists a strong motion coming from government and/or inter-
national organizations to create national programs of information and knowledge 
society creation, initiatives to develop knowledge communities, etc. On the other 
hand, individual economic and social players do not have a developed level of inno-
vation management. This may occur because of some ideological restrictions which 
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can exist in the society, because of the inappropriate economic, political, tax or legal 
conditions, or when participants of the micro level have low level of education, are 
not interested in the development of innovation management, etc.  An example of this 
type of interaction could be seen in the Soviet Union when government had well de-
veloped programs of innovation creation in the military and technological spheres; but 
at the same time, market conditions and separate programs of innovation management 
for firms were not developed. Another example of this type of link may be seen in the 
developing countries (Belarus, Moldova, and Lithuania, along with Russia) which 
have only recently accepted national programs of information society creation but 
where the conditions for full and comprehensive implementation of innovation man-
agement at the micro level are not developed enough and need further elaboration. 

Type 3. The interaction of macro and micro levels of innovation management 
comes mostly from the micro level (see figure 4). This type of interaction means that 
the economic model of the country is close to the pure market economy, the so-called 
“laissez faire” market. In this model, government’s initiatives are weak and innova-
tion management at the macro level does not exist or exists only in paper form. Inno-
vation management at the micro level comes most from firms and organizations 
which are monopolies or oligopolies. 

                 Micro Level 
of IM 

Macro Level 
of IM

Country

 

Fig. 4. The link comes from micro level of innovation management 

In this model innovation management will not develop fully. In those spheres 
where there is no visible profit for firms and organizations (healthcare, public educa-
tion, environmental security, safe product utilization) and which are usually con-
trolled by government functions, innovation management either will not exist at all or 
will exist at a very elementary level.   

Type 4. The interaction of macro and micro levels of innovation management 
comes from both macro and micro levels (see figure 5). In this situation innovation 
management is well developed both at the macro level (in the form of active national 
and international programs, creating special conditions for their implementation) and 
at the micro level (in the form of successful and comprehensive innovation strategies 
of firms).  

                 Macro Level 
of IM

Micro Level 
of IM

Country

 

Fig. 5. The intersection comes from both micro and macro levels  



400 A. Zorina and D. Avison 

In the next section we will apply this classification to the comparison of the degree 
of knowledge society creation in different countries. Our objective is to see whether 
the nature of the intersection level of the innovation management changes at different 
degrees of knowledge society development. 

2.2   Research Model 

To compare the degree of knowledge society creation in different countries we will 
refer to some particular indicators and indexes: 

• The Networked Readiness Index (NRI): measures the level of the country’s ICT 
development in terms of 67 parameters and is an important indicator of a coun-
try’s potential and ability for development [20]. The index has been published 
since 2002 by the World Economic Forum and INSEAD. The 2007-2008 values 
of the Networked Readiness Index for Denmark, Sweden, United States, India, 
Russia and Moldova are presented in table 2.  

Table 2. The Networked Readiness Index 2007-2008 for some countries 

Rank ountry Index 

1 Denmark 5.78 
2 Sweden 5.72 
4 United States 5.49 

50 India 4.06
72 Russian Federation 3.68 
96 Moldova 3.21  

In this paper we take the NRI as a suitable measure for characterizing the degree of 
knowledge society development at the macro level for the majority of countries. 

• National and international programs of information society creation: charac-
terizes macro level innovation management and shows whether the knowledge 
society and innovation development is taken into account in national strategies 
and programs.  

• Characteristics of macro and business environment: includes GDP, number 
of Internet users per 100 inhabitants, laws relating to ICT, efficiency of legal 
framework, e-government readiness index, venture capital availability, finan-
cial market sophistication and availability of latest technologies. The charac-
teristics show how effective the above macro programs work in reality and 
how they can directly influence firms’ abilities to create innovation programs 
at the micro level. 

• Companies spending on R&D: this index on the micro side comes from the 
World Economic Forum Executive Opinion Survey 2006-2007 and shows the 
capacity of national firms to invest in research and development (R&D) which 
create innovations [24].  

• Capacity for innovation: the index also comes from the World Economic Fo-
rum Executive Opinion Survey 2006-2007 [25].  

The summarized comparison of the countries is presented in the table 3 ([5], [11], [12], 
[19], [20], [23], [24], [25]). 



 Innovation Management in the Knowledge Economy 401 

Table 3. Summary table for defining the intersection level type of innovation management in 
different countries 

Macro Level Intersection  Level Micro Level

Country N
RI

Programs of knowledge 
society creation 

Characteristics of macro and 
business environment * 

Companies 
spending on 

R&D

Capaci-
ty for 
innov. 

Type of 
the 

Inter-
section 

1.Denmark 1 “Electronic Europe” 
“Lisbon Strategy”, 

The framework programs for 
research and technological 

development 

GDP – 36920,4 (PPP US$) 

Intnt
+
 users (per 100 inhabitants)  58.23 

Laws relating to ICT  1 
Efficiency of legal frame-work  1 
E-government readiness index  2 
Venture capital availability  8 
Financial market sophistication  13 
Availability of latest technologies  5 

5.47 5.54 4

2.Sweden 2 “Electronic Europe” 
“Lisbon Strategy”, 

The framework programs for 
research and technological 

development 

GDP – 34734,9 (PPP US$) 

Intnt users (per 100 inhabitants)  76.97 
Laws relating to ICT   5  
Efficiency of legal framework  5  
E-government readiness index  1  
Venture capital availability  7 
Financial market sophistication  7 
Availability of latest technologies  1 

5.71 5.88 4

3.United 
States 

4 “Agenda for action”, 
“E-Government Strategy” 

GDP – 43223,5 (PPP US$) 

Intnt users (per 100 inhabitants)  69.1 
Laws relating to ICT  12  
Efficiency of legal framework  30  
E-government readiness index  4  
Venture capital availability  1 
Financial market sophistication  5 
Availability of latest technologies  6 

5.81 5.44 4

4.India 50 “National policy for ICT 
development”,  Government 
programs of support of ICT 

development 

GDP – 3802 (PPP US$) 

Intnt users (per 100 inhabitants)  5.44 
Laws relating to ICT  36  
Efficiency of legal framework  34  
E-government readiness index  91  
Venture capital availability  29 
Financial market sophistication  33 
Availability of latest technologies  31 

4.15 4.01 2
coming 

to 4 

5.Russia 72 “Strategy of the development 
of information society in the 

Russian Federation”,  
“Electronic Russia” 

GDP – 12177,7 (PPP US$) 

Intnt users (per 100 inhabitants)  18.02 
Laws relating to ICT  82  
Efficiency of legal framework  103  
E-government readiness index  57  
Venture capital availability  60 
Financial market sophistication  86 
Availability of latest technologies  96 

3.42 3.4 2-3 

6.Moldova 96 “National Strategy on 
Information Society 

Development – “e-Moldova”, 
E-Governance, National 

Program for Schools 
Informatization  

GDP – 2869,1 (PPP US$) 

Intnt users (per 100 inhabitants)  17.36 
Laws relating to ICT  90  
Efficiency of legal framework  110  
E-government readiness index  82  
Venture capital availability  108 
Financial market sophistication  105 
Availability of latest technologies  125 

2.48 3.01 2

 
*In cases where it is not mentioned specifically, the indexes show the position of the country among 127 
countries which were included in the Networked index annually survey. 

Intnt+ - Internet 

 
Table 3 presents the research model of the paper. The macro level of innovation 

management is described by the country’s national and international strategies of 
information and knowledge society creation and by its position according to the NRI 
ranking.  The micro level of innovation management is described by ranking compa-
nies of the country according to spending on R&D and their capacity for innovation 
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according to the 7 step scale. For the R&D index, “1” means that companies do not 
spend money on research and development, “7” means that companies “spend heavily 
on research and development relative to international peers” [24]. For capacity for 
innovation, the indicator ranks companies obtaining technologies from “1”- licensing 
or imitating foreign companies to “7”- conducting formal research and pioneering 
their own new products and processes [25]. The intersection level of innovation man-
agement is presented by the characteristics of the countries’ business environment, 
which shows the real effectiveness of these programs. The analysis of the research 
model presented in table 3 is presented in the next session. 

3   Findings and Discussion: Analysis of the Tendencies 

Table 3 shows that Denmark, Sweden and the USA have the 4th type of intersection 
proposed in the previous section. These countries have a highly developed intersec-
tion level of innovation management, through having different national programs of 
innovation creation and different company structure of spending on R&D. The macro 
level of innovation management in these countries shows active national and interna-
tional programs of innovation and knowledge society development. The micro level 
of innovation management in these countries is characterized by high level of firms’ 
capacity for innovation and R&D.  
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Fig. 6. Intersection level at the different degrees of the knowledge society development 

The intersection level of innovation management in the countries which have low 
and middle levels of knowledge society development according to the NRI (India, 
Russia and Moldova) tend towards a “one-direction” link between macro and micro 
levels of innovation management, which corresponds to the types 1-3 of the proposed 
models. 

The indicators of the macro and the micro levels of Denmark and Sweden are very 
close to each other. At the macro level these countries even share many international 
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programs. Nevertheless the intersection level of the innovation management in Sweden 
and Denmark shows different indicators for the number of Internet users, laws related 
to ICT, efficiency of legal framework, etc. This suggests that it is the intersection level 
that constitutes real effectiveness of the innovation management at the country. 

MICRO 
LEVEL

MACRO 
LEVEL

 

Fig. 7. Innovation management in the knowledge society 

4   Conclusions: The Importance of the Intersection Level 

The analysis discussed in the previous sections showed that the successful develop-
ment of any society, especially one based on knowledge, is possible only if the inter-
section level of innovation management is well developed. The intersection level of 
innovation management is important because it combines strategic macro programs of 
innovation creation with firms’ individual creation of competitive advantage.  

The intersection level of innovation management shows the real effectiveness of a 
country’s macro and micro levels. It can serve as a good indicator of the degree of 
innovation management development in the knowledge economy as it is free of the 
possible biases which can occur while estimating innovation management only at the 
macro or micro levels. Further, it does not depend on the traits of different strategies 
and models of knowledge society creation applied in different countries.  

The analysis of the macro and the micro levels of innovation management realized 
in Denmark, Sweden, USA, India, Russia and Moldova show the trends in the devel-
opment of the intersection level of innovation management in these countries, some of 
which are leaders of knowledge society development and those countries where only 
“one-way” intersection of innovation management is found.  

The findings described in the article will assist in estimating the real effectiveness 
of strategic programs aimed at the innovative environment and knowledge society 
creation. 
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Abstract. Model-Driven Development (MDD) has encouraged the use
of automated software tools that facilitate the development process from
modelling to coding. User Interfaces (UI), as a significant part of most
applications, should also be modelled using a MDD perspective. This
paper presents an Eclipse GMF tool for modelling user-interaction dia-
grams –an specialization of the UML state-machines for UI design– which
can be used for describing the behaviour of user interfaces.

1 Introduction

The adoption of Model-Driven Development (MDD) [16] in the design of User
Interfaces (UI) allows software architects to use declarative and visual models for
describing the multiple perspectives and artifacts involved in UI development.
In the literature there are several works [3,22,21,7,20,19,18,14,6,8] whose aim is
to apply the MDD approach to the development of user interfaces. In most cases
they consider the following models: task, domain, user, dialogue and presentation
models. The task model specifies the tasks that the user will carry out on the
user interface. The domain model describes the domain objects involved in each
task specified in the task model. The user model captures the user requirements.
The dialogue model allows to model the communication between the user and
the user interface. Finally, the presentation model describes the layout of the
user interface.

In a previous work [2], we have proposed a MDD-based technique for user
interface development. It involves the adoption of several UML models, which
have been adapted to UI development. In particular, our UI-MDD technique can
be applied to the modelling of WIMP (Windows, Icons, Menus, and Pointers)
user interfaces. Our proposal mainly uses three models: (1) a dialogue model,
which makes use of the so-called user-interaction diagrams (a special kind of
UML state-machines for UI design); (2) a task model, which makes use of the
so-called user-interface diagrams (an specialization of the UML use case diagram
for UI specification); and, (3) a presentation model, which uses the so-called
UI-class diagrams (UML class diagrams describing UI objects).

M.D. Lytras et al. (Eds.): WSKS 2009, LNAI 5736, pp. 405–416, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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The main goal of our proposed UI-MDD technique is to allow designers to
model the user interfaces with UML. The proposed technique is intended to
be useful for rapid prototyping. Our technique has been extensively used by our
students in the classroom. However, students need to manually carry out most of
the tasks due to the lack of a tool for supporting our technique. In particular, one
of the most tedious tasks that they have to manually carry out is the modelling
of user interfaces by means of user-interaction diagrams.

In this paper we present ALIR, a graphical modelling tool that implements
the core of our UI-MDD modelling technique, described in [2]. ALIR allows the
development of user-interaction diagrams. This tool has been implemented using
some of the MDD-related plug-ins provided by the Eclipse platform, namely: the
Eclipse Modelling Framework (EMF)[5] and the Eclipse Graphical Modelling
Framework (GMF)[4]. Some further details about these tools will be provided
in Section 3.

The structure of the paper is as follows. Section 2 presents the user-interaction
diagrams. Section 3 describes the implementation of the Eclipse GMF Tool called
ALIR. Section 4 compares our work with existent proposal. Finally, Section 5
presents some conclusions and future work.

2 User-Interaction Diagrams

User-interaction diagrams are an specialization of the UML state-machine for de-
scribing the user interaction with the user interface. User-interaction diagrams
include states and transitions. The states represent data output/request actions,
that is, how the system responds to user interactions showing/requesting data.
The transitions are used to specify how the user introduces data or interacts with
the system, and how an event handles the interaction. Transitions can be condi-
tioned, that is, the event is controlled by means of a boolean condition, which can
either specify data/business logic or be associated to a previous user interaction.
User interaction diagrams can include states with more than one outgoing tran-
sition, and which of them is executed depends on either data/business logic or
the previous interactions of the user. The initial (resp. final) state is the starting
(resp. end) points of the diagrams.

From a practical point of view, it is convenient to use more than one user-
interaction diagram for describing the user interface of a software system, since
the underlying logic of the user windows is usually too complex to be described
in a single model. For this reason, a user-interaction diagram can be deployed in
several user-interaction diagrams, in which a piece of the main logic is described
in a separate diagram. Therefore, user interaction diagrams can include states
which do not correspond to data output/request, rather than they are used
for representing a sub-diagram. In this case, the states are called non-terminal
states ; otherwise, they are called terminal states.

Our proposed modelling technique provides a mapping between UI models and
the Java Swing package. The wide acceptance of the Java technology: applets,
frames, and event-handlers, etc for UI design guarantees the practical application
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of our proposal. The mapping to Java can be viewed as a concrete modelling of
a more general modelling technique. In such mapping, UI components can be
classified as input (e.g. a button) or output/request components (e.g. either a
text field or a list). Input/output components are labelled by means of UML
stereotypes. For instance, the <<JTextField>> and<<JList>> stereotypes are
used in states, while the stereotype <<JButton>> is used in transitions.

Fig. 1. The dialogue model of the purchase task

As running example, we will consider an Internet Shopping System. Figure 1
shows examples of user-interaction diagrams. They describe the purchase task.
The main user-interaction diagram is UI Purchase. This diagram includes non-
terminal states (i.e. non-stereotyped states), which are described by means of se-
cundary user interaction diagrams. They are sub-diagrams of the main diagram.
Both the name of the non-terminal states and the name of its associated dia-
grams must be the same. The running example shows how the customer carries
out the purchase task by querying from a catalogue and by adding or removing
articles to/from a shopping cart. After, the shopping system requests the cus-
tomer a card number and a PIN to carry out the order. The boolean conditions
occurring in transitions specify the requirements to be fulfilled for state change.
For instance, the “cart not empty” condition, in the UI ManageShoppingCart
diagram, means that the shopping cart can be only reviewed whenever it is not
empty.
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2.1 User-Interaction Diagrams Metamodel

User interaction diagrams can be considered as an specialization of UML state-
machines in which states and transitions can be stereotyped by means of UI
component names, but also states can represent subdiagrams. In order to im-
plement in our tool user-interaction diagrams, we have to move to the UML
metamodel. Figure 2 shows the user-interaction diagram metamodel (a Platform-
Independent Model (PIM) perspective). The metamodel can be mapped to the
elements of user-interaction diagrams (a Platform-Specific Model (PSM) view).
Figure 3 summarizes the elements of user-interaction diagrams, and Table 1
describes the mapping of the elements defined in Figure 3 and the metamodel
described in Figure 2. Due to lack of space, we have described the mapping of
a subset of the elements of the meta-model in a subset of the elements of user-
interaction diagrams. They are enough for the running example. The metamodel
of Figure 2 includes the following elements:

States. They necessarily fall into one of the two following categories: terminal
states (TS) and non-terminal states (NTS). A terminal state is labelled with
a UML stereotype, representing a Java data output/request UI component. A
non-terminal state is not labelled, and it is described by means of another user-
interaction diagram.

Pseudo-states. They necessarily fall into one of the following categories: initial
pseudo-state, final pseudo-state, choice states: which define alternative paths of
type “OR” between two or more interactions and, finally, fork/join pseudo-states,
which defines paths of type “AND”. For instance, using a fork and a join, one can
specify that the user can introduce the card number and the PIN in any order.

Fig. 2. The metamodel of user-interaction diagrams
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 States 

(a) (b) (c) (d)

Pseudostates

(e) (f) (g) (h)

Transitions – Terminal States 

(i) (j) (k)

(l) (m) (n)

Transitions – Nonterm. States 

No-terminalName
<<JList>>

Name
<<JTextField>>

Name
<<JLabel>>

Name

(o) (p) (q)

(r) (s)

Note: Include all transitions – terminal states

[ selected ] [ input ] 
<<JButton>>

[ Condition ] / Name

                         <<JButton>>
[ selected ] / Name

                   <<JButton>>
[ input ] / Name

<<JButton>>
Name

[ containerType. containerName. buttonName ] [ JListName. selected ] 

[ TextFieldName. input ] 
[ containerName. buttonName ] [ buttonName ] 

Fig. 3. Elements of the user-interaction diagrams

Table 1. Mapping between UI elements and Metamodel elements

# Class (MM) Parameters

(a) TerminalState (Name = Vertex.name V) and (Stereotype.name S = "JTextField")

(b) TerminalState (Name = Vertex.name V) and (Stereotype.name S = "JList")

(c) TerminalState (Name = Vertex.name V) and (Stereotype.name S = "JLabel")

(d) NonTerminalState Name = Vertex.name V

(e) Pseudostate kind P = "PseudostateKind::initial"

(f) Pseudostate kind P = "PseudostateKind::final"

(g) Pseudostate kind P = "PseudostateKind::choice"

(h) Pseudostate (kind P = "PseudostateKind::join") or (kind P = "PseudostateKind::fork")

(i) TS Event (Name = Transition.name T) and (Steretype.name S = "JButton")

(j) TS Input Event (Name = Transition.name T) and (Steretype.name S = "JButton") and (Condition.name C = "input")

(k) TS Selected Event (Name = Transition.name T) and (Steretype.name S = "JButton") and (Condition.name C =

"selected")

(l) TS Condition Event (Name = Transition.name T) and (Steretype.name S = "JButton") and (Condition =

Condition.value C)

(m) Input Condition.name C = "input"

(n) Selected Condition.name C = "selected"

(o) NTS Event A buttonName = Transition.name T

(p) NTS Event B (containerName = NTS Event B.tsName NTSEB) and (buttonName = Transition.name T)

(q) NTS Evemt C TextFieldName = NTS Input.tsName NTSI

(r) NTS Input (containterType = Stereotype.name S) and (containerName = NTS Event B.tsName NTSEB) and

(buttonName = Transition.name T)

(s) NTS Selected JListName = NTS Selected.tsName NTSS

Vertex. States and Pseudo-states are special cases of the class Vertex included
in the metamodel.

Transitions Coming from Terminal States. They may connect either TS
to TS or TS to NTS. Transitions in the metamodel are classified according to
the kind of event they represent. Events can include input events and conditions.
Conditions can represent either previous user choices (i.e. previous events) or
business/data logic (in particular, UI component status).

In the running example, transitions can be labelled with a button name
(stereotyped with <<JButton>>) (case (i) of Figure 3). The button represents an
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input event. But they can also be conditioned (cases (j), (k) and (l) of Figure 3).
Transitions can be conditioned to a previous user interaction (cases (j) and (k)
of Figure 3), or can be conditioned to business/data logic (case (l) of Figure 3).
Finally, they can be conditioned to a previous user interaction but they are not
associated to a input event (cases (m) and (n) of Figure 3). Boolean conditions
about business/data logic are used, for instance, for checking the status of UI
components. This is case of the user introduces a text into a text field (case (m)
of Figure 3) or selects an element from a list (case (n) of Figure 3).

Transitions Coming From Non-Terminal States. They may connect either
NTS to NTS or NTS to TS. They are transitions with boolean conditions about
the user interaction in the non-terminal state (i.e. sub-diagram). There are five
kinds of transitions. In the case of transitions of type (o), (p) and (r) of Figure 3
the boolean condition is related to the “exit condition” in a subdiagram. In
other words, they check which button has been pressed as exit transition of the
sub-diagram.

For instance, the terminal state Query catalogue of Figure 1 has two “exit” but-
tons, qualified as follows: [Results.Exit] and [Searching criteria.Exit].
They describe the action to be achieved when the user clicks the “exit” button
and closes the Query catalogue window. However, the “exit” button can be
pressed from two states: Results and Searching criteria. This is the rea-
son boolean conditions are qualified in the main diagram. There are more cases
in Figure 1 of “exit” conditions: [Close], [Cancel], [Accept] or [Proceed].
In these cases the “containerName” is not specified because there is only one
button with this name in the sub-diagram.

The cases (q) and (s) of Figure 3 check in the main diagram the user inter-
action in the sub-diagram. They consider two cases: the introduction of a text
into a text field (case (q)) and the selection from a list (case (s)).

For instance, the [selected] condition, in the transition triggered from the
Query catalogue state of Figure 1, is not an “exit condition”, rather than it is an
“internal transition” of the UI QueryCatalogue diagram, which is checked from
outside of the sub-diagram. This makes possible that UI ManageShoppingCart
controls the user interaction in the UI QueryCatalogue window. The keyword
‘‘selected’’ is associated to the JList container. The keyword ‘‘input’’ is as-
sociated to the JTextField container. The transition [selected] / <<JButton>>
Remove article of Figure 1, means that the button “Remove article” will be en-
abled/visible whenever the user selects one element of the container “Selected ar-
ticles”. An input event can also represent that the mouse is placed over a label
or that the mouse is focused on a text field. For this reason we need the following
generalization.

Generalization. The Generic transition in the metamodel are transitions of
type [String] —an abstraction of the “Input” (case (m) of Figure 3) and
“Selected” (case (n) of Figure 3) transitions—. TS Generic Event transition
in the metamodel are transitions of type <<Name>> Name (where Name is an
string). This kind of transition is similar to TS Event (case (i) of Figure 3, i.e.,
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<<JButton>> Name). Finally, TS Guard Generic Event transitions are transi-
tions of type [Guard] / <<Name>> Name (where Guard and Name are strings).
This kind of transition is similar to TS Input Event (case (j) of Figure 3),
TS Selected Event (case (k) of Figure 3), and TS Condition Event (case (l)
of Figure 3).

However, specific transitions, for instance, <<JButton>> Name, are used by
the EMF/GMF implementation of the ALIR tool to draw an specific element
of the toolbar, for instance, “JButton”.

3 Implementing an Eclipse GMF Tool for
User-Interaction Diagrams

Now, we would like to present the implementation of an Eclipse GMF tool,
called ALIR, for the modeling of user-interaction diagrams. Such tool allows the
designer to model user-interaction diagrams with the help of a toolbar in which
the elements of user-interaction diagrams are available. In addition, the tool is
able to check some of the constraints imposed to user-interaction diagrams.

Our Eclipse GMF tool can be integrated with our UI-MDD technique de-
scribed in [2] as follows.

– The first step of our UI-MDD technique consists in the design of the layout
of each window of the system. The windows have to include its UI compo-
nents (i.e buttons, text fields, labels, etc). We have used the Eclipse Window
Builder-Pro Plug-in for modelling the layout of the windows and for adding
UI components. The developer can obtain prototypes of the windows by
means of the code generation (step 0 of Figure 4).

– Secondly, the developer can store the layout in XMI format (step 1). The
Eclipse GMF tool accepts XMI format as input and extracts (step 2 of Figure
4) the UI components (i.e., buttons, text fiels, labels, etc.), which will be used
as elements in the tool (step 3 of Figure 4).

– Thirdly, the developer uses the Eclipse GMF tool to draw user-interaction
diagrams.

– Next, the new models (i.e. user-interaction diagrams) are stored in XMI
format (step 4 of Figure 4).

– Finally, the XMI file can be imported from the Eclipse Window Builder-Pro
Plug-in (step 5 of Figure 4) to test the behaviour of the windows.

Both the metamodel discussed in Section 2 and the ALIR modeling tool pre-
sented next, have been developed using some of the MDD facilities provided by
the Eclipse platform. This free and open-source environment provides the most
widely used implementation of the OMG standard Meta-Object Facility (MOF)
[10], called Eclipse Modelling Framework (EMF) [5]. Although EMF currently
supports only a subset of MOF, called Essential MOF (EMOF), it allows design-
ers to create, manipulate and store both models and metamodels using the OMG
XML Metadata Interchange (XMI) [12] standard format. Many MDD-related ini-
tiatives are currently being developed around Eclipse and EMF. Among them,
and directly related to our tool, it is worth mentioning the following ones:
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Fig. 4. UI-MDD Technique Steps

– The Eclipse Graphical Modelling Framework (GMF) [4], which allows design-
ers: (1) to create a graphical representation for each domain concept included
in the metamodel, (2) to define a tool palette for creating and adding these
graphical elements to their models (see Figure 5), and (3) to define a map-
ping between all the previous artifacts, i.e. the metamodel elements, their
graphical representations, and the corresponding creation tools.

– The Object Constraint Language (OCL) [9] facilities provided by the Eclipse
Modeling Framework (EMF). This plug-in can be used, together with GMF,
to enable the definition and evaluation of OCL queries and constraints in
EMF-based models.

It is worth mentioning that both the metamodel and the Eclipse GMF tool
implemented as part of this work, have been developed as an extension and
modification of StateML+ [1]: a set of MDD tools aimed at designing hierarchical
state-machine models (and automatically generating thread-safe Ada code from
these models).

3.1 The ALIR Tool

Figure 5 shows an snapshot of the ALIR tool. It has been used for drawing
the UI ShoppingCart user-interaction diagram of Figure 1. Figure 6 shows the
instance of the metamodel of Figure 2 in the case of the UI ShoppingCart user-
interaction diagram.

The ALIR tool is able to validate user-interaction diagrams according to some
semantic and syntactic rules. More than 150 OCL constraints have been imple-
mented to support the model validation. The most relevant ones are those whose
aim is to check whether the boolean conditions about user interactions, that is,
about “exit conditions” and “internal transitions”, in a main diagram have an
associated event in sub-diagrams. In Table 2 we show some of the constraints
the ALIR tool is able to check. The reader can find more detailed information
about the ALIR tool in our Web page: http://indalog.ual.es/mdd/alir.

http://indalog.ual.es/mdd/alir
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Fig. 5. Snapshot of the Eclipse GMF tool

Fig. 6. Instance of the Metamodel for the UI ShoppingCart diagram

4 Related Work

In the literature, there are several works about MDD and UI design, and most of
them are supported by a tool. The most relevant ones are TRIDENT, TERESA,
WISDOM, UMLi, ONME and IDEAS. TRIDENT (Tools foR an Interactive
Development ENvironmenT ) [3] proposes an environment for the development
of highly interactive applications. User interfaces are generated in a (quasi-)
automatic way. There is a CASE tool called SEGUIA (System Export for Gener-
ating a User Interface Automatically) [22] for generating the user interface from
TRIDENT models. This approach can be considered a non-UML compliant pro-
posal. However, most of the concepts developed in TRIDENT were later included
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Table 2. Some OCL constraints of the ALIR tool

NTS Event C transition

self.source.oclAsType(NonTerminalState).diagram.vertex->

one(v | (v.name_V=self.tsName_NTSEC) and

(v.oclAsType(TerminalState).stereotype_TS.name_S=self.tsStereotype_NTSEC) and

(v.outgoing->

one(t | (t.name_T=self.name_T) and

((t.target.oclIsTypeOf(Pseudostate)) and

(t.target.oclAsType(Pseudostate).kind_P=PseudostateKind::final)))))

NTS Input transition

self.source.oclAsType(NonTerminalState).diagram.vertex->

one(v | (v.name_V=self.tsName_NTSI) and

(v.outgoing->

one(t | (t.condition_T.name_C=self.condition_T.name_C) and

((t.target.oclIsTypeOf(Pseudostate)) and

(t.target.oclAsType(Pseudostate).kind_P=PseudostateKind::final)))))

Input transition

if (self.source.oclIsTypeOf(NonTerminalState)) then

self.source.oclAsType(NonTerminalState).diagram.vertex->

one(v | (v.outgoing->

one(t | (t.condition_T.name_C=self.condition_T.name_C) and

((t.target.oclIsTypeOf(Pseudostate)) and

(t.target.oclAsType(Pseudostate).kind_P=PseudostateKind::final)))))

else

true

endif

in UML proposals. TERESA (Transformation Environment for InteRactivE Sys-
tem RepresentAtions) [21] is a tool aimed to generate user interfaces for multiple
platforms from task models designed with the so-called ConcurTaskTrees. Par-
tially based on UML, WISDOM (Whitewater Interactive System Development
with Object Models) [7] is a proposal for user interface modeling. WISDOM uses
UML but the authors have also adopted the ConcurTaskTrees. Fully based on
UML, UMLi [20,19,18] proposes an extension of UML for user interface model-
ing. UMLi aims to preserve the semantics of existing UML constructors since its
notation is built by using UML extension mechanisms. Like our technique, the
scope of UMLi is restricted to WIMP interfaces. UMLi is supported by ARGOi
[17]. UMLi is very similar to our proposal in the adoption of UML diagrams for
user interface modeling, although it supports different extensions. Another case
of MDD-based UI development is the OO-Method [14]. The authors have de-
veloped the ONME tool (Oliva Nova Model Execution, http://www.care-t.com),
an implementation of the OO-Method, which complies with the MDA paradigm
by defining models at different abstraction levels. Finally, IDEAS (Interface De-
velopment Environment within OASIS) [6,8] is also a UML-based technique for
the specification of user interfaces based on UML and on the OASIS (Open and
Active Specification of Information Systems) specification language [13].

5 Conclusions and Future Work

This paper presents the first step towards the development of a tool for user
interface design based on MDD. User interaction diagrams are one the main
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elements of our technique, since they are used for dialogue modelling. However,
our modelling technique requires also task and presentation modeling. The pre-
sentation model is partially handled by means of the UI design tool (like Windows
Builder-Pro of Eclipse). However we have to integrate it with our Eclipse GMF
tool by means of XMI. It is considered as future work. In addition, the presenta-
tion modelling in our proposal is also achieved by means of the so-called UI-class
diagrams, which are an specialization of UML class diagram for UI components.
An extension of the tool for supporting UI-class diagram modelling is planned
to be implemented in the near future. Finally, task modelling is achieved in our
UI-MDD technique by means of user-interface diagrams which are an specializa-
tion of use case diagrams for UI specification. We would also like to extend our
tool for modeling such diagrams in order to be able to fully support in ALIR
our UI-MDD technique.
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2. Almendros-Jiménez, J.M., Iribarne, L.: An Extension of UML for the Modeling of
WIMP User Interfaces. Journal of Visual Languages and Computing 19, 695–720
(2008)

3. Bodart, F., Hennebert, A.-M., Leheureux, J.-M., Sacré, I., Vanderdonckt, J.: Archi-
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15. Paternò, F.: Model-Based Design and Evaluation of Interactive Applications.
Springer, Berlin (1999)

16. Selic, B.: UML 2: A model-driven development tool. IBM Systems Journal 45(3)
(2006)

17. Paton, N.W., Pinheiro da Silva, P.: ARGOi, An Object-Oriented Design Tool based
on UML. In: Tech. rep. (2007), http://trust.utep.edu/umli/software.html

18. Pinheiro da Silva, P., Paton, N.W.: User Interface Modelling with UML. In: Infor-
mation Modelling and Knowledge Bases XII, pp. 203–217. IOS Press, Amsterdam
(2000)

19. Pinheiro da Silva, P., Paton, N.W.: User Interface Modeling in UMLi. IEEE Soft-
ware 20(4), 62–69 (2003)

20. Pinheiro da Silva, P.: Object Modelling of Interactive Systems: The UMLi Ap-
proach, Ph.D. thesis, University of Manchester (2002)

21. Berti, S., Correani, F., Mori, G., Paternó, F., Santoro, C.: TERESA: A
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Abstract. This paper presents an empirical analysis of the effectiveness of the 
democracy model known as e-cognocracy [1-7]. The paper considers the extent 
to which the goals of e-cognocracy (transparency, control, participation, knowl-
edge democratisation and learning) are achieved in an e-discussion process in a 
cognitive democracy using a collaborative tool (forum). Students on the Multic-
riteria Decision Making course at the Zaragoza University Faculty of Econom-
ics were surveyed with the aim of identifying their opinions with regards to the 
Gran Scala leisure complex project which involves locating the biggest leisure 
complex in Europe in the Los Monegros area of Aragon, north-east Spain. The 
results of the survey, which focuses on different dimensions of the problem 
(quality of the web site, quality of information available and attributes for effec-
tiveness), have been analysed using structural equations. This approach has 
been formulated as a general framework that allows an empirical evaluation of 
citizens' e-participation in electronic governance. 

Keywords: e-cognocracy, e-democracy, e-government, e-participation, knowl-
edge society, effectiveness, structural equation model (SEM). 

1   Introduction 

Electronic Government can be understood as the application of information and com-
munications technology (ICT) in the field of public administration. Electronic  
Government could include the provision of services via Internet (e-administration),  
e-voting, e-discussion, e-democracy and even the most complicated issues concerning 
the governance of society.  

In a world of growing complexity, the objective of scientific decision making [8] 
not only involves the search for truth, as suggested by traditional science, but the 
formation of the individual (intelligence and learning), the promotion of relationships 
with others (communication and coexistence), the improvement of society (quality of 
life and cohesion) and building the future (development). All this can be seen as a part 
of the ‘Knowledge Society’ – for the advancement of knowledge and human talent. 

In the context of democracy (considered as the most widespread and accepted rep-
resentative model among western societies), Moreno [1] proposed a new democratic 
model known as e-cognocracy [1-7]. This new model combines the preferences  
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of political parties with the preferences of the people, selecting the best alternative 
from a discrete set and providing the arguments that support the decisions taken.  
E-cognocracy also seeks to improve the transparency of the democratic system by 
increasing the citizen’s control over government through greater participation in the 
running of society. 

In general, taking the correct decision can be understood as effectiveness. E-
cognocracy is an effective democratic model if it allows the creation and diffusion of 
knowledge related to the scientific resolution of the public decisional problem that is 
being considered. 

An evaluation of the effectiveness of e-cognocracy was undertaken by means of 
an experimental study consisting of a questionnaire completed by students of  
Multicriteria Decision Making at the Zaragoza University Faculty of Economics. 
The questionnaire was based on the proposed “Gran Scala” leisure complex  
development - the construction of one of the world biggest entertainment  
centres with an estimated investment of 17,000 million euros, 25 million visitors 
per year and the creation of 65,000 jobs in the 70 hotels, 32 casinos and five theme 
parks.  

The electronic survey provided the information necessary for the Structural Equa-
tion Model (SEM) empirical analysis. The following dimensions in the study of e-
cognocracy behaviour were considered: “web service quality”, “quality of available 
information” and “knowledge transfer”. 

Section 2 offers a brief introduction to e-cognocracy and its objectives. Section 3 
deals with the experimental research. Section 4 summarizes the empirical results and 
Section 5 presents the main conclusions of the study. 

2   Conceptual Framework and Hypothetical Model 

Whilst traditional democracy refers to government of the people, cognocracy refers to 
governance of knowledge (wisdom). Cognocracy does not refer to knowledge pro-
vided exclusively by ‘wise men’, as suggested by Plato [6]; it is a new model of  
democracy which combines representative democracy (political parties) and participa-
tory democracy (the citizen) in accordance with weightings that depend on the type of 
problem that is dealt with. The general objective of e-cognocracy is the creation and 
dissemination of knowledge associated with the scientific resolution of public deci-
sion making problems related to the governance of society. The specific objectives of 
e-cognocracy are: (i) to improve the transparency of the democratic system, (ii) to 
increase the control of citizens and (iii) to encourage the participation of citizens in 
the governance of society [3,5,9]. 

The creation and dissemination of knowledge is achieved through internet discus-
sion in which political parties and citizens put forward arguments that support deci-
sions and justify preferences. Transparency is increased because the political parties 
are forced to express their viewpoint before the resolution of the problem; the citi-
zen’s control is increased because the political parties must win the vote. Citizens and  
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opposition political parties may request that a specific problem be resolved by means 
of e-cognocracy and this could involve a vote of censure on a specific political meas-
ure. Public participation in the governance of society enables citizens to be directly 
implicated in the final decision on an issue, not just in the election of representatives 
(representative democracy). 

E-Cognoracy is closely linked to the Internet [1-7]. The Internet is used to deliver 
judgments and to facilitate the exchange of information and opinion of the partici-
pants. The application of e-cognocracy includes two fundamental dimensions, the 
Internet service and its available information. The Internet service is related to multi-
ple factors that characterise the citizen’s participation in the decision making process 
(adequate website design, accessibility, security and ease of use). Clear instructions to 
enable access to information related to the debate are also of vital importance to the 
development of e-cognocracy.  

First hypothesis: H1: The quality of the Internet service has a direct and positive effect 
on the effectiveness of e-cognocracy. 

Moreno et al (2003) have suggested the use of e-information and e-voting through 
the Internet as a means to enhance the transparency of the democratic process and to 
increase the participation of citizens in their own government. In e-cognocracy, the 
dissemination of information and knowledge is aimed at improving policy formula-
tion within the democratic process, giving the citizen the right to know about key 
aspects of public administration which ensures integrity, objectivity and justice. Peo-
ple are able to contribute their knowledge and opinions to the voting process of deci-
sion making through discussions in the forums. 

The availability of information on the Internet rapidly increases communication 
between participants and their knowledge about a specific problem. It is therefore 
important that the information provided through the Internet in the development 
phase of discussions and decisions is accessible and transparent. The contents  
must be clear, comprehensive, objective and appropriate for the level of the user 
[21-22]. 

Second hypothesis: H2: The quality of information available has a direct and positive 
effect on the effectiveness of e-cognocracy 

The third hypothesis concerns the dissemination of information and the exchange 
of opinions between participants in the Internet forum [5]. The exchange of informa-
tion and opinions between participants in the forum increases the knowledge of the 
actors involved in the resolution of the problem. 

Third hypothesis: H3: The “transfer of knowledge and opinion” has a direct and 
positive effect on the effectiveness of e-cognocracy. 

To evaluate the effectiveness of e-cognocracy as a latent construct, multiple objec-
tives (such as increasing the degree of trust, responsibility and commitment between 
government and citizens, legitimacy through participation and representation of the 
citizens in decision making), must be considered [24]. All these aspects are reflected 
in the items included in the electronic survey. The three hypothesis are reflected in the 
model structure, as shown in Figure 1. 
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Fig. 1. Hypothetical Structural Model 

3   Experimental Research 

The survey was conducted in April 2008 among 4th year students of Multicriteria 
Decision Making at Zaragoza University. From February 27 to March 4, 2008, the 
students participated in an e-discussion (in a forum) on the proposed location of a 
leisure and entertainment complex in the area of Los Monegros in Aragon [23]. In the 
forum discussion, participants submitted 77 messages (19 on advantages, 13 on costs, 
22 on risks and 23 on opportunities) and 257 comments. To enhance the participation 
of students in solving the problem, the analytic hierarchy process, AHP [11-12] was 
used as methodological support, the Internet as the communication tool and the forum 
for the public debate.  

At the end of the forum, the participants responded to an online survey, made up of 
6 parts and 36 questions (34 closed and 2 open): I. Identification (3 issues); II. Web 
Service Quality (9 items); III. Quality of information available (9 items); IV. Knowl-
edge Transfer (5 items); V. Impact of Knowledge (1 issue) and VI. Effectiveness of e-
cognocracy (9 items). The scale used in measuring the variables of the study was 1 to 
5 (1-not important, 5-very important).  

Structural Equation Modelling (SEM) was used as a method for measuring rela-
tionships among latent variables [12-14]. The graphical representation for SEM and 
estimations were obtained using AMOS 7 [15].  

The model structure is made up of two parts: The Measurement Model (or Confir-
matory Factor Analysis - CFA) that tests the relationship between items and latent 
variables, and The Full Structural Model that consists of joint estimation equations of 
the Measurement and Structural Model. 
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4   Case Study 

Table 1 shows the statistical average of punctuation items for the latent constructs. For 
“Web Service Quality”, the highest marked items are “Easy web debate” and “Web 
presence information” with 3.87. In the case of the construct “Quality of information 
available”, the indicator with the highest average (3.45) corresponds to “Update infor-
mation” and the lowest average score is “Specific information”. For the “Knowledge 
Transfer” construct, the highest rated indicators are: “Interaction among participants” 
(4.16) and “Known other alternatives” (4.13). Finally, for the “Effectiveness”  
construct, the highest ranked are: “legitimacy” (3.58) and “amplification” (3.66). 

Table 1. Statistics of the Items 

Statistical 
ITEMS* Average 

score 
Standard 
deviation 

Standard 
error Skewnees Curtosis Response 

rate 

Latent Variable “Web service quality” 
Visual design       
I 1. Easy web access 3,79 0,811 0,132 -0,230 -0,327 38 
I 2. Web usability 3,63 0,970 0,157 -0,299 -0,793 38 
I 3. Web availability 3,47 1,059 0,172 -0,648 1,785 38 
Degree of personalization       
I 4. Easy web debate 3,87 1,143 0,185 -1,449 2,850 38 
I 5. Web security 3,50 1,225 0,199 -1351 2,129 38 
I 6. Web e-voting 3,45 1,245 0,202 -0,937 0,388 38 
Availability of information       
I 7. Easy access to information 3,55 1,155 0,187 -1,356 3,108 38 
I 8. Web management information 3,47 1,084 0,176 -1,743 4,066 38 
I 9. Web presence information 3,87 1,189 0,193 -1,259 1,640 38 

Latent variable “Quality of information available” 
Accessibility to information       
I 1. Transparent information 3,13 1,256 0,204 -0,261 -0,313 38 
I 2. Specific information 2,79 1,166 0,189 -1,077 0,662 38 
I 3. Attractive information 3,37 0,942 0,153 -1,235 3,192 38 
I 4. Update information 3,45 1,005 0,163 -0,859 2,508 38 
Comprehensiveness of the information      
I 5 Accuracy of information 3,24 1,051 0,170 -0,800 1,429 38 
I 6 Comprehensiveness 3,50 1,180 0,191 -0.886 0,865 38 
I 7 Objectivity of information 3,11 1,181 0,192 -0,526 1,081 38 
I 8 Clarity of information 3,53 1,109 0,180 -0,196 -0,794 38 
I 9 Apropiate level of information 3,34 0,966 0,157 0,001 -0,118 38 

Latent variable “Knowledge transfer” 
I 1. Enrichment of knowledge 3,71 ,867 0,141 -0,697 1,370 38 
I 2. Hear other views 3,97 1,102 0,179 -0,968 0,184 38 
I 3. Interaction 4,16 ,945 0,153 -0,534 -1,227 38 
I 4. Known other alternatives 4,13 ,906 0,147 -1,193 2,233 38 
I 5. Transfer alternatives 3,76 1,076 0,175 -0,596 -0,281 38 

Latent variable “Effectiveness e-cognocracy” 
I 1. Effectiveness legitimacy 3,58 1,056 ,171 -1,091 2,237 38 
I 2. Effect. amplification 3,66 ,815 ,132 -,226 -,272 38 
I 3. Effect representativeness 3,42 ,889 ,144 ,008 -,650 38 
I 4. Effect trust 3,18 1,159 ,188 -,379 ,264 38 
I 5. Effect commitment 3,24 1,195 ,194 -,686 ,539 38 
I 6. Effect government efficiency 3,08 1,302 ,211 -,696 ,117 38 
I 7. Effect common goals 3,03 1,423 ,231 -,761 -,203 38 
I 8. Effect common commitment 3,11 1,410 ,229 -,562 -,395 38 
*measurement scale for items: 1-nothing important; 2-unimportant, 3-relatively important, 4-important, 5-very important  

 
This analysis confirms that many indicators present acceptable skewness and kur-

tosis levels. For indicators that presented a slight deviation from normality, a square 
root transformation to reduce its deviation was applied. 

To check the dimensionality of the latent constructs, a principal component factor 
analysis (not reported here) was implemented. This analysis revealed that the latent 
construct items in “Web service quality” saturate in three factor loadings (or dimen-
sions) called “Visual design”, “Degree of personalization” and “Availability of infor-
mation”. The analysis also shows that there are two factors for the latent construct 
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“Quality of information available”, which are called “Information accessibility” and 
“Comprehensiveness of the information.” Consequently, for both constructs, the 
measurement model has been designed as a second order confirmatory factor analysis. 

The results of the measurement model and the reliability indices for each individ-
ual item are presented in Table 2. For the majority, the rate of reliability is 5,0fα  

(widely accepted by the relevant bibliography). Only four indicators, three in the 
“Web service quality” construct and one in the “Transfer knowledge” construct, pre-
sent an alpha value below this limit. 

Table 2. Loadings and cross loadings of the measurement model 

Ite m s   λ  t  p   λ s ta n d a r iz e d  
W e b  s e r v ic e  q u a l i ty  (e x o g e n o u s  la te n t  v a r ia b le )  
V is u a l  d e s ig n    

E a s y  w e b  a c c e s s < -- -  V is u a l  d e s ign   1 ,4 3 1  
W e b  u s a b i lity  < ---  V is u a l  d e s ign  0 ,6 3 7 2 ,5 2 8 * * * ,6 6 0  
W e b  a v ia lib ili ty < ---  V is u a l  d e s ign  0 ,7 1 7 6 ,1 1 1 * * * ,6 2 7  

D e g r e e  fo r  p e r s o n a l iz a t io n   

E a s y  w e b  d e b a te < -- -  D e gre e  fo r  p e rs o na liza t io n  1 ,3 5 9  
W e b  s e c u r ity < -- - D e gre e  fo r  p e rs o na l iz a tio n  1 ,9 4 6 3 ,1 6 9 * * ,5 4 0  
W e b  e -v o t ing< -- -  D e gre e  fo r  p e rs o na liza tio n  1 ,9 6 6 3 ,1 7 1 * * ,5 7 9  

A v a ila b i l it y  o f  in fo r m a tio n   

E a s y  a c c e s s  to  in fo rm a t io n  < -- - A v a i la b il ity  o f  in fo rm a tio n  1 3 9 0  
W e b  m a na ge m e n t in fo rm a tio n< -- -  A v a ila b ili ty  o f  in fo rm a t io n  1 ,2 0 1 0 ,2 4 8 * * ,2 4 9  
W e b  p re s e nc e  in fo rm a tio n  < ---  A v a ila b ili ty  o f  in fo rm a t io n  1 ,1 1 1 0 ,6 4 1 * * ,2 3 9  

S c a le  r e l ia b i l i ty  o v e r a l l  i t e m s  56,0=cronbachα  

Q u a l i ty  o f  in fo r m a t io n  a v a i la b le  (e x o g e n o u s  la te n t v a r ia b l e )  
A c c e s s ib il i ty  to  in fo r m a tio n   

T ra ns p a re n t in fo rm a tio n< -- -A c c e s s ib ili ty  to  in fo rm a tio n  1 ,7 2 4  
S p e c if ic  in fo rm a t io n< -- - A c c e s s ib i lity  to  in fo rm a tio n  0 ,3 3 1 1 ,6 9 2 * * ,5 4 0  
A tt ra c t iv e  in fo rm a tio n< -- -  A c c e s s ib ili ty  to  in fo rm a tio n  1 ,1 3 2 4 ,4 8 6 * * * ,5 3 1  
U p d a te  in fo rm a tio n< ---  A c c e s s ib i lity  to  in fo rm a t io n  1 ,0 4 7 3 ,1 9 5 * * * 6 5 0  
C o m p r e h e n s iv e n e s s  o f  th e  in fo r m a tio n   

T ra ns p a re n t in fo rm a tio n< -- -  C o m p re he ns iv e ne s s  in fo rm a tio n  1 1 ,6 5 6  
C o m p re he ns iv e ne s s  < ---  C o m p re he ns iv e ne s s  in fo rm a tio n  0 ,8 5 6 3 ,3 3 9 * * * ,7 3 8  
O b je c t iv i ty  o f  info rm a t io n< -- - C o m p re he ns iv e ne s s  
in fo rm a tio n  

1 ,0 5 8 3 ,7 8 6 * * * ,6 3 3  

C la r ity  o f  in fo rm a tio n< -- - C o m p re he ns iv e ne s s  in fo rm a t io n  1 ,2 4 9 4 ,2 4 3 * * * ,7 9 0  
A p p ro p r ia te  le v e l< -- - C o m p re he ns iv e ne s s  in fo rm a tio n   0 ,8 6 9 3 ,6 2 3 * * * ,7 0 2  

S c a le  r e l ia b i l i ty  o v e r a l l  i t e m s  
75,0=cronbachα

 

K n o w le d g e  tr a n s fe r  (e x o g e n o u s  la te n t  v a r ia b le )   
E nric hm e n t o f k no w le d ge < -- -  K no w le d ge  tra ns fe r 1 ,5 7 5  
H e a r  o the r  v ie w s < -- -  K no w le d ge  tra ns fe r  0 ,8 7 6 0 ,1 5 3 * ,3 3 4  
E xc ha nge  v ie w p o in t< -- K no w le d ge  t ra ns fe r 1 ,8 7 6 2 ,6 7 3 * * * ,6 7 0  
K no w n  o the r  s o lu tio n< -- -  K no w le d ge  tra ns fe r  1 ,7 8 5 0 ,9 8 7 * ,3 3 9  
K no w n  ne w  a lte rna tiv e < -- -  K no w le d ge  tra ns fe r  1 ,9 8 4 3 ,1 1 1 * * * ,7 2 6  

S c a le  r e l ia b i l i ty  o v e r a l l  i t e m s  
73,0=cronbachα

 

E f fe c tiv e n e s s  e -c o g n o c r a c y  (e n d o g e n o u s  la te n t v a r ia b l e )  
Le g i tim a c y < -- -  E ffe c t iv e ne s s  e -c o gno c ra c y  1 6 0 2  
A m p lif ic a t io n< ---  E ffe c tiv e ne s s  e -c o gno c ra c y  0 .9 8 1 3 ,9 9 5 * * * 7 9 8  
R e p re s e nta tiv e ne s s  < -- -  E ffe c t iv e ne s s  e -c o gno c ra c y  1 ,0 4 5 3 ,7 5 6 * * * ,6 3 2  
T ru s t< ---  E ffe c tiv e ne s s  e -c o gno c ra c y  0 ,9 8 4 3 ,9 6 5 * * * ,7 8 9  
C o m m itm e n t< -- - E ffe c t iv e ne s s  e -c o gno c ra c y  0 ,8 9 3 4 ,6 5 3 * * * ,8 1 7  
G o v e rnm e n t  e f fic ie nc y < -- -  E ffe c tiv e ne s s  e -c o gno c ra c y  1 ,1 1 7 3 ,8 7 5 * * * ,8 2 7  
C o m m o n  go a ls < -- -  E ffe c tiv e ne s s  e -c o gno c ra c y  1 ,3 2 7 4 ,6 7 5 * * * ,8 4 0  
C o m m o n  c o m m itm e n t< -- -  E ffe c tiv e ne s s  e -c o gno c ra c y  1 ,0 1 1 4 ,3 2 8 * * * ,8 6 6  

S c a le  r e l ia b i l i ty  o v e r a l l  i t e m s  
78,0=cronbachα

 

F in d in g s  fo r  g o o d n e s s -o f- f it  in d ic e s :  C F A  m o d e l 

R M R  (R o o t M e a n  S q u a re d  R e s id u a l ) =  0 ,1 8 7  
G F I (G o o d ne s s  o f  F i t Ind e x ) =  0 ,6 8 7  

A G F I (A ju s te d  G o o d ne s s  o f  F it  Ind e x )  =  0 ,8 8 9  
2χ

=  7 8 9 ,3 ,  d f= 5 8 2 ,  p = 0 ,0 0 0  
* * *  p  v a lu e  < 0 ,0 0 1  ( t= 1 , 9 6 );  * * p < 0 ,0 5  ( t= 2 ,5 7 6 );  *  p < 0 ,1 0  ( t= 3 ,2 9 1 )  

 
 

The joint reliability (Alpha Cronbach) of each latent construct offers positive re-
sults. For three latent constructs, this coefficient is above 0.70. For the latent “Quality 
web service” construct, the value is 0.563. The estimated path for the relationships 
between observable items and their respective latent construct is above the 42,0fλ , 
recommended by the literature as a good value. The fit of the model were examined 
through the RMSE and GFI tests. The results of this analysis showed an excellent 
performance of all latent constructs. 
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Figure 3 shows the hypothesized Full Structural Model on “E-cognocracy effec-
tiveness”. It contains the direct relationships between the latent variables and their 
respective items and also those among the three latent exogenous variables and the 
endogenous variable. 
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Fig. 3. Hypothesized Full Structural Model 

4.1   Analysis and Results of the Full Structural Model 

The results of the analysis are shown in Figure 4. The maximum likelihood (ML) 
estimation technique was used but other estimation methods to verify the goodness of 

fit were also applied [17]. The indicators 2χ = 545,759 (p = 0.000 df = 365.1), 

RMSR= 0,157, AGFI = 0,918 and RMSE = 0,072 show a good fit. The estimated 
coefficients are significant at 1% and 5% for the relationships between the observable 
items and their latent variables. 

The three hypotheses on the relationships between “Quality web service”, “Transfer 
knowledge”, “Quality of available information and “E- cognocracy effectiveness” were 
confirmed by the values of the coefficient path estimated as statistically significant and 
positive. The relationships between “Knowledge transfer”, “Quality web service” and 
“E- cognocracy effectiveness” have been confirmed with a confidence level of 5%.The 
influence of the latent construct. “Quality of available information” on “E-cognocracy 
effectiveness” was confirmed by a result of minor significance at 1%. The high signifi-
cance between “Quality of information available” and “E- cognocracy effectiveness” 
indicates that this effectiveness depends to on the quality of information. 

The results of the simultaneous regressions analysis suggest that the indicators ‘le-
gitimacy’, “trust”, “representativeness”, “efficiency”, “commitment”, “web service”, 
“quality of available information” and “transfer of opinion/knowledge”, are the best 
for the presentation of the constructs ‘e-cognocracy effectiveness’ and “service web 
quality”, respectively. 

The importance of “E- cognocracy effectiveness” depends on the degree of the im-
portance of indicators such as easy web access, web comfort, web security, and e-
voting. For web discussion, exchange opinion, expand and transfer web knowledge 
available, comprehensive, clear and adequate information is vital and therefore it is 
clear that knowledge playa a positive role in decisions involving citizens. 
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Fig. 4. Standardised estimated coefficient 

5   Discussion and Conclusions 

Conclusions based on the empirical results: 

 “E-cognocracy effectiveness” is a concept that involves multiple issues such as 
legitimacy, trust, commitment and shared responsibility between citizens and 
government in making decisions. It is a theoretical concept that can not be ob-
served directly and must be treated as a latent construct. 

 The quality of information is an important factor in the implementation of e-
cognocracy. Estimations showed that it has a direct impact and plays a significant 
role on “e- cognocracy effectiveness”. 

 As characteristics of web-information, “transparency”, “accuracy”, “comprehen-
siveness”, “objectivity” and “a appropriate level” received high ratings. 

 Internet “transfer of knowledge” is an issue related to the possibility of  
interaction and exchange of viewpoints between participants. It is positively  
related with the latent variable “Effectiveness of e-cognocracy”. There is a  
similar relationship between “Quality of internet service” and “Effectiveness  
e-cognocracy”. “Comfort”, “security” and “choice of different alternatives” 
were also highly rated in relation to the latent variable “Quality of internet  
service”. 

However, the results of the study are empirically limited, therefore: 

 The model should be applied to other cases in order to achieve further improve-
ments and generalise the methodological approaches. 

 A broader database to overcome limitations related to the response rate is  
recommended.  
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Abstract. E-cognocracy [1-5] is a new democratic system that tries to adequate 
democracy to needs and challenges of Knowledge Society. This is a cognitive 
democracy oriented to the extraction and democratization of the knowledge re-
lated with the scientific resolution of public decision making problems associ-
ated with the governance of society. It is based [3,6] on the evolutionism of live 
systems and it can be understood as the government of the knowledge and wis-
dom by means of the information and communication technology (ICT). E-
cognocracy combines the representative and the participative democracies by 
aggregating the preferences of the political parties with those of citizens and by 
generating knowledge from the conjoint discussion of the arguments that sup-
port their own positions. This paper presents a qualitative approach based in 
text mining tools to identify these arguments from the analysis of the messages 
and comments elicited by political parties and citizens through a collaborative 
tool (forum). The proposed methodology has been applied to a case study de-
veloped with students of the Faculty of Economics at the University of 
Zaragoza and related with the potential location at the region of Aragón (Spain), 
of the greatest leisure project in Europe (Gran Scala). 

Keywords: e-cognocracy, e-democracy, knowledge society, knowledge extrac-
tion, text mining. 

1   Introduction 

This paper continues with the research line about e-cognocracy [1-5] followed by the 
Zaragoza Multicriteria Decision Making Group (GDMZ) during the last five years. It 
extends and complements a previous paper of the GDMZ [7] presented in the First 
World Summit on Knowledge Society (WSKS08). In that case, following a quantita-
tive approach based on the preference intensities of the political parties and citizens, 
we identify the messages and comments that support the different positions or  
patterns of behaviour of the actors involved in the resolution of the problem. 
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In this paper, a qualitative approach based on text mining tools have been used to 
identify the arguments embedded in these messages that support the different posi-
tions of the actors. This approach has been developed in collaboration with the Vali-
dation and Business Applications research group of the Universidad Politecnica de 
Madrid who has been working on knowledge extraction for more than ten years [11]. 

The methodology followed in the qualitative approach is based on the analysis of 
the different patterns that an expert defines in order to classify a message. These pat-
terns are implemented in a text mining system that tries to emulate the lines of reason-
ing of the expert. The implemented text mining system is backed in the linguistic 
knowledge codified in a tailor-made grammar and a specific lexical resource. Its main 
purpose is to ascribe each comment to the different positions identified in the resolu-
tion of the problem.  

The final and main aim of e-cognocracy is the democratisation of the knowledge 
associated with the scientific resolution of the problem. This way, we collaborate in 
the construction of a social knowledge and wisdom in accordance with the cognitive 
process that characterise the evolution of live systems [3,8]. The individual and social 
knowledge added value related with the scientific resolution of problems, the associ-
ated citizens’ education and the improvement of transparency, participation and con-
trol will be some aspects that increase the individual and social welfare. 

This work is structured as follows: Section 2 briefly presents e-cognocracy and the 
stages of its participation process; Section 3 presents the qualitative approach pro-
posed for identifying arguments; Section 4 illustrates this methodology in a case study 
related to the construction of a leisure complex near the city of Zaragoza (Spain) and, 
finally, Section 5 highlights the most important conclusions. 

2   E-Cognocracy: Definition and Participation Process 

E-cognocracy [1-8] is a new democratic model that, based on the evolution of living 
systems, focuses on the extraction and social diffusion of the knowledge derived from 
the scientific resolution of highly complex problems associated with public decision 
making related with the governance of society.  

This cognitive democracy seeks to convince citizens by means of arguments and 
not to defeat them (e-democracy) by means of votes [6,7]. To this end, e-cognocracy 
identifies the arguments that support the decisions made by the political parties and 
the citizens from the messages both group includes in the collaborative tool used  
to implement the discussion phase of its methodology. Obviously, some of these  
messages can incorporate strategic opinions that do not correspond with the final 
preferences.  

The key idea of this democracy of the knowledge society (e-cognocracy) is to edu-
cate people (intelligence and learning), promote relations with others (communication 
and coexistence), improve society (quality of life and cohesion) and construct the 
future (evolution) in a world of increasing complexity [5].  

The stages followed in the e-cognocracy process [7,9] are: 

Stage 1: Problem Establishment. Using the web, this stage identifies the relevant 
aspects of the problem: context, actors and factors (mission, criteria, subcriteria,  
attributes and alternatives), as well as their interdependencies and relationships. 
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Stage 2: Problem Resolution. This stage provides the priorities of the alternatives 
being compared by using one of the most extended multicriteria decision making 
approach, AHP [10]. 

Stage 3: Model Exploitation. This stage of the resolution process derives the patterns 
of behaviour of the actors involved in the resolution process.  

Stage 4: Discussion. Using any media or collaborative tool (forum in our case), the 
citizens’ representatives (through their respective political parties) and the citizens 
themselves (through the network) give their motives and justify the decisions. From 
these comments and messages, the arguments that support the alternatives, as well the 
attributes that are more relevant in the resolution process are identified.  

Stage 5: Second round in problem resolution. After updating the individual prefer-
ences with the explicit knowledge derived in the previous resolution stage, the priori-
ties of the alternatives in a second round are obtained. 

Stage 6: Knowledge Extraction and Democratisation. Using the information on the 
preferences of the two rounds and the quantitative information included in the com-
ments elicited in the discussion stage, the comments that support each pattern of be-
haviour and each preference structure are identified.  

Next, by means of text mining techniques, we consider in more detail the fourth 
stage: searching for the arguments that support decisions. Finally, integrating this 
qualitative approach with the quantitative one proposed in [7] and the individual 
changes in preferences, we will be able to identify the social leaders (the actors whose 
opinions provoke these changes) and the arguments taken into account by the citizens. 

The procedure concludes with the social democratisation of the knowledge through 
the web. This final step is the main objective of the cognitive democracy we propose 
to deal with public decision making.  

3   A Qualitative Approach for Searching for Arguments  

This section identifies the comments and messages included in the discussion stage of 
e-cognocracy that support the different patterns of behaviour and changes in prefer-
ences that appear in the problem resolution stage. The qualitative approach follows a 
knowledge-based methodology. First, an expert performs a manual classification of 
the messages taking into account the presence of specific assertions that allows the 
expert to reasonably infer the participant’s position underlying in the message. Then, 
the set of identified assertions are analyzed and codified into some linguistic patterns 
that are implemented in a text mining system. The design and implementation of the 
whole process is described in the following subsections. 

3.1   The Expert Task 

The expert has at his disposal a set of 332 messages extracted from a forum about the 
construction of a leisure complex in the area of Los Monegros (near Zaragoza). He 
then classifies each message according to the following categories:  

 



430 J.M. Moreno-Jiménez, J. Cardeñosa, and C. Gallardo 

• A1: In favour of the implementation of the project. 
• A2:  Support for the majority’s position. 
• A3: Against the implementation of the project. 
• A1_A2: Position is not clear but surely the subject won’t vote against (not A3) 
• A2_A3: Vote is not clear but surely the subject won’t vote in favour (not A1) 

 
Messages are decontextualized so that it is avoided any other source of information 
(even the discourse thread is missed). The rationale to avoid contextual information is 
to define patterns merely based on the content of the message. 

The expert then reads the messages, classifies each according to the five postulated 
categories, and marks up the expressions that support the proposed classification. 
Table 1 shows some examples of tagged messages; supporting arguments are  
underlined.    

Table 1. Example of messages and supporting arguments 

MESSAGE A1 A2 A3 
I think you are right, it is not logical that this year in expo water is 
treated as a very important problems and that in the next X years we will 
like to build an aquatic park in Monegros, where water will be seriously 
wasted. 

   

I think that the installation of Gran Scala will bring lot of opportunities 
that will favour people’s continuity in the area, specially young people. 
Besides, it is another way to promote tourism.  

   

3.2   Patterns Extraction 

Once the expert has classified the messages and identified the supporting expressions, 
common features and regularities have to be looked for. In general, simple categories 
(A1, A2 y A3) show clearer patterns than intermediate ones (A1&A2 and A2&A3). 
So it can be stated that:  

− Category A1 is characterized by the presence of verb phrases, noun phrases and 
words with positive connotation (that is, they refer to realities that are commonly 
considered as good or positive).  

− Category A3 is characterized by the presence of noun phrases and words with 
negative connotation and verb phrases that describe a negative reality (for example, 
doesn’t respect the bases of sustainable development).  

− Category A2 is identified by the absence of significant expressions. 
− In categories A1_A2 and A2_A3, negative and positive expressions are intermin-

gled along with the so-called hedges.  

As can be seen, the key aspect to identify patterns is the presence of expressions with 
either positive or negative connotation. Thus, this work requires lexical units (in par-
ticular, adjectives, nouns and verbs) to be classified as positive, negative, or neutral. 
Hedges are expressions that lessen the degree of assertiveness of the speaker’s inten-
tion. Modal verbs like “should”, “could” or adverbs like “possibly” or “perhaps” will 
be used for the identification of intermediate categories.  
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Thus, the system of automatic classification mainly seeks noun and verb phrases 
and then assigns a global connotation to the message according to the nature of the 
identified expressions. The identification of phrases will be done using shallow pars-
ing [12,13].  

3.3   Creation of the Lexical Resource 

The set of messages to be mined presents two crucial features: a) they are framed in a 
closed domain, namely, the settling Gran Scala; and b) they show a high degree of infor-
mality and all sorts of errors. This implies that a robust parser is required, able to extract 
maximum information even with insufficient lexical and grammatical information.  

The unique information registered in the dictionary is the grammatical category  
of the word. The postulated categories for this work are for open categories: verb, 
noun, adjective, and adverb; for functional categories: determinant, conjunction, 
preposition, and pronoun; and finally two ad hoc categories for the domain: hedge, 
and quantifier.  

This classification is a simplification of the categories present in natural languages, 
but it is sufficient for this work where linguistic accuracy is not a priority. Words 
belonging to open categories are marked with either positive or negative connotation. 
This is the only semantic feature allowed in the dictionary. Dictionary entries have the 
following appearance:  

 
mafia: SUS,negative.    [mafia] 
puestos de trabajo:  SUS,positive.  [job] 
riesgos: SUS,negative.    [risks] 

 
In order to avoid the excessive dependence of the dictionary on the corpus of avail-
able messages, we started from an existent resource that was adapted to the require-
ments of the system. In particular, we consulted the Spanish Wordnet (Spanish lexical 
resource developed at the EuroWordNet project) [14] in order to obtain a general 
purpose dictionary as well as it was the source to infer the connotation of open cate-
gories words from the information codified in the synset (set of synomyns that define 
a concept) and in the definitions. Undoubtedly, this resource constitutes a raw version 
of the final lexical resource, refined and tuned during the testing phase of the system. 

3.4   Pattern Codification and Generation 

Once obtained the first version of the lexical resource, it is required to define a gram-
mar that can identify simple phrases and that assigns a positive/negative connotation 
to the phrase as a whole. Thus, the grammar is restricted to the identification of noun, 
verb, and adjective phrases. As an example, let’s see the treatment of noun phrases.  

The following rule implements a pattern for a generic positive noun phrase:  

DET? AP? N AP* PP* 

Where 
− DET is the class of determiners, AP stands for Adjective Phrase, N stands for 

Noun, and PP stands for Prepositional Phrase.  
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− The symbol ? denotes an optional element and * indicates that the element can be 
repeated zero o more times. 

− At least one of these elements must have positive connotation except for the PP 
that can present a negative connotation, like in the following examples: 
creación de [puestos_de_trabajo]pos        [creation of jobs] 
utilizaciónpos [de  tierras infertiles]neg  [use of waste lands] 

3.5   Assigment of Category Labels  

Category labels are ascribed to a message according to the following rules which 
constitute the core of the automatic classification:  

• If the message does not contain any expression, or the number of positive expres-
sions equals the number of negative one, then assign A2. 

• If only one positive expression has been found, or there are hedges and there are 
more positive than negative expressions, then assign A1_A2. 

• If only one negative expression has been found, or there are hedges and there are 
more negative than positive expressions, then assign A2_A3. 

• If there are more positive expressions than negative, then assign A1. 
• If there are more negative expressions than positive, then assign A3. 

4   Case Study 

Gran Scala will be the largest leisure complex ever built in Europe. The project statis-
tics are staggering: 17,000 million Euros in investment; 1,000 million in State and 677 
million Euros in Aragon Regional Government revenues through taxation. Gran Scala 
is expected to receive 25 million visitors per year, create 65,000 direct and indirect 
jobs at its 70 hotels, 32 casinos, five theme parks, museums, golf courses and  
racetracks. In other words, the project would transform the area into a town with a 
population of 100,000. 

Since its inception, the project has caused much debate and controversy in  
Aragonese society. For these reasons, the project was selected for an electronic voting 
experiment with students from the Multicriteria Decision Making course of the 4th 
year of the Bachelor of Science in Business Administration at the University of 
Zaragoza. The experiment was intended to elicit the opinion and preferences of the 
students regarding the implementation of the Gran Scala Project in the “Los Mo-
negros” district and to assist in the construction of the ontology used in the final stage 
of the methodology, the identification of arguments that support the decisions by 
means of text mining techniques. 

The stages of the experiment are the following: 

1. Modelling, assessment and prioritization. This stage is based on the Analytic Hier-
archy Process (AHP) methodology and the outcomes of it are the initial priorities 
for all the decision-makers. 

2. Discussion, argumentation and feedback. In this stage a debate is implemented to 
improve the quantity and quality of the information available.  

3. Final prioritization and conclusions. In this stage, a new assessment is made and 
the final priorities for the decision makers are obtained.  
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4.1   First Stage: Modelling 

In this case, the hierarchy was directly introduced to the students and its design was 
not part of the decision making process. The hierarchy is composed by the goal (G), 
four criteria and three alternatives, as can be seen in Figure 1. The goal consists of 
determining the best course of action concerning the implementation of the Gran 
Scala project. The alternatives are evaluated with respect to four criteria in terms of 
their contribution to the goal: Benefits (B), Costs (C), Opportunities (O) and Risks 
(R). The alternatives considered in the process are: Implementation of the project 
(A1), Support for the majority’s position (A2), and Rejection of the project (A3). The 
second alternative was introduced to provide an intermediate option and to serve as 
the recipient of potentially indifferent or undecided decision-makers. In theory, if the 
debate and discussion stage is carried out in a proper manner, part of those uncommit-
ted or indifferent decision-makers will adopt a clear position as a result of a better 
understanding of the problem. 

The factors that affect the decision are grouped in four main criteria (B, C, O, R). 
This general scheme was further detailed in order to facilitate a clear comprehension 
of the problem. We provided some economic, social and environmental ideas for 
benefits and costs (positive and negative short term effects), and opportunities and 
risks (positive and negative long term effects). The previous information was only 
used only to initiate the decision making process and accelerate the global compre-
hension of the situation under consideration. Students were completely free to make 
their own decisions and form their own opinions. 

G

B C O R

A1 A2 A3
 

Fig. 1. Hierarchy considered in the Gran Scala problem 

Once the hierarchy has been presented, it is possible to start the assessment process 
that will provide the priorities for the alternatives. This process was implemented 
using a web platform that allowed the full participation of the students. The data are 
then synthesized to obtain the priorities for the alternatives. This process is carried out 
by means of specific software that performs the calculations required by the AHP 
methodology.  

4.2   Second Stage: Discussion 

In this stage, a debate session was initiated after the end of the first round of voting. 
The implementation of the process was performed through a web interface in the form 
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of a discussion forum (Figures 2a,b,c,d). The students posted messages grouped in 
four categories associated to the criteria of the problem. Different threads of discus-
sion were created and, in general, several comments related to the initial messages of 
the threads were also posted. When a message is posted on the forum the author of a 
message posts it on the forum he/she is required to express his/her appreciation con-
cerning the importance of the message using a scale of 1 to 10 (1 is minimum, 10 is 
maximum importance). 

The discussion process was prolonged during ten days (24th February until 4th 
March 2008) in order to facilitate the sharing of viewpoints, information and feedback 
necessary to achieve an appropriate level of maturity in the participants’ judgments. 

 

   
(a)     (b) 

   
(c)     (d) 

Fig. 2. Web interface for the discussion and prioritization 

4.3   Comparative Analysis of the Expert and the Automatic Classification  

Table 2 shows the results of the manual (based on the expert) and the automatic 
(based on text mining techniques) approaches. The first column (#Expert) shows the 
number of messages that the expert has classified for the different Categories (A1 to 
A3) whereas the second column (#Automatic) indicates the number of messages 
classified by the text-meaning system for each category. Although the figures may 
look similar, it has to be remarked that the expert has identified 177 messages out of 
332 as A1; whereas the automatic procedure has assigned category A1 to 172 mes-
sages. However, only 128 comments are the same in both sets (column #Coincide). 
Thus the degree of coincidence of both approaches is 128/177 (taking the expert as 
the reference), that is, 72.31% (column % Coincidence). For each category, it is 
shown the total number and rate of coincidence between the expert and automatic 
classification.  
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Table 2. Comparative analysis of the expert’s and automatic classification 

Category # Expert # Automatic # Coincide % Coincidence 
A1 177 172 128 72.31 % 
A1_A2 31 48 9 29.03 % 
A2 93 73 33 35.48 % 
A2_A3 21 22 3 14.28 % 
A3 10 17 4 40.00 % 
Total 332 332   

 
Coincidence rate is significant for category A1 but rather low for the rest. A possi-

ble reason for this is that the positive tendency is much more marked and salient than 
the others within the group of participants. It is also possible that both the expert and 
the automatic procedure detect the positive expressions more accurately. What is clear 
is that the mixed categories (A1_A2 and A2_A3) are an artificial construct of the 
expert used to represent uncertainty areas, so that it may be reasonable to omit them 
from computation. This would force both the expert and the automatic procedure to 
choose between simple categories (A1, A2 or A3) or even pose a binomial classifica-
tion just considering tags A1 and A3. This can be done since A2 is a category that 
implies the acceptance of the majority and not vagueness between A1 and A3.  

Summing up, these results suggest that supporting expressions in favour of the im-
plantation of Gran Scala are more precise than the arguments against it. Besides, they 
also point at the necessity of revision of the rules of the automatic procedure as well 
as the intensity of the arguments against the implantation of the project, which the 
expert finds weaker.    

Taking into account this interpretation, it could be known which arguments pro-
voke more accurate and intense assertions, uncovering the concrete aspects that a 
participant considers as more relevant, aiming at the basis of an e-cognocracy system.  

5   Conclusions 

The paper presents a method for identifying the messages that supports decisions and 
that lead to the change of preferences of the decision makers which participate in a 
decision making process in the context of e-cognocracy, the democracy of the knowl-
edge society. This method does not depend of the application field and can be applied 
in any other multi-actor decision making context (e-democracy, e-participation,  
marketing…). 

By using these techniques, the outstanding ideas and opinions contained into the 
messages can be detected and related with the changes observed in the preferences, so 
the actors whose arguments provoke those changes (social leaders) can be identified. 

Finally, the arguments that support the different patterns of behaviour of the actors 
involved in the decision making process and the knowledge associated with the scien-
tific resolution of the problem would be shared through the network (democratisation 
of knowledge). This would allow the citizens to experience a real learning procedure 
in accordance with the evolution of living systems.  
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E-cognocracy allows the direct implication of citizens, and takes advantage of their 
insights, in the construction of a new and better world in a context of increasing com-
plexity. The social learning provided by e-cognocracy will help citizens to improve 
their quality of live and cohesion in a Global Knowledge Society.  
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Abstract. The “Electronic Government” movement is sweeping across almost 
all the world in the last decades. This movement represents a new paradigm for 
public services. As we know, depending on the advantages provided by inter-
net, the traditional public services can be improved in many aspects. According 
to the literatures, we found many studies were only focused on how to  
technically establish the web sites which allow citizens access government in-
formation more appropriately. However, few studies paid attention to explore 
the relationship management among the different stakeholders of e-government. 
Therefore, the objective of this paper intends to integrate the relationship man-
agement among the three groups of stakeholders, which include government  
itself, its citizens and employees. In this paper, we examine the literature re-
garding to the underlying rationale of a successful e-government. Also, a 
framework which supports the relationship management among citizens and 
government’s employees, and public services are developed and empirically 
tested.  

Keywords: Electronic government, customer relationship management, public 
delivery service. 

1   Introduction 

The pervasive spreading of the ICTs has created a tremendous opportunity for provid-
ing services over internet. In the last decades, researchers and practitioners from dif-
ferent fields investigate various issues of public administration for virtual processes. 
Much of current research on e-government focuses on improving efficiency and in-
creasing performance within public administration. But e-government is definitely 
more than just redesigning citizen services, and using state-of-the-art-IT. According 
to the recent survey of University of Manchester's Institute for Development Policy 
and Management (2009) found around 35% are total failures, 50% are partial failures, 
only 15% are successes. [15] Most of the failure results in the unmet of the design  
and reality gap. For example, citizens showed little demand for such information  
and did not have the presumed level of skills, which further inhibited their involve-
ment, and the heterogeneity of systems, processes and cultural background etc. Since, 
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e-government face serious challenges and most important is to offer two-way-
communication services for transactions between administrations and their partners 
(citizens, companies and other administrations). 

In a word, a successful implementation of e-government services requires develop-
ing both as regards their internal reorganization and their external relations with cus-
tomers in a coordinated way. To provide the benefits of such transaction services, a 
customer-centric solution is necessary. Yet, a comprehensive approach is still not 
found. [6,13] The purpose of this study was proposed a framework for customer-
centered online citizens’ public deliver service support. As a result of various web 
technologies, the functionality and utility of web technologies in public management 
can be broadly divided into two categories: “internal” and “external”: Internally, the 
website and other technologies hold promise potential as effective and efficient mana-
gerial tools that collect, store, organize, and manage an enormous volume of data and 
information. [1] Government also can transfer funds electronically to other governmen-
tal agencies or provide information to public employees through an intranet or internet 
system. Thus, government so can do many routine tasks more easily and quickly. On 
the other hand, externally, website technologies also facilitate governmental linkages 
with citizens and businesses. Information and data can easily be shared with and trans-
ferred to external stakeholders. In addition, some website technologies enable the gov-
ernment to promote public participation in policy-making processes by posting public 
notices and exchanging messages and ideas with the public. According to reviewing 
the e-government research [8,11,17], even with the use of advanced IT, e-government 
plan still left some key problems which can be discussed as follow. 

1.1   The Problem of Heterogeneous Systems 

The delivered services electronically assume that the public sector functions as an 
integrated environment. One of the major problems that governments will encounter 
is that their data are usually hard to reach, distributed in disparate and inaccessible 
systems across various departments. The problem becomes harder when it is related to 
cultural resistance for information dissemination. Adequate working environments 
must be established, where employees can access information easily, evaluate it and 
share their emerging knowledge with fellow colleagues. Therefore, government em-
ployees should be able to make the most of document management, workflow and 
intranet tools to assist them in this difficult task. 

1.2   The Lack of Citizens’ Viewpoint 

Web-based consumer services are generally perceived as being successful, but there 
has been little evaluation of how well the web meets its users’ primary information 
requirements [10]. In other word, the important point is what the citizens’ expect, 
want and need, and the way they perceive, accept and judge the services of the ad-
ministration. For example, “citizens are not directly connected into back offices”, “ 
back office partners are not directly connected into the front office”, “citizens are 
directly connected into the front office”, “the front office is directly integrated into the 
back offices”, “the back office is directly connected into back office partners”. [14] 
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Thus, the challenge of today’s e-government is to carefully integrate the technological 
advancements for citizens’ reactions. 

1.3   The Lack of Employees’ Viewpoint 

Before the internet emerged in the late 1980s, the government was already actively 
pursuing information technologies to improve operating efficiency and to enhance 
internal communication. [18,12,16] However, the focus of e-government in that era 
was primarily internal and managerial. The internet gradually has matured into user-
friendly platform for employees to communicate directly with citizens and to deliver 
massive quantities of information to the public. While the lack of internal customer’s 
perspective, it make hard to design, evolving employees expectations and integrate 
interdependent networks coordinated by governance. 

In regard to these problems, Coulthard (2004), and Dabholkar et al. (2005) have 
proposed e-government can be seen from four perspectives: citizens and customers, 
process (reorganization), (tele)cooperation, and knowledge. Besides, from the practi-
cal considerations, Hiller and Bélanger(2001) have proposed a five-stage of  
e-government, which reflect the degree of technical and interaction with users. In 
stage 1 is the most basic form of e-government and uses IT for disseminating infor-
mation, simply by posting information or data on the website for constituents to view. 
Stage 2 is two ways communication characterized as an interactive mode between 
government and constituents. In stage 3, the government allows online service and 
financial transactions by completely replacing public servants with “web based self-
services”. In stage 4, the government attempts to integrate various government ser-
vices vertically (inter-governmental integration) and horizontally (intra-governmental 
integration) for the enhancement of efficiency, user friendliness, and effectiveness. 
This stage is a highly challenging task for governments because it requires a tremen-
dous amount of time and resources to integrate online and back-office systems. Both 
vertical and horizontal integrations push information and data sharing among different 
functional units and levels of governments for better online public services. [4] Fi-
nally, in stage 5 involves the promotion of web-based political participation, in which 
government website include online voting, online public forums, and online opinion 
surveys for more direct and wider interaction with the public. While the previous four 
stages are related to web-based public services in the administrative arena, the fifth 
stage highlights web-based political activities by citizens. 

However, the above-mentioned, the framework just simply provides an exploratory 
conceptual tool that helps one understand the evolutionary nature of e-government. 
[9] On the contrary, a crucial problem, not yet completely addressed, is the challenge 
of developing an evolutionary architecture to integrate large heterogeneous systems 
and to meet the requirements of customer. Frequently, crafting such architecture in-
volves not only reengineering technological systems according to government’s 
needs, but also reengineering the administrative and business processes that provide 
services to customers. Recently, CRM has become a strategy asset for government, a 
critical resource of government’s adaptation and survival. In order to avoid the fail-
ures of CRM, Zachman (2005) proposed a framework of six perspectives (what-how-
where-who-when-why) to define what aspects of CRM need to be studied. In order to  
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communicate with the potential customers through WWW electively, a well-designed 
webpage is needed. [2] Yet, the factors that affect customer's perception about the 
acceptance of a web site are unclear. 

2   Research Design 

Based on the above discussion, the challenge for today’s e-government is the need to 
integrate the technological advancements for the citizens and employee’s benefit. In 
order to develop a measure framework for e-government, a systematic approach is 
used. Fig 1 show the triple-diamond website measure framework of an e-government, 
which consists of three functional orientations: IT strategy orientation, citizen orienta-
tion and administration orientation which offer transport basic and cooperative  
services with each other.  

 

Fig. 1. The Triple-Diamond website Measure Framework of e-government 

2.1   IT Strategy Orientation 

Basically, the central issue of an e-government is applying IT in information activi-
ties, in order to redefine and improve existing administration services. IT is used in a 
broad sense of information resource configurations referring to IT handling tech-
niques (storage, processing, transport, capturing and presentation) of data including 
text, sound and visual images and knowledge. It is an intermediate technology or 
communication gateway, enabling electronic interaction between actors. Therefore, 
the sector needs to understand the role of the new technology in information service 
delivery, aiming at developing inter-organization cooperative information systems 
supporting e- government actions. 
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2.2   Citizen Orientation 

E-government support and assistance should be available anytime to aid the potential 
visitor as a valuable citizen, reflecting the fact that a government respects citizens. 
However, referring to potential customer as citizen reflects the attitude that a govern-
ment must have when it interacts with citizens. It is meant to acknowledge that issues 
such as citizen s satisfaction, fulfillments of needs, quality of service etc. should be 
part of an e-government’s mentality and practice. 

2.3   Administration Orientation 

This study suggests that government administrations face serious challenges and re-
quirements both as regards their internal reorganization and their external relations 
with customers. A successful IT implementation of e-government services requires 
the internal and external components to be developed in a coordinated way. There-
fore, their tasks can be better structured, and employees can concentrate on improving 
the quality and performance of their process workflows. For this purpose, the em-
ployee-oriented design goes one step further by categorizing information and services 
on the web according to the needs of different departments or work groups. 

Therefore, e-government has to rethink their existing services and possibly create 
new ones. These services must be developed in a way accessible to all potentials cus-
tomers, easy to use and based on delivery channels assisted by advanced technologi-
cal means, requiring an evaluation of the service processes. When citizens perceive 
that the information meets their needs and requirements, they are willing to criticize 
the value of each product or service based on their purchase decision criteria. Thus, 
determining customers’ perception of information delivery quality on the website is a 
primary stage in assessing their potential behavior. Citizens’ attitudes toward accept-
ing the government’s website was constructed with the combined effect of three 
measurement scales: citizen, administration and IT. For this reason, an established 
scale was used, and a citizens-focus performance evaluation scale system for the gov-
ernment’s website was measured by using 22 positively worded items from the  
e-government performance evaluation scale (see Table 1). In order to develop an 
employees-focus performance evaluation scale for a government’s website. We firstly 
define 12 dimensions for a government information delivery service from a literature 
review and experts’ opinions. Further, the 51 items of the 12 defined dimensions are 
named “ease of use,” “ability,” “reliability,” “communication,” “safety,” “understand-
ing,” “form,” “classification & frame,” “approachability,” “information quality,” 
“useable” and “maintainable.” With growing interest in the evaluation of internet 
information resources, many sets of criteria have been proposed for the evaluation of 
websites (Marche & McNiven, 2003; Seilheimer, 2004). In order to develop the crite-
ria used for the evaluation of an e-government’s website. This study has adapted the 
related literatures and concluded the IT measurement, which identified five dimen-
sions (e.g. security, the constructional capacity of the network, data processing,  
performance, and database system) and 32 attributes (Table 2). 
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Table 1. The Criteria for Citizens Delivery Service Quality and Measure  

No Content 
1. I’m satisfied with the query system. 
2. The e-government website informs me of the status of business processing. 
3. I can find the information to meet my needs via the e-government website anytime. 
4. It can actively accomplish all the related applications to various offices under my  

authorization. 
5. All of the functions & service items can be operated normally. 
6. The web site is equipped with a confidential service. 
7. The web site is equipped with a plan for identification. 
8. There is no need to worry about personal information being used illegally by others. 
9. There is no need to worry about e-government not having received my register. 
10. The Q&A column of e-government web site answers common questions. 
11. Information offered by e-government website meets my needs. 
12. From the image introduction of e-government website it is easy to find information. 
13. Information provided by e-government is organized and classified. 
14. The e-government website provides me with the latest news of e-government. 
15. The image introduction of e-government website helps me to classify related businesses. 
16. Information on e-government web site is easily understood. 
17. The e-government website plans teaching activities to help me access to the service of e-

government website. 
18. The e-government website provides me with a channel to express myself. 
19. Through letters, ads, and activities etc., e-government informs me of the network service. 
20. I know that I have an equal opportunity to access the service provided by e-government 

website. 
21. There are staffs to respond to my opinions and questions on the website. 
22. There is no difficulty for me to find the connection to e-government website. 

Citizen-focus performance evaluation scale system for e-government’s website 
(Cronbach α=0.9064). 

 
Next, for the external customer, this study organized a panel of coders composed 

of 112 citizens to conduct structured content evaluation of the website of Hsin-Chu 
Motor Vehicles Driver Office (HMVD) in Taiwan, to define the concepts perceived 
from citizens’ perspectives. Subjects were given a 60 min training session to familiar 
themselves with the websites of HMVD. Scales were developed for measuring each 
of the attributes in the Tables 1 and 3. For each scale, citizens were asked to express 
the degree to which they agree with the state on a 1-4 scale with “1” representing 
disagree completely and “4” agree completely. Ninety-eight subjects handed in  
their responses and all of them were valid. Second, for the internal employees, we 
conducted 75 structured interviews with administrative employees of HMVD. A em-
ployees’ perception of information quality is presumed to affect their intention and 
acceptance to use web information positively. In this part, attitude measures were 
developed by asking respondents to rate each attribute on a 4-point semantic differen-
tial scale by ascending from “not at all agree” to “very agree.” Finally, IT quality  
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was represented by the five constructs: Security, Network capacity, Data Processing, 
Operating performance and Database system. In order to discriminate the different 
levels of each construct, they were marked with “yes,” “no” or “N/A (Not Available).” 

Table 2. The Measurement of Website Delivery Service Quality Dimension Attribute Index 
Result 

Dimension Attribute Index Result 
1 Fire wall Y/N N/A 
2 Backup and Load equation Y/N N/A 
3 Routine test and Monitor Y/N N/A 

Operating manual N/A 4 Standard Operation Procedure 
Obey communication protocol N/A 
User access log analysis YES 
User route log analysis N/A 

5 System monitor software 

User flow analysis N/A 
Selectivity N/A 
Fire wall function N/A 
Privacy announce NO 
Accessible NO 

6 Privacy 

Encryption N/A 
Public key recognize system NO 
Independent supervise faculty NO 

7 Authority 

Copyright announce YES 
Relief regulation NO 
Data–guard supervisor system NO 

8 Completeness 

Version declare YES 
Digital Signature NO 

Security 

9 Undeniable 
Id/No. Check YES 

1 Performance analysis Low bandwidth Support  YES Network 
capacity 2 Quality service Proxy server provide NO 

Renew update YES 1 Reliable 
Full linkage execute NO 
Provide pure-text page YES 2 Rapid  
Download file within 15 seconds  YES 
Show the message of wrong linkage NO 3 Managerial efficiency 
Backup function N/A 
Make a recovery plan N/A 4 Free from suffering 
24x7service NO 
Keyword search NO 5 Search 
Advanced search NO 
Classify function NO 
Download function YES 

6 Publish 

Print function YES 
Basic data support YES 
Site map NO 

7 Related data linkage 

News YES 
Subject matter NO 
Outline all function NO 

Data  
Processing 

8 Index 

Provide the interpretation NO 
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Table 2. (continued) 

Dimension Attribute Index Result 
Reasonable average response time 22 Sec. 
Fit in with 3 clicks NO 

1 Speed 

E-mail respond within 2 days N/A 
Webpage name accord with content YES 
Same format YES 

2 Consistence 

Right information YES 
Multi-formats download files NO 
Linkage to homepage YES 

3 Elasticity 

Support NETSCAPE browser YES 
Phone Service YES 4 Malfunction service 
Linkage to webmaster NO 
Audio clip NO 
Video clip NO 
E-mail Service YES 
Chat NO 
FAQ NO 
E-newspaper support YES 

5 Communication  

Community or not NO 
Site map NO 
Website guild NO 
URL accord with content YES 
No complex URL YES 
Use the ranking record NO 

6 Effortless 

Content search function NO 

Operating 
performance 

7 Linkage portal Y/N YES 
Click No. vs. Access No. NO 1 Usability 
Several file format for download NO  
FTP function support NO 2 Expandable 
Whether customize or not NO 

3 Multilanguage support Y/N NO 
4 English support Y/N YES 
5 Easy backup Y/N N/A 

Database 
System 

6 Update function Y/N YES 

3   Data Analysis 

Of the 112 external citizens, as shown in Table 5, citizens’ intention to use an e-
government website was directly and positively affected by their perceptions of 
“Communication”, “Understanding” received a lower average score, followed by the 
attributes, “Response”, “Friendliness”, “Safety”. Second, for the internal customers, 
of the 75 respondents, 32% had technical jobs, and 68% were in administrative posi-
tions. The results are shown in Table 6. In the light of the IT quality, we study the 
features that are available at HMVD website. Regarding this criterion, the results are 
shown in Table 4. 
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The coefficient alpha estimation of customer-focus performance evaluation scale 
system was 0.9014. These 22 items were divided into 3 dimensions, which were re-
spectively named “systemic ability,” “website design” and “promotion.” In order to 
verify the employee-focus performance evaluation scale for the website, we invited 
experts to examine the content validity, and conducted a field study in HMVD web-
site. Based on the results of factor analysis, we found that three dimensions, which are 
respectively named “usability,” “responsiveness,” and “reliability,” can represent the 
proposed scale (see Table 7). A Cronbach α analysis revealed that each dimension and 
the scale have high reliability, ranging from 0.7567 to 0.8832 (see Table 8). The Cu-
mulative Variance explained was 0.68717. Finally, there are 14 employee-focus per-
formance evaluation scales were developed to assess the website. The individual 
questionnaire items used to construct the scales in the analysis are shown in Table 3. 

Table 3.  The Criteria for Employees Delivery Service Quality and Measure at HMVD Website 

No Content 
1. This website improves my working quality. 
2. This website saves me working time. 
3. I feel that this website can improve my working efficiency. 
4. The information provided by the web site meets my working needs. 
5. Through the website, I can respond to the questions and opinions from citizens. 
6. Through the web site, I can transfer and organize information from various organizations

and citizens. 
7. The e-government handles my problems correctly. 
8. I can contact the Webmaster easily to inform duly the website problems. 
9. Fast response from the customer service to my query. 
10. During the use of website, I have clear ideas of the steps and expectations of coming re-

sults. 
11. The titles and contents are consistent and they are connected efficiently. 
12. I won’t see the wrong content and information. 
13. All of the characters and illustrations can be presented normally during my access to the

web site. 
14. I trust the content provided by the website. 

Employee focus performance evaluation scale system for e-government’s website 
(Cronbach α=0.9251). 

 
As shown in Table 9, the results of analyzing the existing website of HMVD web-

site are divided into three parts. The most common disagreements observed on the 
website are lack of navigation support, design inconsistency, overly long reaction 
times, lacking a foreign language version, orphan pages, security issues, and lack of 
biographies. Many of the above mistakes are interrelated and symbolize the failures of 
coordination between the different phases of the website development. Most impor-
tantly, all of them could cause serious integrated problems on the usability and  
endanger the effort of this. Hence, to ameliorate these problems, a formal strategic 
planning needs to be implemented and suitable IT measures need to be adopted.  
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Table 7. The results of the exploratory factor analysis (Internal employees) 

Dimension Items Communality Factor Loadings Cumulative Variance explained 
23 0.672 0.743 
34 0.644 0.705 
11 0.640 0.617 
14 0.768 0.878 
28 0.703 0.804 

Usability 

37 0.613 0.767 

26.694% 

26 0.603 0.742 
24 0.688 0.735 
47 0.683 0.705 
25 0.793 0.856 

Responsiveness

27 0.724 0.782 

52.220% 

48 0.684 0.788 
15 0.724 0.804 

Reliability 

43 0.663 0.707 

68.717% 

Table 8. The results of reliability test (Internal employees)  

Dimension Reliability Coefficients (Alphas) Total-Scale Reliability 
Usability 0.8832 
Responsiveness 0.8686 
Reliability 0.7567 

0.8959 

Table 9. The results of analysis of the website of HMVD website  

Citizen orientation Administration orientation IT orientation (selected No) 
- Channel (75%) 
- Reaction (73.5%) 
- Connective (68.7%) 
- Trustworthy (68.4%) 
- Perceived ease of use(61.7%) 
- Ability (59.4%) 
- Safety (59.4%) 
- Search (53.1%) 
- Equitable (53.1%) 
- Friendly (44.1%) 
- Information quality (43.8%) 

- Perceived ease of use (75%) 
- Trustworthy (65.6%) 
- Ability (59.4%) 
- Classification (59.4%) 
- Approachability (59.4%) 
- Information quality (59.4%) 
- Format (50%) 
- Maintainable (50%) 
- Communicable (43.8%) 
- Usefulness (40.6%) 
- Perceived ease of use (31.3%)
- Safety (28.1%) 

- Security (privacy, 
authorization) 

- The constructional capacity of 
network (proxy server offer) 

- Data processing (linkage, 
24x7 service, search engine, 
Web map, index) 

- Performance (format, 
communicable, perceived ease 
of use) 

- Database system (usefulness, 
expandable function, 
customized, multi-lingual) 

 

4   Discussion 

In order to identify the success of the e-government action, a triple-diamond measure-
ment framework was proposed as in Fig 2 and described as below. External Customer: 
IT holds great potential to improve the interface between e-government and customers. 
The information may comprise simple “where-to-go,” detailed information regarding 
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The Information technology criteria for the evaluation of government's web site

CITIZEN

(External customer)

E-GOVERNMENT

(Website)

Internal customer criteria for the evaluation of 
government's web site

External customer criteria for the evaluation of 
government's web site

OFFICIAL

(Internal customer)

‧ Security  ‧ Network capacity  ‧ Data Processing  ‧ Operating performance  ‧ Database System

‧ Friendliness
‧ Response
‧ Ability
‧ Reliability
‧ Communication
‧ Safety

‧ Understanding

‧ Search

‧ Channel

‧ Information Quality

‧ Equitable

‧ Ease of use
‧ Ability
‧ Reliability
‧ Communication
‧ Safety
‧ Understanding

‧ Form
‧ Classification & Frame
‧ Approachability
‧ Information Quality
‧ Useable
‧ Maintainable

delivery service, support for customers searching processes or even general everyday 
information. For example, customers who are not familiar with the logic of administra-
tive thinking will need active help in finding the information. Therefore, by way of 
external customer criteria for the evaluation of website, the goal is to move constituents 
to this new channel while continuing to provide excellent service through the internet. 
Internal Customer: In e-government domain, for information sharing over the network, 
the internal customer criteria for the evaluation of an e-government’s website will play 
a crucial role for realizing the expected revolution. Similar to the customers, the em-
ployees do not only search and access information, but also communicate and operate 
to fulfill the administrative processes with others through the website. The websites 
also support employees’ demands when accomplishing their tasks. IT Strategy: For the 
purpose of co-operation, autonomous machine agents should be available. This will 
support employees’ demands when accomplishing their tasks. In addition, these IT 
elements need to be tightly integrated and need effective analysis by the information 
technology criteria for the evaluation of websites. The successful elements are highly 
dependent on the effectiveness of the other elements. 

 
 
 

Fig. 2. E-government Measurement Framework 

These elements must be integrated in a seamless fashion. While each of these IT 
elements has obvious advantages, it is the relationship among these elements that 
provides e-government with the potential to effectively interact with its customers. 
When an e-government’s information strategically links together with these key ele-
ments, it produces an atmosphere of customer interaction where the product is greater. 
As mentioned above, e- government is a new management concept that relies heavily 
on technology and process automation to create its environment. However, to create 
such an environment will entail change. Berry (1995) referred to technology’s role in 
customer delivery service as ‘high touch through high tech’. Information technology 
can be used in both manual and automated customer interactions. Figure 4 shows the 
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e- government website function model, which consists of two components offering 
transport, basic and co-operative services. 

4.1   Automated Interaction 

The key to the automated service encounter is to pass the control of interaction proc-
ess to the customer (see part I of Fig 3). Technical infrastructure is a key considera-
tion when an e-government website designs its automated interaction strategy. This 
will consist of a telecommunication network and terminal equipment and can be in-
ternal or external to the government. 

Customer Use Interface (CUI): IT holds great potential to improve the interface be-
tween government and customers. The information may comprise simple ‘where-to-
go’, detailed information regarding delivery service, support for customers searching 
processes or even general everyday information. Therefore, the Web-Interface pres-
ence is well suited to new efficiencies afforded by e- government, and the goal is to 
move constituents to this new channel while continuing to provide excellent service 
through the internet. 

Intelligent Agents (IAs): IAs are the customer interface architectural sub layer, as are 
sets of customer-facing function logic that assist customers in conducting complex, 
multistage transactions or sets of transactions. Generally, these transactions represent 
events that have known, typical lifecycles; IAs assists the customer through the life 
cycle, over application boundaries, and over time (stop and start) and channels. IAs is 
the electronic equivalents of knowledgeable service clerks. 

Integration Middleware and Intermediation Hub (IM/IH): A key function of this part 
is the ability to match customers to their records to ensure a unified customer history. 
E-government must develop metadata definitions for customer name and address data 
elements that are used consistently across databases. Ideally, updates such as change 
of address should be dealt with one time, with revisions made available to all systems 
that rely on this data. Besides, information delivery services provide functionality to 
multiple agencies or applications’ shared services. 

Customer Information System (CIS): IT’s impact on customer services has been stud-
ied based on the MIS and marketing disciplines. With respect to IT, there have been 
those who have focused on how data integration and customer support activities can be 
a foundation for improving an e-government’s ability to serve customers effectively. 
Within the content of this part, CIS is defined as the acquisition, storage, and distribu-
tion of customer information. In addition, the desired end result is to increase profit-
ability and customer satisfaction by getting the right campaign information, order  
information, and interaction information to targeted customers. In e-government, the 
goal is about getting the right information to the customer, while the analytical focus is 
on improved delivery service and more efficient internal operations. 

4.2   IT-Assisted Interaction 

IT-assisted interaction is predominantly a manual process that uses IT to enhance the 
relationship between the service provider and the customer (see part II of Fig 3). This 
will consist of a customer interaction center and employee use interfaces, which can 
be mentioned as follows: 
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Customer Interaction Center (CIC): Providing customer service over the web is a 
given, but as expectations expand, customers’ demand for self-service options will 
cross over to non-Internet channels. Therefore, the complexities of anticipating and 
responding to customers increase and robust customer interaction centers become 
even more essential. The CIC should concentrate on providing a framework for sup-
porting applications that solve administration issues, rather than satisfying the urge to 
deploy point solutions. 

Employee Use Interface (EUI): In an e-government domain, for information sharing 
over the network, the EUI plays a crucial role in realizing the expected revolution. 
Similar with the CUI (Customer Use Interface), through the website, employees not 
only search and access information, but they also communicate and operate to fulfill 
the administrative process with others. For the purpose of co-operation, autonomous 
machine agents should be available that will support officials on demand when ac-
complishing their tasks.  

The previous discussion highlights the fact that these IT elements need to be tightly 
integrated. The success of either element is highly dependent on the effectiveness of 
the other element. It is our contention that for e-government to maximize its ability to 
interact with its customers, these elements must be integrated in a seamless fashion. 
While each of these IT elements has obvious advantages, it is the relationship among 
these elements that provides e-government with the potential to effectively interact 
with its customers. When e-government strategically links together each of these key 
elements, it produces an atmosphere of customer interaction where the product is 
greater that the sum of its parts. 

 
Fig. 3. E-government System Function Model 
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5   Conclusion 

This paper examines the emerging issue of e-government in a web-based system func-
tion framework. By investigating local HMVD in Taiwan, the survey results show 
that customers’ requirements are significant factors in the implementation and devel-
opment of e-government. According to the results of this study, the data also raises a 
number of issues relevant to e-government policymakers and practitioners. This study 
also proposes an evaluation framework for an online customer information delivery 
service support. In this evaluation framework, there are obvious interrelationships that 
are necessary for government to realize the benefits of becoming an e-government. 
We suggest that future research should assess the extent to which this model is vali-
dated by e-government reality, in particular the way in which the model develops 
from initial rhetorical intentions through strategic planning, systems development, 
integration to final transformation. Such innovations may well change e-government 
as we know them today. In addition, the result can be used by decision-makers as a 
guidance and direction for architecture development, to reduce the complexity of the 
progression of e-government initiatives, to communicate changes to the rest of the 
organization and to provide milestones to evaluate and control cost of architecture 
development.  
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Abstract. Numerous software development projects either do not live up to ex-
pectations or they fail outright.  The scope, environment and implementation of 
software projects are changing due to globalisation, advances in computing 
technologies as well as the deployment of software projects in distributed,  
collaborative and virtual environments.  As a result, traditional project man-
agement methods fail to address the added complexities found in this ever-
changing environment. The authors proposed the software project management 
model, entitled SPMSA (Software Project Management Supported by Software 
Agents) that aims to enhance software project management by taking the unique 
nature and changing environment of software projects into account. The 
SPMSA model supports the entire spectrum of software project management 
functionality, supporting and enhancing each key function with a team of soft-
ware agents.  In this paper the authors adapt the SPMSA model to incorporate 
PMBOK2004 guidelines. The SPMSA model makes a fresh contribution to  
enhance software project management by utilising software agent technology.   

Keywords: Software projects; software project management; software agent 
technology. 

1   Introduction 

With the advent of global enterprises and virtual organisations, the environment  
impacting on traditional software project management (SPM) has changed. The tradi-
tional single project, which was commonly executed at a single location, has evolved 
into distributed, collaborative projects deployed in distributed and collaborative  
environments.   

Research furthermore implies that traditional project management methods are un-
able to address the added complexities found in a distributed environment.  Conse-
quently, tools are required for the effective sharing of information among project 
contributors, as well as for efficient task scheduling, tracking and monitoring.  High 
levels of collaboration, task interdependence and distribution have become essential 
across time, space and technology [1]. There is a clamant need for managing software 
projects in such a way that this complex distributed environment is addressed and 
supported optimally. 
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Literature reveals that ongoing research aims to address the shortcomings and im-
pact of managing Information technology projects [2], [3].  Practitioners have at-
tempted to apply several software engineering principles to SPM processes [4]. They 
have explored standard structured analysis and design methods and incorporated ob-
ject-oriented approaches to overcome the aforementioned shortcomings [5].  Different 
standard project management approaches exist, which are applicable to different areas 
of software project management, such as PRINCE 2 [5].   

The authors proposed the SPMSA model – entitled Software Project Management 
Supported by Software Agents – to enhance SPM processes by incorporating a soft-
ware agent technology framework – See [6]. The purpose of this paper is to adapt the 
SPM model to align with the PMBOK Guide Third edition. The first part of this paper 
highlights the unique features and changing nature of the SPM environment. In the 
second part an overview of software agents is given.  The third part is devoted to a 
discussion of the adaptation of the SPMSA model and the agent framework support-
ing it. The paper culminates in a discussion of the verification of the adapted SPMSA 
model against the ISO standard 10006:2003. 

2   Software Project Management Environment 

SPM is defined as the process of planning, organising, staffing, monitoring, control-
ling, and leading a software project [7].  Figure 1 illustrates the key elements in SPM 
identified by The Project Management Body of Knowledge (PMBOK) [8].   
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Fig. 1. Software Project Management framework (adapted from Schwalbe [9]) 

The Software project management knowledge areas include the key competencies,  
categorised as core and facilitating functions. The core functions, namely scope-, 
time-, cost- and quality management lead to specific project objectives and are sup-
ported by the facilitating functions.  The facilitating functions represent the means 
through which different objectives are to be met and include human resource  
management, communication-, risk-, and procurement management.   

Software project management (SPM) differs from general project management  
as certain inherent characteristics are unique to software development. These  
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characteristics are invisibility, complexity, conformity and flexibility [10]. SPM 
practices has changed due to factors such as globalisation and advances in comput-
ing technology [11].  Nowadays projects are deployed in distributed and collabora-
tive environments. SPM is also characterised by its unique and dynamically 
changing nature.   

Since the operational environment of SPM has changed, new methods are needed 
to enhance and support standard SPM practices.   

3   An Overview of Software Agent Technology 

A software agent is a computer program that is capable of autonomous (or at least 
semi-autonomous) actions in pursuit of a specific goal [12]. The autonomy character-
istic of a software agent distinguishes it from general software programs. Autonomy 
in agents implies that the software agent has the ability to perform its tasks without 
direct control, or at least with minimum supervision, in which case it will be a semi-
autonomous software agent. Software agents can be grouped, according to specific 
characteristics, into different software agent classes [13]. Literature does not agree on 
the different types or classes of software agents. As software agents are commonly 
classified according to a set of characteristics, different classes of software agents 
often overlap. For the purpose of this research, we distinguish between two simple 
classes, namely stationary agents and mobile agents.  A stationary agent can be seen 
as a piece of autonomous (or semi-autonomous) software that permanently resides on 
a particular host. An example of such an agent is one that performs tasks on its host 
machine such as accepting mobile agents, performing specific computing tasks, and 
so forth.  A well known example of a stationary agent is Clippie, the Microsoft Office 
Assistant. A mobile agent is a software agent that has the ability to transport itself 
from one host to another in a network. The ability to travel allows a mobile agent to 
move to a host that contains an object with which the agent wants to interact. An 
example of a mobile agent is provided by a flight booking system where a logged 
request is transferred to a mobile agent that traverses the web seeking suitable flight 
information quotations as well as itineraries.   

The computational mechanisms of agent systems are extremely suitable to address 
the ever-changing organizational structures of the SPM environment, as will be fur-
ther highlighted in Table 2 (paragraph 4). 

4   The SPMSA Model 

The authors compiled a comprehensive model of SPM functionality to be supported 
by software agent technology. The SPMSA model enhances and supports all core and 
facilitating functions of SPM by utilizing an agent framework to enhance the SPM 
processes.  This model thus addresses the entire spectrum of SPM [14].  This model 
(version 1) is based on PMBOK2000 guidelines [8] and is adapted to comply with 
PMBOK2004 guidelines in this article (version 2). The reader is referred to [6] for a 
detailed discussion on the first version of the SPMSA model. 
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4.1   Conceptual View of the SPMSA Model 

Having delineated all SPM processes, the authors defined the SPM core and facilitating 
functions, and adapted these according to PMBOK2004 guidelines as depicted in table 1. 

Table 1. SPM Core and Facilitating functions 

Intergration 
management 

Develop 
charter 

Develop scope 
statement &  
management plan 

Manage 
project 
execution  

Monitor and 
control 

Integrated 
change  
control  

Close 
project 

Scope  
management 

Scope 
planning 

Scope definition  Creating 
WBS 

Scope  
verification 

Scope control  

Time  
management 

Activity 
definition 

Activity  
sequencing 

Activity 
resource 
estimation 

Activity 
duration 
estimation 

Schedule 
development  

Sche- 
dule 
control 

Cost  
management 

  Cost  
estimating 

Cost  
budgeting  

Cost control  

Quality 
management 

 Planning Assurance Control   

HR  
management 

HR 
Planning 

Acquiring the 
team 

Developing  
project team 

Managing the 
team 

  

Communica-
tion  
management  

Planning  Information 
Distribution 

Performance 
Reporting 

Managing 
stakeholders 

 

Risk  
Manage-
ment 

Risk 
manage-
ment 
planning 

Risk  
Identification 

Risk  
Analysis 

Risk  
Response 
planning 

Risk monitor 
and control 

 

Procure-
ment  
management 

Procure-
ment 
purchases 

Planning  
contracting 

Request 
seller  
response 

Select sellers Administer 
contract 

Closing 
contract 

 
When examining Table 1 closely, overlapping phases can be identified, as exe-

cuted in each of these functions.  An abstraction of these functions may be mapped to 
a generic model of software development, containing the overlapping phases depicted 
in figure 1, for each function (or process) of SPM.  These constitute the second ver-
sion of the SPMSA model which reflects one added core key function, namely Inte-
gration management.  Furthermore various phases have changed in this second ver-
sion. The discussions in the remainder of this paper focus on the adapted second ver-
sion of the SPMSA model. 

Figure 2 aims to explain the concept of this process of support as it consists of the 
phases of software development for each SPM key function.   

The primary goal of the SPMSA model is to support the teams and individual 
team members in the SPM environment while they are executing their tasks and, in 
so doing, to enhance the complete SPM environment.  This support is enabled by an 
agent framework as depicted in figure 5. Teams and individual team members will 
be supported during each process of SPM, utilizing an agent framework to simplify 
the environment, enhance communication and implement dynamic changes in the 
system. 
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Fig. 2. Phases of Software Development  

STAKEHOLDERS

User interface

Time schedule 
development

REPOSITORY 

Activity 

Activity duration 
estimation 

User interface

Cost 

Cost budgeting 

STAKEHOLDERS

Quality control 

User interface 

Quality 
assurance 

Scope planning 

User interface 

Scope control

User interface 

Quality planning

User interface 

Scope 
definition 

Create WBS 

Scope 
verification 

Activity resource 
estimation 

User interface 

Develop charter 

User interface 

Develop scope & 
management plan 

Manage project 
execution 

Monitor and 
control 

Change control 

Close project 

Schedule 
control

User interface

Activity definition  

User interface

Cost control 

 
Fig. 3. SPMSA model for core functions  
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Fig. 4. SPMSA model for facilitating functions 

The phases for each of the SPM key functions, as illustrated in table 1, were inves-
tigated in detail to compile the comprehensive SPMSA model.  The SPMSA model 
comprises all processes of SPM as supported by an agent framework, which are illus-
trated in figures 3 and 4. Due to space limitation the core and facilitating functions are 
presented separately. 

4.2    Agent Support Framework for the SPMSA Model 

Each of the key processes discussed in Table 1 could successfully be addressed  
by following a black box approach that is based on software agent technology. Ac-
cording to this approach, we use multiple (simple) agents, each with a particular  
objective, rather than fewer (complex) agents which each has a long list of tasks to 
accomplish - see Figure 5. 
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Fig. 5. Software Agent framework to support each SPM key function 

Agents are not commonly used in SPM applications and are typically constrained 
to one or two of the core or facilitating functions such as planning or scheduling.  It 
has not been applied to all core and facilitating functions of SPM.  Supporting and 
enhancing the whole spectrum of SPM processes by a software multi-agent system 
could provide software project managers with significant advantages over using  
contemporary methods [15].  The potential advantages that will result from this ap-
proach become clear through the increasing number of deployed agent applications in 
other application areas [16]. 

4.3   Prototype and Technology Platform 

A prototype (JPMPS) of a section of the SPMSA model (risk-monitoring processes) 
was implemented as ‘proof of concept’ and was tested in a real-life project i.e. the 
Corridor Sensor Web Application (CSWA) [10].  As Java contains most of the re-
quired technologies to implement software and mobile agents such as multithreading, 
remote method invocation, portable architecture, security features, broadcast support 
and database connectivity, it was viable to implement the risk management function 
area of the proposed model in Java [14]. 

JADE can be considered as agent middleware that implements an agent platform 
and sustains a development framework.  JADE facilitates mobile agent application 
development, providing key features for distributed network programming.  Using the 
JPMPS prototype enabled the project leader to monitor risk probability and conse-
quence, as well as the status of tasks and deliverables of the project.  It was therefore 
concluded that the JPMPS succeeded in supporting and enhancing the SPM processes 
during risk management. 

A summary of the advantages of how the SPMSA model addresses the limita-
tions of current SPM approaches through software agents is given in table 2 on  
page 459. 
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Table 2. Limitations of SPM addressed by agent technology 

Limitations of SPM approaches
and  tools 

Agent enhancement 

Environmental factors 
Stakeholders in virtual teams may have 
different goals [1] 

Virtual teams, supported by automated agents 
work toward a similar goal. 

Support homogeneous environments Agents support heterogeneous environments [13] 
Executes synchronously and must be 
connected to be execute [13] 

Agent system executes asynchronously and 
autonomously. 

Human interaction/automated control 
Documents distributed: humans [17] Automated workflow management  
Team member interaction dependent 
on human action [18] 

Automates team member interaction by regular 
prompting improving productivity  

Execution without specific process 
coordination measures [17] 

Automates process coordination: will improve 
programmer productivity and minimise errors  

Tasks 
Complexity of tasks and environment 
-indusive to failure 

Complexity of tasks is minimised by automated 
support, i.e. automated calculations 

Difficult to maintain consistently [17] Maintenance and change control is automated 
No progress management support  Management of progress status automated [3]  
Risks commonly identified at the start 
of  project, only 50% followed-up [17]

Agents monitoring risk will automate the  
continuous monitoring of risks. 

Passive reporting of SPM [1] Continuous dynamic reporting 
Data and tasks will be sent over a 
network to execute at the user.  

Tasks embedded into agent behaviour - lessens 
communication overheads and network load  

Quality measures selected by team [18] Continuous automated input quality control.  
Intelligent support 

SPM tools - no intelligent support [18] Agents with intelligence may provide knowledge 
base support  

Current SPM tools are static and do not 
support dynamic simulation [14] 

Agent systems support dynamic simulation 
concerning planning, i.e. resource allocation. 

All interaction by stakeholders [11] Personal assistant agent support [16] 

5   Verification of the SPMSA Model 

The SPM phases of the SPMSA model were compared with the processes in the ISO 
10006:2003 standard (targeting projects specifically) to determine the relevance of the 
SPMSA model regarding SPM processes.  This comparison was done in detail for the 
first version of the model and may be accessed in Nienaber & Smith [6].   

The ISO 10006:2003 standard consists of a full and extensive list of clauses.  The 
ISO 10006:2003 standard consists of 8 main clauses, 27 sub-clauses and 61 sub-sub 
clauses. The key areas in the second version of the SPMSA model are all reflected in 
the standard. The additional process namely integration management, contains 6 
processes, which are all reflected in the ISO 10006:2003 clauses, namely clauses 
7.2.2, 7.2.3, 7.2.4, 7.2.5, 7.3.3 and 7.6.4 . The first version of the SPMSA model  
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contained ten processes not reflected in the ISO model, whereas the second version of 
the SPMSA model contains only 6 processes not reflected in the ISO model.  Fur-
thermore the majority of processes in the second version of the model correlate with 
processes in ISO 10006:2003. 

The above comparisons clearly indicate that the SPMSA model conforms to the 
ISO 10006:2003 standard and, as such, can justifiably be applied to the SPM area.    

6   Conclusion 

It is clear from this research study that traditional methods and techniques of SPM do 
not meet the requirements posed by this dynamically changing platform. Software 
agent technology is ideally suited to meeting these new challenges.  

In this paper we proposed an approach to using software agent technology to ad-
dress these challenges. The SPMSA model was compiled to enhance standard SPM 
practices and also to address challenges encountered due to the unique and changing 
environment of SPM.  The SPMSA model is specifically tailored to address each of 
the unique features, namely complexity, flexibility, conformity and invisibility, through 
the agent framework.     

We believe that our solution is innovative and contribute to the cross-disciplinary 
field of IT research, disseminating new scientific ideas relevant to international re-
search agendas.  By research collaboration in today’s hyper-complex world agent 
technology can be utilized in various scientific, industrial and business applications. 
This research is aimed at Information technology practitioners and software develop-
ers, but will also be beneficial to researchers engaging in dialogue towards a better 
world.  Information system projects supporting crucial business activities may world-
wide be supported by agent technology to attain a competitive advantage for that 
organization.  

References 

1. Chen, F., Nunamaker, J.F., Romano, N.C.J., Briggs, R.O.: A Collaborative Project Man-
agement Architecture. In: 36th Hawaii International Conference on System Sciences. 
IEEE, Hawaii (2003) 

2. Arigliano, F., Ceravolo, P., Fugazza, S., Storelli, D.: Business Metrics Discovery by Busi-
ness Rules. In: Lytras, M.D., Carroll, J.M., Damiani, E., Tennyson, R.D. (eds.) WSKS 
2008. LNCS (LNAI), vol. 5288, pp. 395–402. Springer, Heidelberg (2008) 

3. The Standish Group International. Latest Standish Group Chaos Report. Chaos Chronicles. 
Massachusets, http://www.standishgroup.com 

4. Lethbridge, T.C., Laganiere, R.: Object-oriented Software Engineering: Practical Software 
development using UML and Java. McGraw-Hill, London (2001) 

5. Hughes, B., Cotterell, M.: Software Project Management, 4th edn. McGraw-Hill, London 
(2006) 

6. Nienaber, R.C., Smith, E.: Enhancing and supporting SPM: the SPMSA model. In: Inter-
national Conference on Business Information Management. Paris (2009) 

7. IEEE Standards Board. IEEE Standard for SPM Plans. IEEE, Los Alamitos (1987) 



 Adapting the SPMSA (Software Project Management Supported by Software Agents) 461 

 

8. Project Management Institute (PMI). The Guide to the Project Management Body of 
Knowledge (PMBOK), 3rd edn., http://www.pmi.org 

9. Schwalbe, K.: Information Technology Project Management. Thomson, Canada (2006) 
10. Nienaber, R.C., Smith, E., Barnard, A., Van Zyl, T.: Software Agent Technology support-

ing Risk Management in SPM. In: IADIS International Conference on Applied Computing 
(IADIS 2008), Algarve, Portugal (2008) 

11. Romano, N.C., Chen, F., Nunamaker, J.F.: Collaborative Project Management Software. 
In: 35th Hawaii International Conference on System Sciences. IEEE, Hawaii (2002) 

12. Krupansky, J.W.: What is a software agent? http://agtivity.com/agdef.htm 
13. Wooldridge, M.: Multi Agent Systems. John Wiley, England (2002) 
14. Nienaber, R.C., Barnard, A.: A Generic Agent Technology Framework to Support the 

Various Software Project Management Processes. In: International Conference on Issues in 
Informing Science and Information Technology (INSITE), Slovenia (2007) 

15. Jennings, N.R.: An Agent-Based approach for building Complex Software Systems. 
Communications of the ACM 44, 35–39 (2001) 

16. Gawinecki, M., Kruszyk, M., Paprzycki, M., Ganzha, M.: Pitfalls of agent system devel-
opment on the basis of a Travel Support System. In: Abramowicz, W. (ed.) BIS 2007. 
LNCS, vol. 4439, pp. 488–499. Springer, Heidelberg (2007) 

17. O’Connor, R., Jenkins, J.: Using Agents for Distributed Software Project Management. In: 
8th International Workshop on Enabling Technologies: Infrastructures for Collaborative 
Enterprises, pp. 54–60. IEEE, Stanford (1999) 

18. Verner, J.M., Cerpa, N.: Australian Software Development: What Software Project Man-
agement Practices Lead to Success. In: 2005 Australian Software Engineering Conference 
(ASWEG). IEEE, Los Alamitos (2005) 



M.D. Lytras et al. (Eds.): WSKS 2009, LNAI 5736, pp. 462–471, 2009. 
© Springer-Verlag Berlin Heidelberg 2009 

Transformational Government in Europe: A Survey of 
National Policies 

Konstantinos Parisopoulos, Efthimios Tambouris, and Konstantinos Tarabanis 

University of Macedonia, 156 Egnatia street, 
54006 Thessaloniki, Greece 

{konparis,tambouris,kat}@uom.gr 

Abstract. Transformational government (t-Gov) is often defined as the stage of 
eGovernment evolution characterized by the radical restructuring of the public 
sector towards efficiency. In this paper, we investigate the level of t-Gov so-
phistication in Europe by assessing the eGovernment policies of 18 EU Member 
States. First, we attempt to understand t-Gov. By reviewing the relevant litera-
ture, we suggest that t-Gov embraces nine defining elements, namely user-
centric services, joined-up government, one-stop government, multi-channel 
service delivery, flexibility, efficiency, increased human skills, organizational 
change and change of attitude of public servants, and finally, value innovation. 
Based on this understanding, we examine 18 national eGovernment policy 
documents to determine the degree of t-Gov sophistication. The results suggest 
that most strategies have set objectives referring to the development of user-
centric services, increased efficiency, breaking out of silos and creating joined-
up government structures. However, to exploit the full potential of t-Gov, a 
multi-perspective approach is needed. 

Keywords: Transformational government; National policies; Public sector; Ef-
ficiency; Value innovation. 

1   Introduction 

In March 2000, the Lisbon European Council set the goal for the Union to become the 
most competitive and dynamic knowledge-based economy in the world, capable of 
sustainable economic growth with more and better jobs and greater social cohesion. 
Scientific and technological research is essential in providing new knowledge and 
consequently forms one of the key elements in meeting the Lisbon Agenda. 

In addition, the rapid evolution of Information and Communication Technologies 
(ICT) and particularly the Internet has tremendously affected the way public and 
private organizations respond to their customers’ needs. In the new millennium an 
increasing number of public sector bodies and agencies are embracing the concept of 
electronic government (eGovernment) through the introduction of national policies 
and initiatives [35]. Such initiatives recognize the incremental role of ICT towards the 
transformation of rigid, bureaucratic governance models to eGovernment models 
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where services are offered according to the customer’s needs in a more democratic 
and efficient way that will eventually create a real knowledge society [16, 31]. To 
achieve this transformation, all developed countries, including the European Union 
Member States, have now implemented some form or level of eGovernment policies 
and initiatives [1, 3] and the developing countries are now closely following this  
example [35].  

In this context, the concept of transformational government (t-Gov) has been intro-
duced. T-Gov refers to the radical restructuring and re-engineering of the internal and 
external business processes of the public sector in order to achieve severe cost cut-
tings and increased efficiency [26]. In fact, literature shows that the very essence of 
eGovernment is about transforming the internal and external processes of government 
using ICT to provide efficient and user focused services to citizens, businesses and 
other stakeholders [5, 9]. 

The main objective of this paper is to assess how governments in Europe under-
stand and strategically pursue t-Gov by examining the national eGovernment policies 
of the European Union Member States. In order to make such an assessment, we first 
attempt to better understand and scope t-Gov based on the relevant literature. We 
thereafter conduct a survey by reviewing the national eGovernment policy docu-
ments of 18 EU Member States.  This enables us to identify how Europe perceives  
t-Gov, which t-Gov definition elements are more popular and to demonstrate that 
there is a common set of beliefs that inspire eGovernment initiatives in these  
countries which influences policy-makers towards the possibilities of institutional 
innovation and governmental transformation. This cross-comparison will shed light 
on some of the factors that affect t-Gov as well as on what more needs to be done  
in order to realize the Lisbon objectives and transform Europe into a real ICT  
innovation inventory.  

The rest of this paper is structured as follows: Section two describes our methodology 
while section three presents our understanding of t-Gov. Section four outlines the results 
of our survey. Finally, section five draws the conclusions and offers recommendations 
about t-Gov in Europe. 

2   Methodology 

In order to assess how Europe perceives and is strategically progressing towards t-
Gov, we conducted a desktop literature survey so as to better understand how t-Gov is 
defined and what the main elements involved in the relevant definitions are. For this 
purpose, the literature review methodology proposed by Webster and Watson [34] 
was followed.  

We should note however that this review was not restricted to gathering definitions 
explicitly referring to t-Gov. Instead, we reviewed the broader literature for important 
eGovernment elements that in our view are relevant to the ideas behind t-Gov. As a 
result, we concluded that t-Gov is a wider and more complex concept compared to 
existing definitions in the literature. We further concluded that t-Gov is constituted by 
more elements than what the current relevant definitions imply. In this respect, we 
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provide our own understanding of t-Gov, which consists of nine defining elements 
and which is used as an assessment basis.  

Desktop research was employed to collect the national eGovernment policy docu-
ments of the EU Member States, as these are normally published on the website of 
each national authority responsible for eGovernment. The survey was carried out in 
autumn 2007 and was updated in summer 2008. Three languages were used for the 
survey (English, French, and Greek). The survey revealed that eighteen out of the 27 
EU Member States have published a national eGovernment policy document online in 
one of the three afore-mentioned languages. In some cases, there seemed to be no 
eGovernment policy online. We should note however that, in some other cases, an 
English summary of the original document was provided online. However, we de-
cided not to include such summaries in the study since the complete document was 
deemed essential for the purposes of our study.  

Under these limitations, the documents examined include the national policies of 
Austria, Bulgaria, the Czech Republic, Denmark, Estonia, Finland, France, Greece, 
Ireland, Luxembourg, Malta, The Netherlands, Poland, Romania, Slovenia, Sweden 
and the UK. These documents are the complete original policy documents or the 
complete English translations of the original policy documents.  

After collecting the documents, we reviewed them by reading them thoroughly and 
cross-examining them with our t-Gov understanding in order to identify which of the 
nine defining elements are included in each national policy. In addition, qualitative 
analysis [23] has been conducted in order to identify and understand each country’s 
approach towards t-Gov, taking into account the different contextual factors that in-
fluence the country-specific approaches as well as the implementation. Furthermore, 
we employed StratML forms [2] for each strategy in order to identify all the core 
elements of each document and to conduct homogeneous comparison that eliminates 
structural or semantic differences of each text. This method enables us to examine 
how Europe perceives t-Gov and whether the approach followed by each Member 
State is fragmented or not.  

In addition, by reviewing the documents, we were able to examine which t-Gov 
elements are most common across the EU and which are considered more important. 
Finally, we compared the objectives laid down in each document to the actual imple-
mentation of eGovernment, as the latter is measured by Cap Gemini [11] on behalf of 
the European Commission. This comparison allows us to see how eGovernment  
implementation has evolved since the publication of each strategy. 

3   Understanding Transformational Government 

In the past decade, a variety of definitions have been offered to describe eGovern-
ment, including “the use by government agencies of information technologies (such 
as Wide Area Networks, the Internet, and mobile computing) that have the ability to 
transform relations with citizens, businesses, and other arms of government” [33], 
“the use of information and communication technology in public administrations 
combined with organizational change and new skills in order to improve public  
services and democratic processes and strengthen support to public policies,  
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“government’s use of technology, particularly web-based Internet applications to 
enhance the access to and delivery of government information and service to citizens, 
business partners, employees, other agencies, and government entities” [24] and  
others.  

In literature, it is now accepted that eGovernment is an evolutionary phenomenon 
and therefore eGovernment initiatives should be accordingly derived and imple-
mented. In this respect, various frameworks have been developed to explain the evo-
lutionary stages of eGovernment. For example, Layne and Lee [24] propose four 
stages of eGovernment growth: (1) cataloguing, (2) transaction, (3) vertical integra-
tion, and (4) horizontal integration. The United Nations eGovernment Readiness 
Knowledge Base [33] proposes a five-stage model of eGovernment evolution: (1) 
emerging presence, (2) enhanced presence, (3) interactive presence, (4) transactional 
presence and (5) networked presence. Finally, Cap Gemini [11], in collaboration with 
the European Commission, proposes the following five stages: (1) information, (2) 
one-way interaction, (3) two-way interaction, (4) transaction and (5) personalization.  

An underlying principle of eGovernment definitions and frameworks is the trans-
formation the public sector has to undergo in order to delivery efficient eGovernment 
services [18]. ‘Transformation’ itself is not new conceptually, since it was at the heart 
of the introduction of information systems into government in the 1980s, and it was 
central to organizational reform in the 1990s [30] which looked at the use of entrepre-
neurial approaches to service delivery. It does however, reinvigorate challenges. As 
Bonham et al. [8] state “at its most advanced level, eGovernment could potentially 
reorganize, combine, and/or eliminate existing agencies”. This view is further sup-
ported in literature; researchers such as Mansar [25] and Layne & Lee [24] highlight 
that business process reengineering (BPR) is particularly important when eGovern-
ment projects reach the later stages of eGovernment development such as the trans-
formational stage where all services are centralized in a one-stop-shop environment.  

In this respect, Murphy [27] argues that t-Gov is about fundamentally changing the 
way government does what it does. In fact, Murphy defines transformational govern-
ment as the stage of eGovernment evolution which implies radically changing the 
way government conducts its business internally and externally. The transformational 
phase of eGovernment should primarily focus upon cost savings and service im-
provement through back-office process and information technology (IT) change. 
Ultimately, the objective of the transformational stage of eGovernment implies that 
process reengineering is needed to rethink the value propositions of the government 
and how they function in serving citizens more efficiently and effectively. A major 
goal therefore is to also change the behavior and culture of government. 

In literature many academics and practitioners have tried to analyze the different 
stages of eGovernment evolution and  have referred to the final stage by different 
names such as transformation [6], horizontal integration [24], transforming govern-
ment [5, 27] and fully integrated or single point of access [24]. Despite the variance of 
names, one can argue that many scholars have agreed on the purpose of this final 
stage of eGovernment implementation [36] i.e. that it leads to integrated government 
services which are accessible from a single point.  

Although we agree with Murphy’s [27] approach of fundamental BPR for the  
public sector, we feel that changes implemented on the path towards t-Gov should  
not be designed as a one-time thing. Given the highly volatile socio-technological 
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environment of eGovernment, durability and sustainability of t-Gov benefits are also 
necessary. In this context, achieving durable efficiency and keeping up with the pace 
of changes, requires a deeper look in the organizational and process restructuring of 
the public sector. We are inclined to believe that apart from offering joined up, seam-
less, flexible and personalized one-stop-shop services, it is also necessary for gov-
ernments to ensure that service delivery value is constantly created for users. 

In order to effectively execute value creation strategies for achieving t-Gov, gov-
ernments will need to transform their organizational architectures appropriately. Core 
business processes may need to be rethought and redesigned, new governance and 
organizational forms that foster collaboration and partnering may need to be devel-
oped, and human resource and reward systems may need to be redesigned [13]. Fur-
thermore, given the volatility of the modern eGovernment environment, government 
architectures will have to be designed for dynamic stability [17]. Dynamic stability 
implies a continuous transformation as conditions change and new opportunities arise.  

Dynamic stability will transform the organization towards a competitive-
advantage-oriented approach. The only way to sustain competitive advantage, how-
ever, is through launching new value concepts and continuously re-inventing the way 
customer value is created and delivered [26]. The recommendations made by numer-
ous authors [19, 22] can guide managers in these endeavors. Value innovation implies 
breaking free from taken-for-granted assumptions about the environment, and the 
intra- and inter-organizational ways of working; as in the private sector, governments 
must deviate from the dominant bureaucratic, rigid public sector recipe. 

Value innovation acts as a catalyst in transforming organizations for pursuing du-
rable efficiency and sustainable competitive advantage and therefore, we consider it 
as a defining concept and important element of t-Gov.  

All things considered, t-Gov implies much more than the efficient-driven restruc-
turing of the public sector for the provision on one-stop government services. In our 
view, transformational government is that stage of eGovernment development in 
which joined-up public administration is breaking out of silos and offers in a one-stop 
government environment seamless, personalized, user-centric services with increased 
flexibility and improved efficiency. In t-Gov, public services are available through a 
wide range of channels (Internet, mobile phones, telephony, contact points etc.) and 
the public administration human resources have an incremental role to play in trans-
formational service delivery. However, the most important element of t-Gov is the 
concept of value innovation enabled by constant organizational and behavioral 
change; restructuring and reshaping of the business processes (front-office along with 
back-office) should be seen as the means towards modernizing administration and 
renewing institutions rather than as threats.  

Constant value creation, value innovation and business process transformation will 
ensure that governments are alert towards an ever-changing technological environ-
ment. For the public sector and the successful implementation of t-Gov, it is important 
to be aware of the new technologies, to update infrastructure on regular basis and to 
integrate new or emerging technologies so as to keep government service delivery 
efficient and competitive. A holistic t-Gov approach can ensure that new technologies 
are always looked into and integrated in the governmental processes without the need 
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to undergo any complex or time-consuming (re-)formulation of policies, action plans 
and implementation road maps.  

In summary, based on published literature, we identify nine defining elements for 
t-Gov: 

 
• User-centric services [27, 37] 
• Joined-up, seamless government which offers public services [15]  
• Breaking out of silos and offering one-stop access [32, 35] 
• Multi-channel delivery [27] 
• Flexibility of service delivery [27] 
• Efficiency [27] 
• Important role of public sector HR in facilitating transformation [27, 28] 
• Organizational change and change of attitude of public servants [27] 
• Value innovation and constant value creation in service delivery [26] 

We believe that addressing together all these elements within an eGovernment 
strategy provides a holistic approach to t-Gov. This is achieved by focusing on all  
the factors that can facilitate a deep, real, thorough, innovative and value-oriented 
transformation of government.  

4   Survey Results 

The examination of the National Policies for eGovernment of eighteen EU Member 
States demonstrate that at European level, focus is shifting from initial service auto-
mation approaches to issues such as inclusion; effectiveness, for example through 
quality of service; organizational strategies, such as the ‘transforming’ of government 
organizations; and in working together with the private and the third sectors so that 
the strengths of each are used strategically to deliver ‘public value’ to citizens. The 
overall eGovernment brand has therefore matured from an early focus on the ‘produc-
tion’ of eGovernment, to one of relevance and value to citizens - the ‘consumption’ of 
eGovernment. 

As far as the nine t-Gov defining elements are concerned, our survey has shown 
that the two most important elements for all 18 strategies are the user-centric services 
and the improved efficiency. More specifically, the vast majority of documents set 
priorities for single-window access to services (16 out of 18 strategies) as well as to 
creating seamless, joined-up government structures (14 out of 18).  Twelve out of 18 
documents aim to provide services via various channels while only ten documents 
place some focus on the importance of providing new skills to governmental human 
resources. The concepts of flexibility and organizational change, despite their impor-
tance, have gained very limited attention by policy makers, as they appear in only 7 
and 4 out of the 18 documents respectively.  

What is striking is that none of the eighteen policies put any emphasis on con-
stantly creating value for the users of the public services by pursuing value innova-
tion. Despite the importance of value innovation as means for sustainability and  
durability of the t-Gov benefits, this definition element lacks focus. Figure 1 below 
illustrates our findings. 
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Fig. 1. Most Common t-Gov Definition Elements 

5   Conclusions 

In this paper, we have reviewed the literature in order to understand and better scope 
the concept of transformational government (t-Gov) which is becoming increasingly 
popular among researchers. In addition, we have analyzed the national eGovernment 
policy documents of eighteen EU Member States. This analysis has shown that al-
though an agreement among researchers as well as among policy-makers as to how t-
Gov is defined exists, this definition is not comprehensive enough as it does not in-
corporate some indispensable elements that will facilitate real, deep, innovative and 
sustainable government transformation.  

More specifically, apart from restructuring the internal and external business proc-
esses of the public sector to deliver user-centric services with increased efficiency, 
emphasis should also be given on the constant value creation and value innovation of 
public agencies, the organizational change and the change of attitude among public 
employees, the retraining of public servants with new IT-oriented skills, the increased 
flexibility of public bodies and the multichannel provision of online public services. 
To reach these ends, it is essential for governments to escape from their siloed, bu-
reaucratic and fragmented approach and to create a modern, joined up, seamless and 
efficient structure.  

In this endeavors more long-term focus is required in order to ensure that public 
investments on ICT do deliver the highest value for money, that eGovernment is 
comprehensively implemented and that thorough transformation is achieved. Constant 
value creation and value innovation should be embedded and actively incorporated in 
the managerial approaches and the transformational efforts of the public sector.  

In addition, measurement and evaluation frameworks that cover all elements of t-
Gov need to be established. So far, the European Commission has been evaluating the 
development of eGovernment by measuring the online availability and sophistication 
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of public services. However, more indexes need to be developed along with more 
generic evaluation models that incorporate both quantitative and qualitative data on 
elements such as efficiency, multichannel delivery, value creation, HR training etc.  

Transforming organizations to deliver citizen-centricity will continue to benefit 
from flexible strategies at the European level, particularly ones that help to understand 
the complexity and diversity of the t-Gov landscape, which promote constructive 
sharing of good and bad experiences, the building of measures of deeper transforma-
tion and restructuring as well as of constantly creating public value, and overall, 
which focus on the strategically important processes of the consumption of govern-
ance, rather than its technological production. As Blakemore [7] puts it, in the Euro-
pean context of citizen, organizational, and business heterogeneity should the EU 
structure stakeholder dialogue differently to achieve greater impact? What can Mem-
ber States realistically learn from each other's strategies and experiences? And, are 
citizens and businesses really concerned whether it is eGovernment, t-Gov or some-
thing else that delivers them seamless and one-stop-shop services? All these questions 
remain highly relevant and open for further work. 
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Abstract. Governments around the world are embracing the digital revolution 
to enhance services for their citizens. However, the development of quality 
electronic services and delivery systems that are efficient and effective is only 
one way to improve the citizens’ quality of life. The essence of e-government 
lies as well in engaging citizenry into the use of e-government services. As a re-
sult, this paper builds on the elementary concept of the time that citizens spend 
on their transactions with the Public Administration to provide a) an evaluation 
of e-government services in terms of the benefits that their use involves for citi-
zens compared to the use of conventional ones b) an evaluation of the actual 
utilization of e-government services by the citizens. To overcome the impedi-
ment of subjectivity and uncertainty that is innate in the citizens’ estimations 
regarding the time spent, fuzzy triangular numbers are adopted. The proposed 
framework is then applied for the case of Greece using actual data. 

Keywords: E-government Evaluation, Sophistication Stage, Quality of Life, 
Fuzzy Sets Theory, Fuzzy Triangular Numbers. 

1   Introduction 

As e-government transformation is no longer just an option but a necessity for countries 
aiming at improving services for their citizens, e-government performance evaluation 
becomes more and more important in guiding and inspecting e-government’s develop-
ment. A variety of models have been proposed in the literature to assess e-government 
performance [1][2][3]. Such models have an unquestionable usability; nevertheless their 
use in isolation leaves the impression that e-government is solely about delivering gov-
ernment services over the internet and that a nicely designed, user-oriented web site is 
all that matters. Such an assumption however ignores the substantial investments that 
are needed in people, tools and policies. 

Even Quality of Service (QoS), a topic that has already gained attention in multiple 
application domains, is presented in [4] as an emerging promising approach to pro-
mote the development of e-government services. Quality measurements may provide 
quantitative measures of specific quality aspects of delivered services and allow the 
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Public Administration to determine whether the activities and related investments are 
valuable. Attention has to be drawn therefore to the fact that Quality of Service does 
not necessarily prove quality of life. 

An innovative indicators’ system is proposed in [5] as a measurement and evalua-
tion tool of the national strategic objectives regarding the improvement of the admin-
istrative capacity of the Greek Public Administration: the proposed system includes 
mainly indicators of impacts, rather than indicators of flows, meaning that the actual 
focus is on the final recipients of the actions undertaken to support these strategic 
objectives i.e., the citizens, the enterprises and the state itself; however a complete 
framework in terms of measurement methodology and base values to be used is not 
suggested. 

Still, the potential impact of e-government transformation in the improvement of 
the citizens’ quality of life is only one side of the problem. The statistical information 
provided by Eurostat, the Statistical Office of the European Communities [6], is rather 
disappointing, since only a small percent of the population of some member states 
exploit currently the e-government services. At the normative level, concerns have 
already been expressed about the “digital divide” and whether e-government will 
exacerbate inequities among citizens [7]. Addressing this concern and finding an 
amicable way out should also constitute a part of the effectiveness of governments. 

Bringing public services online is thus only one way to enhance the quality of pub-
lic service delivery. The next challenge that e-government has to tackle is, as implied 
in [3], to shift the focus from “availability” and “quality” of e-government services, 
through a transition stage of “use”, that refers to e-government services’ take-up and 
user satisfaction, to a desired end-state of “impact”, which concerns long-term results 
of e-government initiatives on society. 

As a consequence, the evaluation framework proposed in this paper is oriented to-
wards two main axes: a) the evaluation of e-government services in terms of the bene-
fits that their use involves for citizens compared to the use of conventional ones b) the 
evaluation of the actual utilization of e-government services by the citizens. More 
specifically, this paper builds on the elementary concept of the time that citizens 
spend on transactions with the public authorities to provide a quantitative indication 
of the impact of the modernization of Public Administration in the improvement of 
the citizens’ quality of life, taking as well into account the current sophistication stage 
of online public services. The scheme proposes the use of questionnaires to collect the 
raw data with regard to the time spent, which are then converted to fuzzy numbers  
to be further processed, in order to incorporate the uncertainty factor which is innate 
in the imprecise answers provided by the citizens. On an upper level, statistical infor-
mation is exploited in order to perform e-government evaluation in terms of  
e-government services take-up. 

The paper is structured as follows: Section 1 is an introduction to the problem of e-
government evaluation. Section 2 presents the e-service sophistication model used to 
benchmark the sophistication of online public services.  Section 3 provides an insight 
to Fuzzy Sets Theory and linguistics, which constitute important tools in the evalua-
tion attempted, while Section 4 introduces the evaluation framework along with the 
two axes of analysis. In Section 5 the case study of Greece is presented, to illustrate 
the proposed scheme. Finally, Section 6 summarizes conclusions. 
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2   Sophistication of e-Government Services 

In order to measure the sophistication of online public services, an e-service sophisti-
cation model is used in [8]. This model illustrates the different degrees of sophistica-
tion of online public services going from “basic” information provision over one-way 
and two way interaction to “full” electronic case handling. As seen in Table 1, Stage 1 
corresponds solely to the online availability of the information required to start the 
procedure to obtain a specific public service. Stage 2 indicates that the publicly avail-
able website offers the possibility to obtain in a non-electronic way, thus by down-
loading forms, the paper form necessary to commence the procedures related to the 
specific public service. Stage 3 represents as well the possibility of an electronic  
intake of an official electronic form in order to obtain the service, implying the exis-
tence of an authentication mechanism for verifying the identity of the person request-
ing the service, while Stage 4 is indicative of full electronic delivery of services, 
where no other formal procedure is necessary for the applicant via “paperwork”. Fi-
nally, the 5th level of sophistication, built around the concepts of pro-activity and 
personalization [8], gives an indication of fully integrated electronic procedures that 
help reduce “red tape” and improve data consistency. Note that both stages 4 and 5 
represent full electronic case handling.  

Table 1. The five levels of sophistication in e-government 

Stage 1: Information 
Stage 2: One way interaction (downloadable forms) 
Stage 3: Two-way interaction (electronic forms) 
Stage 4: Transaction (full electronic case handling) 
Stage 5: Personalization (pro-active, automated service delivery) 

3   Introduction to Fuzzy Numbers 

3.1   Linguistics and Fuzzy Sets Theory 

There are some situations in which information may be hard or even impossible to 
quantify due to its nature, and thus, it can only be expressed in linguistic terms (e.g., 
when evaluating the comfort or design of a car, terms like “good”, “fair”, “poor” can be 
used). In other cases, precise quantitative information cannot be provided because it is 
either unavailable or the cost for its computation is too high and an approximate value 
can be tolerated. Such qualitative information can be mathematically modeled through 
the use of Fuzzy Sets Theory. The latter handles fuzziness and represents qualitative 
aspects as linguistic variables, i.e. variables whose values are not numbers but words or 
sentences according to a natural or artificial language. More specifically, qualitative 
information expressed through linguistic terms (e.g. “low”, “medium”, “high”) can be 
converted to fuzzy numbers using a suitable conversion scale. Processing of the relevant 
information takes place using these fuzzy numbers, which are finally converted to crisp 
numbers through the process of defuzzification. Obviously, the same linguistic terms in 
different conversion scales can have different crisp values. 
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3.2   Fuzzy Numbers 

The fuzzy sets theory, introduced by Zadeh (1965) [9] as a means of dealing with 
vagueness, imprecision and uncertainty in problems, has been used as a modeling  
tool for complex systems that can be controlled by humans but are hard to define 
precisely. A fuzzy set is one that assigns grades of membership between 0 and 1 to 
objects using a particular membership function μA(x). The membership function of a 
triangular fuzzy number is defined by three real numbers, expressed as (l, m, u), 
where l is the lower limit value, m is the most promising value and u is the upper limit 
value. 

 

 

Fig. 1. Fuzzy Triangular Number 

3.3   Defuzzification Methods 

Defuzzification is the process of producing a quantifiable result in fuzzy logic; in 
other words the extraction of a crisp value that represents effectively a given fuzzy 
number. The following common methods of defuzzification may be used: 
 
Centre of Gravity (COG): 
It is one of the most commonly used defuzzification techniques and is based on the 
determination of the centre of the area under the combined membership functions, i.e. 
the area under the curve. The centroid or centre of gravity of the area is calculated as: 

 ·   ·   
Bisector of Area (BOA): 
The bisector is the vertical line that divides a region into two sub-regions of equal 
area. It sometimes coincides with the centroid line. 
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4   Evaluation Framework 

4.1   Fuzzification of Time 

Common approaches for e-government service evaluation rely on questionnaires. The 
citizens are requested to express their overall experience of a service or their opinion 
on a specific feature on a predefined satisfaction scale [10], that in several cases con-
sists of a series of linguistic values, as described in Section 3.1. Final conclusions are 
then usually reached through statistic processing of these values. Such an approach is 
adopted here as well in order to obtain information on the time allocated by the citi-
zens on interactions with the Public Administration; however in our approach the raw 
data obtained from the questionnaires are converted to fuzzy numbers to be further 
processed. 

As a consequence, this section describes how Fuzzy Sets Theory can be exploited 
and thus how fuzzy numbers can be extracted so as to model the time required for the 
completion of a public service. At this point attention must be drawn to the fact that 
even if time is a countable quantity, it is considered extremely difficult or even im-
possible to record accurately the time spent by the citizens for interactions with the 
Public Administration: citizens cannot be constantly monitored and neither can they 
provide with absolute precision the necessary information when asked to do so. The 
use of fuzzy instead of crisp numbers is therefore adopted as a means of ensuring  
that the uncertainty factor that is innate in subjective evaluations/estimations is  
incorporated into the analysis and more reliable results are produced. 

The citizens are able to evaluate each one of a pre-selected package of services 
(“basket of services”), the use of which is suggested for practical reasons, in terms of 
the time they spend on transactions with the Public Administration using either  
conventional or electronic services, based on a qualitative seven-level scale of linguis-
tic variables that range from “Very Low” to “Very High”. To exclude the factor of 
subjectivity involved, due to the fact that different people may have a different under-
standing of expressions such as “Very Low”, “Low” etc., an indication of the respec-
tive amount of time, defined according to the authors’ personal experience is as well 
provided, as in Table 2. The latter shows the equivalence between the linguistic  
variables and the respective fuzzy sets. 

Table 2. Relations between Linguistics and Fuzzy Numbers 

Linguistic Abbreviation Fuzzy Set (minutes) Fuzzy Number 
Very Low VL 1-20 (1,10,20) 
Low L 10-30 (10,20,30) 
Medium Low ML 20-40 (20,30,40) 
Medium M 30-50 (30,40,50) 
Medium High MH 40-60 (40,50,60) 
High H 50-70 (50,60,70) 
Very High VH 60-80 (60,70,80) 

 



 A Framework to Evaluate the Impact of e-Government Services 477 

 

In this way a citizen may describe for example the amount of time required to ob-
tain a birth certificate, using the respective electronic service, as “Very Low”, which 
means that the time needed does not exceed 20 minutes and it is approximately 
around 10 minutes. The concept of fuzziness is expressed through the term “approx-
imately”. Note that in the framework of this study symmetric triangular fuzzy num-
bers are considered. Optimality of results may be investigated through a variety of 
conversion scales; this issue however lies outside the interests of the current work. 
Using the Matlab Fuzzy Logic Toolbox, the adopted conversion scale is illustrated as 
shown in Figure 2. Using the selected conversion scale, the observations from the 
questionnaires for both conventional and electronic services are transformed into 
fuzzy numbers and average values are calculated for each one of the pre-selected 
public services. A frequency is also assigned to each service as well, providing an 
indication of the number of times that the service is used by a citizen during a specific 
period of time. 

 

Fig. 2. Linguistics to minutes conversion scale 

4.2   Axis I 

The evaluation of the impact of e-government transformation in the improvement of 
the citizens’ everyday life is performed in terms of the time that citizens save because 
of the implementation of the relevant transactions with electronic services.  A set of 
composite indicators are suggested in this frame: 

• The average time (%) that citizens may gain exploiting the current sophistication 
stage of electronic services as opposed to conventional methods (Average Gained 
Time I) is defined as:  AGT 100% ·                 

  
(1) 

where , is the average time required per service using conventional services and 
is calculated as:   AT ∑ ,∑                             (2) 
and , is the average time potentially required per service exploiting the current 
sophistication stage, being calculated as 
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∑ ,∑                          
   

(3) 

Note that ,  and ,  are the fuzzy numbers (mean values) that derive from  
questionnaires and cover the  pre-selected services and  are the corresponding 
frequencies. 

• Similarly, the average time (%) that citizens could potentially gain, if there were 
fully transactional services may be defined as: 100% ·                                   (4) 

where  is calculated as above and  is the average time potentially required 
if there was full electronic case handling. As it is assumed that not all public services 
of the pre-selected package have reached a stage of transactional maturity,  can 
only be approximately calculated using the subset of services that belong to stages 4 
and 5 as: ∑ ,∑           , :                    (5) 

Note that the above compound indicators may be of great strategic and political signi-
ficance, since their estimation concerns the general political planning of Public  
Administration. 

4.3   Axis II 

The second axis of the analysis refers to the evaluation of the actual utilization of e-
government services by the citizens. The goal this time is to estimate the average time 
(%) that citizens could potentially save exploiting the current sophistication stage, 
which however is left unexploited since not all citizens make use of e-services and 
even if they do, they do not necessarily exploit the maximum sophistication stage that 
is currently available. 

• The metric in question may be defined as: 100% ·                              (6) 

where  is calculated as above and , which denotes the actual mean time that 
is currently allocated by the citizens on their interactions with the Public Administra-
tion, may be determined, using relevant statistical information, i.e. the percentage of 
citizens that actually benefit from the available sophistication level of a service.  

Assuming that  ( ) denotes the subset of services that have currently reached 
the  stage of sophistication, we define the Average Real Time per service as: 

∑ · ∑  · ∑ 1 ,  (7)  
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where 

 is the average time required for the completion of an i-stage service ,  is the average time required for the completion of an i-stage service with  
traditional methods 

 is the frequency assigned to the  sophistication stage, as ∑ , :  

We also assume that stage  is the maximum stage that is being used by percentage  of citizens. In equation (7)  indicates that a percentage  of citizens exploit the 
maximum sophistication stage available and spend therefore  time for the comple-
tion of an i-stage service. The sum ∑  denotes the time allocated 
on transactions with the public authorities by the rest of the citizens who make use of 
e-government services but do not exploit the maximum sophistication stage offered. 
Finally, a percentage 1  of citizens do not rely on electronic services at all and 
therefore the time they spend is respectively 1 , . 

5   Case Study: Greece 

5.1   Sophistication Stage of e-Services in Greece 

In this section the evaluation framework presented in this paper is applied for Greece 
using the basket of twelve basic public services for citizens that has been composed 
by Capgemini for the European Commission. The services under evaluation along 
with their sophistication stage, as this is defined in the latest version of the country’s 
e-Government factsheet [11] are summarized in Table 3. Table 4 presents the actual 
utilization of e-government services per sophistication stage, according to Eurostat 
[6]. Since no information is provided on the use of fully transactional services (stages 
4 and 5), we assume that the corresponding percentage is equal to zero. 

Table 3. Sophistication stage of selected services 

 

 

Services Sophistication Stage 

s1. Income taxes: declaration, notification of assessment 5/5 
s2. Job search services by labour offices 4/4 
s3. Social security benefits (unemployment benefits, child allowances, 

medical costs, student grants) 
1/5

s4. Personal documents (passport and driver’s license) 1/4 
s5. Car registration (new, used, imported cars) 4/4 
s6. Application for building permission 1/4 
s7. Declaration to the police (e.g. in case of theft) 1/3 
s8. Public libraries (availability of catalogues, search tools) 3/5 
s9. Certificates (birth, marriage): request and delivery 4/4 
s10. Enrolment in higher education /university 2/4 
s11. Announcement of moving (change of address) 2/4 
s12. Health related services (availability of services in different hospitals, 

appointments for hospitals) 
2/4



480 O.I. Markaki et al. 

 

Table 4. Population percentages 

Sophistication Stage Percentage 
Stage 1 8.8% 
Stage 2 4.0% 
Stage 3 3.6% 
Stage 4,5 0.0% 

5.2   Results of the Proposed Framework 

Table 5 summarizes the results of questionnaires for both electronic and conventional 
services. The frequencies assigned correspond to the number of times that a specific 
service is used by a citizen during a period of thirty years. Note that any moderate or 
excessive judgments are counterbalanced by the fact that the same persons evaluate 
both conventional and electronic services. Note also that all metrics in question (see 
equations 1, 4, and 6) are fuzzy numbers. Given two fuzzy numbers = (a1, a2, a3) and 

 = (b1, b2, b3), the fuzzy number  is calculated based on operations on triangular 

fuzzy numbers as , , . Although this equation possesses ma-

thematical correctness, it has no physical sense. In order therefore to obtain the aver-
age gained time, a defuzzification method has to be applied. In this study, both the 
COG and BOA defuzzification values are extracted (see section 3.3), using the fuzzy 
operations of Matlab. The fuzzy and crisp values for all metrics described  
are finally presented in Table 6. As a general conclusion it can be stated that BOA 
provides more moderate crisp values compared to COG. 

Table 5. Linguistic values and frequencies for all services 

 Current Soph. Stage Conventional Services Freq. 

s1 Very Low   High    30 

s2 Very Low   Medium Low   18 

s3 Medium   Medium High   115 

s4 Very High   Very High   7 

s5 Low   High    4 

s6 High   High    1 

s7 Medium   Medium High   8 

s8 Very Low   Medium    90 

s9 Very Low   Medium    10 

s10 High   High    1 

s11 Medium High  High    2 
s12 Very Low   Low     90 

 
The result for  indicates that thanks to the current sophistication stage, there is 

a gain of 55% for citizens as far as transaction time is concerned. However, the value 
of , which incorporates the actual utilization of e-government services seems to 
counterbalance this gain and provides strong evidence that the authorities responsible 



 A Framework to Evaluate the Impact of e-Government Services 481 

 

should take into account the information and technology literacy of citizens as well as 
the challenges they encounter with regard to the use of e-government services due to 
physical impairments. It is not the case that all citizens are familiar with computing 
and Internet-based technologies nor does the design of web sites currently encompass 
all different disability types (associated with aging, visual, auditory, speech, motor 
and cognitive deficiencies). Furthermore, issues related to security and privacy con-
tinue to be a challenge: users must be confident that the web sites they visit and trans-
actions they complete are safeguarded against theft, fraud and unauthorized access. 
On the other hand the higher percentage that derives for  illustrates in an explicit 
way that the actual benefits of e-government transformation are located in the upper 
stages of sophistication.  

Table 6. Fuzzy and crisp values of proposed metrics 

 L M U COG BOA 
 30.58511 40.5851 50.58511   

 12.14894 21.516 31.51596   

 1.580645 10.6452 20.64516   

 29.90319 39.88611 49.89568   

 -1.84017 46.98558 125.6696 56.9386 55 
 -26.9585 50.52434 246.4027 89.9906 83 
 -3.23229 46.05652 126.2299 56.3510 54 

6   Conclusions 

This paper proposed an evaluation framework to project an aspect the impact of the 
modernization of the Public Administration in the citizens’ quality of life through the 
adoption of a series of metrics with regard to the time required for the completion of 
transactions with the public authorities. The framework was applied for the case of 
Greece, pointing out that any benefits associated with e-government transformation 
are counterbalanced by the fact that only a small fraction of the population make  
use of electronic services and suggesting that effort should be put in raising public 
awareness around e-government services, so that the citizens realize the envisaged  
e-government benefits.  
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Abstract. The e-government systems are the largest software systems
ever used. They influence almost all aspects of the life of a society. The
analysis of the capabilities they provide indicates that e-government does
not provide enough tools for the strategic aspects of the development of
states and societies. Examples include control and optimization of educa-
tion system, crisis prediction and control, and analysis of administrative
processes. It is amplified by the delayed application of modern software
architectures and e-government. We show that the precondition of any
solution of these issues is a proper treatment of data collection and a
reasonable data security policy in e-government systems. It should lead
to an architecture of e-government having three well-developed virtual
tiers: user, application, and data tier. Current systems have almost no
data tier. The condition for it is an explicit formulation of measurable
aims regarding strategic aspects of the use of e-government systems.

1 Introduction

Software systems for e-government are very large and very complicated and the
most expensive software systems in every country. The development of software
for e-government (SWeG) is therefore quite complex and expensive. One would
expect that such a process is based on proven principles of software engineering.
It seems that it is not so.

There is an evidence that standard software engineering methods are not
properly applied in SWeG. It can be argued that SWeG is so specific problem
that standard software engineering methods and processes are not applicable in
the development of SWeG.

Such an opinion is based on the fact that states (government systems) are
organizations with “professional bureaucracy” [1] being different from the “ma-
chine bureaucracy” of enterprises and other organizations. It may be the reason
why e.g. Enterprise Service Bus is in SWeG rarely used, if ever.
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Although there are differences, main software engineering principles are com-
mon for all software systems, SWeG inclusive:

1. It is always necessary to formulate clear visions – why a system is to be
developed. A special issue is the absence of vision of the strategic effects like
the prediction of economical turbulences, control/supervision/assessment of
the quality of education, etc.

2. The structure of a state is a network of rather autonomous entities – offices
and other majorities having many features common with the division [1]
organization of large decentralized enterprises. Common techniques can and
should be therefore applied.

3. Many technical tools (pragmatic service-oriented techniques, databases, mid-
dleware, prototyping) are applicable in all large organizations, entire states
inclusive.

We will show that these points are not properly taken into account. It unnec-
essarily increases the development expenses of SWeG and reduces the possible
benefits and useful capabilities for citizens, businessmen, politicians, for state
administration itself, and for researchers.

This paper is based on the personal experience of the authors with e-govern-
ment in Czech Republic. They collected the experience as IT experts, scholars,
and citizens using the existing e-government systems.

There are, however, strong indications that our conclusions are common at
least for almost all SWeG in European countries and North America. The results
of the researches of world-wide personal agency Manpower [2] are an indirect
evidence that the situation is unlikely to be substantially different in Asia or
South America. The researches indicate that demands for experts are similar all
over the world. It in turn indicates the common problems with education and,
maybe, issues of the reward system. The problems are caused by many reasons
enabled by the deficiencies of SWeG. The deficiencies of SWeG support public
prejudices and hidden wrong effects of education systems reforms. Similar effects
exist in other domains (e.g. health care) in many societies.

2 Operative Level and Strategic Level of e-Government

Contemporary SWeG support almost exclusively the administrative operations
like various registers, operations related to ownership and its changes, etc. It
corresponds to the operation tier in enterprise resource planning (ERP) systems.
The individual operations of this type require as a rule small collections of data
of the guaranteed quality, the semantic of the operations is quite fixed and
intuitively clear. The operations can be nodes of a network defining user-oriented
processes. It is known for ERP systems that the operation tier does not usually
bring substantial long term advantages. Similar properties are probably present
in the operation tier in e-government. The tier speeds up and simplifies the
communication between citizens and SWeG. It is nice but it has e.g. not detected
the coming contemporary crisis of economies.
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Strategic level in enterprise systems requires varying actions over large data
bodies. The data come from different sources are of a varying quality and are used
in dynamic “processes” producing information, compare OLAP in an ERP as a
simple example. The aims are the detection of trends, analysis, etc. as a support of
long-term (strategic) decisions. Different users can use/design different informa-
tion producing applications according to their instantaneous needs. The needed
data can be in local databases or can be looked for elsewhere, e.g. over the web.

Similar opportunities should available be in e-government systems too. The
users are in this case citizens, enterprises, and institutions. The data analysis
could be used in research of social or economic phenomena. The problem is that
the needed data are often sensitive (personal, business, secret, etc.) and there
are bans limiting their use.

The fact that there can be links between data regarding a given individual
from distant time moments implies that the data cannot be fully anonymized.
There are satisfactory technical solutions (see below) of the problem but the
solution requires a proper legislative and above all the vision and understanding
that strategic tier and strategic aims are highly desired and that the bans can
be in fact very expensive.

Current e-government tend to be rather a virtual two-tier system (user/appli-
cation where both tiers are implemented by networks of software services) than
as a virtual three-tier system (users/applications/data stores). The limited ca-
pabilities of the data tier reduce the extent of possible capabilities of the system.

3 e-Government and Data

The above conclusions imply that, strictly speaking, the SWeG lack some im-
portant capabilities of information systems in common sense. SWeG aims (vi-
sions) are not formulated so that they can enable the “measurement” whether
the developed system fulfills the requirements and whether no components were
developed unless capabilities were required.

The main issue therefore is that SWeG are not developed and used with any
proper data tier and with almost no useful capabilities based on data provided by
the data tier. Such capabilities are often not required and even not mentioned in
visions/aims of the developed systems. It is the consequence of two main factors:

– The data in e-government are of varying quality and are scattered over vari-
ous components of e-government and often outside it as well. It implies some
conceptual and technological problems if we want to enable access all the
data and to use the data properly.

– The data are often sensitive (personal, secret, business, etc.). Much inter-
esting information generable from them is not sensitive and they should
be published. The process of the information generation must be properly
defined and supported by legislative.

The first issue can be solved if we properly use modern software design principles,
especially the principles borrowed from service-oriented (SO) technologies. The
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principles should be, at least for some time, used and applied in a pragmatic way
[3]. Current practice in e-government does not seem to apply SO properly – not
to speak about the application of technologies allowing integration of distributed
heterogeneous databases. Some standards and laws disallow in fact the use of
SO in e-government properly.

The problem of data security is in fact solved in a very straightforward way.
Although stated otherwise the main principle can be with some simplification
stated as “disallow the access and the use of any data if it is imaginable that the
data can be misused.” It can be characterized as a “huge virtual data shredding”.

4 Benefits of Data Tier

It is clear that issues similar to the ones discussed above must be solved if we
want to increase the quality of health systems, municipal systems, environment
control systems, etc. In all these cases the benefits of properly used data tier are
of the following types:

1. Generally accessible snapshots of current situation in the society.
2. Prediction of further development using standard statistical methods like

time-series analysis.
3. Research based on the analysis of the history based on the data analysis.
4. Quantitative research of social and economic processes. The research meth-

ods can use powerful simulation experiments based on large data bodies
provided by that e-government data tier.

It is not difficult to see that all these aspects make sense in all the above men-
tioned domains.

We can hope that it could reduce the probabilities of such failures like wrong
predictions of rising economic or social crisis. It could enable to analyze and to
review and evaluate various market regulation attempts, and so on. It is not sure
whether we will ever be able to do it precisely enough. It is sure, however, that
without it we will be blind in the primeval forests of economic phenomena.

There is a small chance that it could help in building macro-economy as a
real experimental science.

5 From Sensitive Data to Public Information

Information needed for e-government partners (citizens, institutions, enterprises,
etc.) to make decisions like “what schools are the best for my children?” is typ-
ically open; it is not sensitive. An example is the average salary of the grad-
uates/alumni of a school. The needed data (e.g. the salary of a person) are
sensitive and should not be directly accessible for the querying people.

The solution can be based on the fact that the data can be used by tools (ap-
plications) producing the information provided that the application is maintained
and its outputs (i.e. the information) controlled by a trusted (accredited) body.
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The body can use the data store of sensitive data and information produc-
ing tools. The datastore can be distributed especially if a pragmatic variant
of service-oriented architecture (SOA) is used. A solution can be based on the
following principles (see Fig. 1).

The data store accepts the data to store them or to establish links to other
datastores.

– It cleans and filters the data it uses.
– It uses only accredited information producing tools after it evaluate their

applicability. Users can write and accredit the tools they need.
– The outputs of data queries and of information producing applications are

logged and tested whether they do not break security rules.

We believe that it, if designed and used properly, provides satisfactory data
security.
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Fig. 1. Data handling scheme

It can be argued that our proposal decreases the data security in comparison
to current data security practices as it can provide a new data leak tunnel. It
is partially true but not too significant. Why? There are many ways of (e.g.
personal) data leaking now: various registers, sample researches, land registries,
social software, etc. Full closing of one tunnel does not change the situation
substantially as the probability of the data leak through the tunnels being not
closed (social software, passport procedures, e-commerce, various registers, etc.)
is not small.

6 e-Government and Education System

The missing proper data tier and missing capabilities of long-term data analysis
and predictions in e-government have crucial consequences. Let us discuss the
most obvious case, the case of the assessment of education systems.

The quality of education is considered to be of a crucial importance. If we
want to test whether an education system is “good” and if we want to improve



488 J. Král and M. Žemlička

it, then the evaluation of the education systems should start from the evaluation
of schools. We must, however, take into account that quality is a subjective
concept depending on the requirements of users [4].

It follows that the evaluation process must be dynamically adaptable to the
needs of evaluators, e.g. parents looking for the best schools for their children.

The majorities should be able to test the quality not only of schools but
also of study programs. The criterion of quality should be the success of gradu-
ates/alumni in real life. It all can be achieved if we build a database of data on
professional positions of graduates. Such data does exist in many countries but
they cannot be used due the unbalanced data security policy mentioned above.

It has the following consequences:

1. Parents looking for a good school for their children must use unreliable in-
formation like reputation of the school among their friends, i.e. rumors must
be used. It is especially wrong in post-communistic countries where school
systems and pedagogic processes are changing very (maybe too) quickly.

2. The rumors prefer non-STEM (STEM stands for science, technology, engi-
neering, and mathematics) education. It is one of the causes of the chronic
lack of people having professions requiring STEM knowledge and skills (see
the research of Manpower [2] and the gossips on engineering education). It
is sometimes felt as a threat for national security and prosperity. Compare
[5,6,7,8,9,10].

3. The education institutions are not induced to increase the quality of their
study programs – especially the STEM-oriented ones. The education insti-
tutions are misusing this opportunity.

A proper information system on education and school systems accessible for
the broad collection of users can solve many problems, provided that the delay
caused by the fact that we query current situation and judge future needs does
not matter substantially.

Note that the existence of a good information system enabling evaluation/a-
ssessment of education can have substantial research possibilities in the domain
of pedagogical sciences and other humanities.

There are technical issues. It can be quite difficult to find an effective imple-
mentation allowing scalable and customizable solution with agile features.

7 e-Government and SOA

We will understand as a service-oriented architecture (SOA) any collection of
collaborating autonomous software entities communicating in asynchronous way
and forming a virtual peer-to-peer network. Such a system can be constructed
in a pragmatic way. For example it is good to use as few standards as possible.

Pragmatic SOA simplifies the communication of SWeG with software sys-
tems of enterprises, municipalities, and with electronic devices of citizens. SOA
simplifies insourcing and outsourcing, autonomy of institutions and incremental
development and modernization/maintenance. These challenges in SWeG have
not been fully taken into account yet. The reasons for such an attitude are:
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– Existing standards do not meet some critical requirements.
– The existing standards of many XML-based formats and languages recom-

mended to use for e-government communication and data exchange in gen-
eral are typically cumbersome and quickly changing.

– The SWeG developers have insufficient experience with pragmatic applica-
tion of service orientation.

SOA can simplify the integration of data stores e.g. to implement the education
assessment discussed above.

The main problem is that SOA is a system of specific paradigms. As such it is
difficult to accept it, to use it efficiently, and to be properly taken into account
in standards. Let us give an example. ITIL [11] standard is based on the concept
of (infrastructure) services. ITIL posses only very weak tools enabling to build
a pragmatic software architecture and composite services. It makes the reuse
of existing systems (like the systems of autonomous institutions) more difficult
than necessary. A proper design of SOA moreover enables an easy construction
of software prototypes, easy logging, and so on [12].

8 Crucial Problems of e-Government

The application of above proposals and attitudes is not easy from the technical
point of view. The data to be used are of different quality and the data sets are
very large and scattered over various technical frameworks. Technical obstacles
are, however, not the main barrier of the development of e-government towards
full three-tier information system.

Main obstacles in the modernization of e-government and of application of
our proposals discussed above are:

– e-government is felt as a potential threat for the positions of the state ad-
ministration officers;

– (slow and repeated) implementation of e-government systems is a wonderful
opportunity to make a lot of money;

– if the state administrative uses “proper” implementation it can be locked
to a particular software vendor; the laws of economy force the vendors to
behave so;

– it is better for some subjects if the evidence and evaluation in their domain
remain so weak as it is now (for example an improved evaluation of schools
can imply a higher effort of the schools in teaching their students what can
be in many cases undesirable for the school owners – they therefore lobby
against such changes);

Hence any technical solution leading to real effective implementation is in fact
often blocked by some involved parties.

9 Conclusion

The current e-government systems have brought many excellent advantages. Cur-
rent e-government systems are, however, in fact operation supporting systems.
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The capabilities known in enterprise information systems as management infor-
mation systems are almost missing in e-government systems.

It is the consequence of the fact that the data storing and providing capabil-
ities are rather limited, sometimes almost forbidden. It has substantial conse-
quences. The consequences are, however, rarely properly taken into account.

This issue is the consequence of a broader and deeper snag. Current data man-
agement and the information providing practices in e-governance imply that the
modern opportunities enabled by modern software are often wasted. Examples are
knowledge society, supervision and prediction of social processes and state insti-
tutions like education systems. It is a great obstacle of the proposals from [13,14].

To avoid these limitations the overall attitude to data security and use in
e-government must be changed. Otherwise the e-government will be unable to
support or collaborate properly with many important systems, and to provide
capabilities enabling the analysis and the control of long-term social and eco-
nomic processes. It can lead to fatal consequences, sometimes even to civilization
collapses (compare [15]).
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Abstract. The customers of modern telecommunication service providers im-
plicitly create an interactive social network of individuals, which both depend 
on and influence each other through various complex social relationships grown 
on friendship, shared interests, locality, etc. While delivering services on the in-
dividual basis, the social network effects exerted from customer-to-customer in-
teractions remain virtually unexplored and unexploited. The focus of the paper 
is on customer churn and acquisition, where social neighbourhood effects are 
widely ignored yet may play a vital role in revenue protection. The key assump-
tion made is that a value loss or gain of a churning or new customer extends  
beyond the revenue stream and directly affect interaction within local 
neighbourhoods. This influence is evaluated experimentally by direct measure-
ments of the total neighbourhood value of the churning customer taken before 
and after the churn event. 

Keywords: telecommunication social network, customer churn and acquisition, 
social value, social neighbourhood, social network analysis, network dynamics. 

1   Introduction 

A social network is one of the many possible representations of a human community, 
in which people interact and get into relationships with one another. These relation-
ships can be very complex and usually involve our emotions and feelings. Besides, 
associations within the social network may result from family dependencies or work 
cooperation. Moreover, a social network continuously evolves and changes its struc-
ture. Every second some new communities arise while the others disappear, some 
relationships reinforce while the other vanish [15]. In the everyday world, people 
relay on each other. Thus, their choices and behaviour also influence choices and 
behaviour of the others [5]. This is the fundamental concept of recommender net-
works [13, 16] or recommender systems [17] and enacts a significant role in market-
ing [14], in which people spread information and opinion about products through their 
mutual, personal contacts. Capability to predict changes and their consequences is 
crucial in every business. Apparently, dynamic analysis within the customer network 
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especially in the telecommunication social network is very important. General con-
cept of analysis of dynamic social networks was presented in [1]. In order to forecast 
such changes and investigate the evolution of social networks even physics and mo-
lecular modelling can be utilised [8]. In some other approaches, clustering [4], statis-
tical analyses and visualizations [1] or multi agent systems [2, 19] are used to get an 
insight into network dynamics. Daspupta et al. tried to predict churn based on the 
analysis of relationship strength in the mobile telecommunication social network [3], 
whereas Gopal and Meher used typical prediction method – regression to estimate 
churn time and tenure for the same domain [7]. 

This paper addresses the question: how much our behaviour, as the customers, in-
fluences the others and are we able to evaluate this influence based on the available 
data about mutual contacts or not? In particular, we analyse the influence of churning 
or recruited customers on their neighbourhoods after the churn or acquisition, respec-
tively. These questions appear to be very important in the general analysis so-called 
knowledge society, in which people influence one another through their contact and 
interactions facilitated by telecommunication channels. 

2   Telecommunication Social Network 

Telecommunication data like voice calls (including residential, mobile and VOIP) 
contains enormous amount of information about customer activities. Moreover, each 
phone call can be treated as the evidence of mutual relationship between two sub-
scribers [12]. A telecommunication social network TSN is the tuple TSN=(M,R) that 
consists of the finite set of members (customers, nodes) M and the set of relationships 
R that join pairs of distinct members: R={rij=(xi,xj): xi∈M, xj∈M, i≠j}. Relationships 
in TSN are directed, i.e. rij≠rji. In other words, one member corresponds to one phone 
number, which, in turn, is assigned to one social entity – a human, group of people or 
an organisation.  

3   Node and Neighbourhood Social Values 

Measures are one of the social network analysis tools to describe human characteris-
tic, specific for the given social network and to indicate personal importance of indi-
viduals in the community.  

Some simple measures and one a bit more complex were used during experiments. 
All express the social value of a network member. In particular, they are: a total num-
ber or duration of phone calls initialized (Out calls and Out duration), a total number 
or duration of both received or initialized phone calls (In+Out calls and In+Out dura-
tion), Fig. 6 and 7. Another complex measure is Social Position measure, which has 
been proposed and developed in [9, 11]. It can be evaluated both for duration and 
number of calls in an iterative way:  

∑
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where:  

SP(n+1)(x), SP(n)(x) – social position of node x after n+1th or nth iteration; 
ε – the fixed coefficient from the range (0;1); 
C(y→x) – the commitment function which expresses the strength of the relation 

from member y to x. 
The constant ε represents the openness of human social position on external influ-

ences, in other words high ε means that the social position is highly influenced by 
others and low ε means that the social position is more static while others’ influence 
is week [10, 11].  

The set N(x) of members yi which are directly connected to member x is called x’s 
neighbourhood. In real world, it is a set of members, with which member x maintains 
the closest relationships – nearest neighbours or first-level neighbours. We assume 
that these closest members from N(x) have the biggest influence on member x and in 
opposite, member x has big influence on them.  

Social value of the neighbourhood of member x – SVN(x) is the sum of social  
values SV(y) of all x’s neighbours y: 

∑
∈

=
)(

)()(
xNy

ySVxSVN . 
(2)

Note that the neighbourhood does not include member x. Furthermore, also other 
churning or just acquired nodes y are excluded from set N(x), see Fig. 1. 

In the telecommunication business, members and separately their neighbours can 
belong to various classes. Two of them are usually distinguished: residential (indi-
viduals and their families, acquaintances, friends, etc.) and business (a company, 
department in the organisation, a position or single employee in the organization). 

 

Fig. 1. Churning and acquired nodes from the neighbourhood as well as the central node itself 
are excluded from social value calculation 
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4   Social Effect of Customer Churn and Acquisition 

Today’s global telecommunication market environment can be characterized by the 
strong competition among different telecoms and a decline in growth rate due to ma-
turity of the market. Furthermore, there is a huge pressure on those companies to 
make healthy profits and increase their market shares. Most telecom companies are in 
fact customer-centric service providers and offer to its customers a variety of sub-
scription services. One of the major issues in such environment is customer churn 
known as a process by which a company loses a customer to a competitor. Recent 
estimates suggest that churn rates in the telecom industry could be anything between 
25% and 50% [6]. Moreover on average it costs around $400 to acquire a new cus-
tomer which takes years to recoup [6]. These huge acquisition costs are estimated to 
be between 5 to 8 times higher than it is to retain the existing customer by offering 
him some incentives [20]. In this competitive and volatile environment, it makes 
therefore every economic sense to have a strategy to retain customers which is only 
possible if the customer intention to churn is detected early enough [18]. 

4.1   Customer Churn and Acquisition 

Nowadays client churn is one of the most important problems in many companies like 
telecommunication and internet providers [7]. Some analysis indicates that possibility 
of customer churn strongly depends on the number of neighbours which have already 
churned from the network. It is extremely challenging task to predict customer churn 
and prevent it or at lest be able to predict how much this churn affect others network 
members [3] and how much the company may lose because of particular member’s 
churn. 

This paper is trying to deliver the initial intelligence about the impact of customer 
churn on the dynamics of a service value within a social neighbourhood of the churn-
ing customer, such that a decision to retain or rescue a churning customer can be 
better aligned to the potential value impact. It the intuition says that a churn of an 
active network member should have an impact at least on his direct network 
neighbours that could range from fading, redirected or reinvigorated activity up to the 
follow-up churn in extreme cases. Simultaneously, the acquisition of customers can 
have a significant influence on other, former customers the new client gets into rela-
tionships with. It especially refers the growth or loss in communication between the 
old customers. For the telecommunication company, the importance of this change 
lies in individual changes of the neighbours’ value streams and can be considered 
within a generic context of social value and its dynamics. 

4.2   Social Values Dynamic 

Let us consider a social network of customers interacting through telephone calls. 
Each such customer established his local social network consisted of customers whom 
he called or who called him at least once during his lifetime. Members of such local 
social network are customers’ first-level neighbours as depicted in Fig 1. Each cus-
tomer generates a dynamic value consisting of a value of his outbound calls as well as 
value added network component stemming from the fact that his presence drives 
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inbound calls from his neighbours. We refer to such network value added component 
as social value of a customer. 

While a dynamics of customer value stream is explicitly evident in his outbound 
calls that translate into telephone bills, the social value remains implicit and is hidden 
from direct observations. One naïve way of estimating the social value of a customer is 
to periodically measure the value of his inbound calls. The problem with this method is 
that it is unclear to which degree the calls made by customer neighbours are driven by 
the customer presence, or in other words it is not clear if under customer absence his 
neighbours would call less, redirect calls from the absent customer to other customers 
or perhaps even get stimulated to grow their neighbourhood and call more. 

 

Fig. 2. A churning customer and their first-level (nearest) neighbours 

Customer churn gives a realistic opportunity to evaluate the social value of a cus-
tomer and explore its dynamics over time. By comparing the value of customer 
neighbourhood before and after the churn one can truly estimate the impact of churning 
customer on the change in neighbourhood value which is equivalent o the social value 
of churning customer, as shown in Fig. 2. A similar case occurs for acquired custom-
ers. A new element in the community can influence not only on the communication 
with this node but also on the information exchange between the old customers, Fig. 3. 

It is important to remember that the neighbourhood value may continue to change 
at different rates well after the churn or acquisition event until the new equilibrium is 
achieved. Moreover, it might be very difficult to extract a direct impact of particular 
customer’s churn/acquisition on his neighbourhood value as there may be many other 
concurrent drivers of value dynamics like other customers’ churn, acquisition,  
customer moves and other significant network events. From the global perspective, all 
these additional processes impacting social value dynamics happen continuously 
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anyway and are part of the ongoing network value fluctuations; hence their impact 
should be statistically similar before and after the churn/acquisition event.  

Note that the process of analyzing the impact of churn on social value dynamics is 
directly reverse to the process of analyzing the impact of customer acquisition hence 
the two can be analyzed together possibly even sharing similar observations and con-
clusions. A diagram illustrating such process is shown in Fig. 4.   

Custo
mer

Communication (calls)

First-level social network of 
the acquired node

Neighbour business value Before

Communication (calls)Acqui-
sition

2.period
Before acquisition, 1. period After acquisition, 3. period

First-level social network of 
the acquired node

Neighbour business value After

 

Fig. 3. The neighbourhood of the acquired customer 

 

Fig. 4. Process of analysis of social neighbourhood for churning and acquired customers 

The first part of this process is the identification of relationships in social network 
which allows establishing the neighbourhood of any particular customer. The next 
step is finding customers for which we want to analyse the social value dynamics,  
and those would be the customers who churn or are acquired preferable during the 
middle part of the period the analysis is conducted for. Then the key part involves 
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establishing the neighbourhoods of such customers (prior- for churn and post- for 
acquisition) and measure the time series of their total business values from before the 
event until the point after the event for which the neighbourhood value time series 
attains again stationary. Note that as illustrated in Fig. 1, the value of churned or ac-
quired customer is excluded from the neighbourhood value both before and after the 
churn/acquisition event and thus social value of a customer is a measure of customers 
ability to drive business value from the rest of the social network. 

5   Experiments 

The experiments were performed for two real telecommunication social networks only 
for churning customers, Fig. 2. The first data set with several dozens of thousand of 
residential customers (Residential) and a few hundred of churning customers. The 
second one with several hundreds of thousands of both business and residential clients 
(Busines & Residential) and a few thousand of churning clients and in line with the 
process shown in Fig. 4. The data came from 1-month period that has been split into 
three 10-day slots. The second slot was used to identify churning members, the first 
one to extract their neighbourhoods and calculate neighbourhood values “Before”, 
whereas the last slot was exploited to evaluate values “After” and the relative change: 
“After” compared to “Before”. During the experiments, measures described in section 3 
were utilized. 

The average social position of the churning nodes turned out to be about 40%  
for the Residential network and 57% for the Business&Residential network lower 
than the average social position of all other network members, Fig. 5. It suggests  
that churning customers lower their activities within the network before they leave  
it. Moreover, weaker social position of the churning customer also affects his  
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neighbourhood although the average neighbours’ social position is only 2.3% smaller 
than the average neighbour of the non-churning customer. However this is happening 
only in the Residential network, in case of the Business & Residential network aver-
age social position is about 5% higher than the average neighbour. Anyway, if we 
look into the dynamics of social position over the three time slots, the impact of churn 
on the entire neighbourhood is becoming more apparent. 
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The average social position of churner’s neighbourhood decreased by 23% for the 
Residential network and 11% for the Business & Residential network after the churn 
event compared to regular members as shown in Fig. 6. It shows how big influence 
the customer churn has on his neighbourhood. Because of customer churn, the net-
work loses both the member and big part of the member’s neighbour’s activities. In 
order to present churn influence the trend, describing general change of customer 
activities between the third and the first period, was removed. 

The similar studies were carried out using four other measures described in section 3 
and the conclusions are the same.  

6   Conclusions and Future Work 

People influence one another and this principle can be used to analyse and understand 
customer behaviour especially in retail companies. This impact can be observed by 
means of social network analysis and changes in social value of nearest neighbours.  

The preliminary experiments presented in the paper revealed that the churning cus-
tomers influence their neighbourhoods. In particular, social position of the neighbours 
drops significantly after the churn. Smaller values of social position also point to the 
churning customers before they churn. 

However, to indicate why it happens and to verify the extent of the presented phe-
nomena and to build a dynamic profile of the social value change additional studies 
on larger data set stretching along longer periods is necessary. Once these observa-
tions are validated and formally described the next step could be to try to predict  
the magnitude of the change in network’s activity based on the local properties of  
the node that triggers the change. 
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Abstract. Despite the extensive use of online reputational mechanism such as 
products reviews forum to promote trust and purchase decisions, there has been 
little empirical evidence to support the notion that positive word-of-mouth 
(eWOM) plays a role in impacting trust and purchase intentions. Using the be-
lief-attitude-intention framework as a foundation, we suggest that positive 
eWOM reinforces consumers’ original belief and attitude towards vendors in 
the aspect of trust. Through a laboratory experiment, we investigate the moder-
ating effect of positive eWOM on the relationships among consumers’ belief 
(i.e. cognitive trust - competence & integrity), attitude (i.e. emotional trust), and 
behavioral intention to shop online. Results show that positive eWOM strength-
ens the relationship between consumers’ emotional trust and their intention to 
shop online, as well as the relationship between consumers’ perceived integrity 
and attitude. Implications for the current investigation and future research  
directions are provided. 

Keywords: Electronic word-of-mouth, online consumer behavior, trust, online 
shopping, electronic commerce, e-marketing, virtual community. 

1   Introduction 

With the emergence of Web 2.0 technologies which place an emphasis on online 
collaboration and sharing among users, consumer-generated product reviews have 
proliferated online and had a profound impact on electronic commerce [7, 15]. It is 
reported that 85 percent of the world’s online population has used internet to make a 
purchase [1] and 77 percent of online shoppers in US reported using consumers-
generated reviews and rating to aid their purchase decisions [14a], [14b]. Electronic 
word-of-mouth (eWOM) communication has become a dominating channel that  
influences consumers buying decisions online [13]. 

With the explosion of consumer generated media over the past few years, informa-
tion on products including consumption-related advices, regardless of positive or 
negative, are made highly accessible. Online discussion forum, electronic bulletin 
board systems, and newsgroup are considered to be important sources of information 
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influence that facilitate information exchange among consumers [2]. These media 
have generated spheres of influence that encompass millions of consumers [17]. 

Although consumer purchase decisions are influenced by both positive and nega-
tive information about products they obtain from fellow consumers, positive messages 
are more likely to encourage a purchase decision. Positive eWOM communication has 
been recognized as a valuable vehicle of promoting products and services. A recent 
survey conducted by AC Neilson [1] found that user-generated reviews, especially 
recommendations, play an enormous role in selecting websites on which to shop. Past 
research on e-commerce has mainly focused on building trust in the online environ-
ment by alleviate risks associated with shopping online. There exists little research on 
the role of positive eWOM in impacting trust as well as consumer purchase decisions. 
Driven by this notion, the purpose of this paper is to examine how positive online 
consumer reviews affect consumer emotional trust towards the retailer, as well as 
online purchasing decision. 

2   Theoretical Background and Hypotheses Development 

2.1   Online Consumer Behavior and Belief-Attitude-Intention Framework 

Consumers’ lack of trust constitutes a major psychological barrier to the adoption of 
electronic commerce. Prior studies [5], [9], [20], [21] have demonstrated, with em-
pirical evidence, the importance of trust in online purchasing. Komiak and Benbasat 
[16] further built on belief-attitude-intention framework and proposed a trust model of 
electronic commerce adoption. 

The belief-attitude-intention framework [6] that relates belief, attitude, and behav-
ioral intention has been widely used in the study of online shopping adoption [4], [7]. 
This framework suggests that the attitude toward a particular object depends on the 
direct effects of beliefs about the object, while attitude has a direct positive impact on 
behavioral intention toward the object. Komiak and Benbasat [16] distinguished two 
types of trust, namely cognitive trust and emotional trust. Cognitive trust basically 
comprises of the beliefs of online shopping, while emotional trust reflects the trusting 
attitude. This framework is adopted in the current study of consumer online purchas-
ing behavior. As shown in Figure 1, consumer trusting beliefs (perceived competence 
and perceived integrity) determine their attitudes (emotional trust) toward online 
shopping, and the emotional trust formed, in turn affects consumer intention to shop 
online. 

In addition to these basic variables, Monsuwe et al. [19] suggested that there exist 
exogenous factors moderating the relationships between the core constructs in the 
belief-attitude-intention framework of online shopping, such as consumer traits, situ-
ational factors, product characteristics, and previous online shopping experiences. As 
discussed before, in most circumstances, prospective online consumers usually get 
information regarding online shopping and the product they are interested to buy 
online before they take the action. Electronic word-of-mouth (eWOM) in the form of 
online consumer review is believed to play an important role in determining consumer 
purchasing decision. 
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Fig. 1. Research Model and Hypotheses 

2.2   Electronic Word-of-Mouth 

Given the connectivity nature of the Internet, consumers can easily interact and ex-
change shopping experiences with other consumers using online discussion forums or 
any other social network technologies. Online consumer review represents a new 
form of electronic word-of-mouth. Similar to traditional word-of-mouth communica-
tion, eWOM refers to any positive or negative statement made by potential, actual, 
and former customers about a product or a company [12]. 

eWOM is especially important to online purchasing decision because of the 
amount of perceived risk involved. Many potential Internet shoppers tend to wait and 
observe the experiences of others. Previous research suggested that information from 
external sources (such as online consumer reviews) can enhance consumer’s confi-
dence in their beliefs or attitudes toward some object through internalization process. 
For instance, Spreng and Page [22] suggested that the more confidence an individual 
is in his or her belief, the more likely it is the belief will influence attitude formation 
as well as later behavior toward the object. 

In the current study, it is believed that if a potential online shopper finds the online 
consumer review supports what he/she has already believes about online shopping  
in a particular online vendor, his/her confidence about the beliefs would be enhanced 
and exhibited a stronger impact on his/her attitude, as well as later behavior.  
Therefore, the following hypotheses are postulated: 

Hypothesis 1: Positive eWOM would strengthen an existing positive relationship 
between perceived competence and emotional trust toward an online vendor. 

Hypothesis 2: Positive eWOM would strengthen an existing positive relationship 
between perceived integrity and emotional trust toward an online vendor. 

Hypothesis 3: Positive eWOM would strengthen an existing positive relationship 
between emotional trust toward an online vendor and intention to shop online. 
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3   Methodology 

A controlled laboratory experiment was conducted to test the above hypotheses. The 
laboratory situation was devised in an effort to emulate an actual purchase situation. 
To control for the confounding effects of brand features and other marketing  
mix features that are difficult to capture in an experimental study, we confine our-
selves to exploring the effects of positive online consumer reviews on consumer 
online purchasing decision given that only one particular product (watch) was to be 
bought. 

One hundred university students, evenly divided between male and female, partici-
pated in the study on a voluntary basis. An invitation was sent to students via email 
broadcasting, posters, and flyers inside the campus in a local university in Hong 
Kong. To avoid potential biases in evaluations, only those students who have not 
visited the experimental website were invited to participate in the study. Upon suc-
cessful completion of the experiment, each participant would receive a monetary 
compensation (US$7) for their time spent. 

3.1   Design and Procedure 

There were one experimental condition and one control condition in the experiment. 
Two sessions (one control group and one treatment group) were held at one time and 
each session held in a computer laboratory had around 20 participants. The session 
lasted for around 45 minutes. Each participant was randomly assigned to participate in 
an experimental session and each of them was randomly assigned to a computer set in 
the computer laboratory in that session. After a ten-minute introduction of the task by 
the experiment administrator, the participants were requested to decide whether to 
make online purchases in a real UK watch selling website (www.easywatch.com) 
under a hypothetical scenario: “You friend is studying overseas and her birthday is 
coming. You are planning to use US$40 to buy her a watch as a birthday present.” 

For the control group, participants were asked to view the watch website for about 
15 minutes and decide whether they would make online purchases via that website. 
The participants then completed an online questionnaire containing measures of re-
search variables and demographic information. For the treatment group, apart from 
browsing the watch website, participants had to login and browse through the online 
consumer discussion forum for 10 minutes before deciding whether they would make 
online purchases. To ensure that participants browsed the watch website before the 
online consumer discussion forum, participants were required to click a “confirma-
tion” button after they finished browsing the watch website, and we would then di-
rected them to the online discussion forum. Similarly, they were required to click a 
“confirmation” button before we directed them to the online questionnaire.  

The online discussion forum and the messages were created by three research as-
sistants. Each message have been checked and amended by the group to ensure that 
the messages disseminate positive online purchasing experience in the tone of per-
spective users of the website and are realistic and trustworthy. The same administrator 
conducted all sessions in the study to ensure consistency in the instructions given to 
the participants. No communication was allowed between subjects during the experi-
ment. Subjects were arranged to sit in every other seat so as to increase the difficulty 
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for them to view the computer screens of the subjects sitting next to them. Log files 
were checked after the experiment to ensure that participants did not browse through 
other websites. We also audited the responses with respect to the time they spent on 
the experimental websites, the online discussion forum (for the treatment group), and 
the completion and subsequent online questionnaire. 

3.2   Measures 

The constructs in the research model were measured by using multiple-item scales 
adopted from previous studies with minor modifications to ensure contextual consis-
tency. The scale items used seven-point Likert scale. Table 1 lists the measures of all 
the constructs and their sources. 

Table 1. Measures 

Cognitive Trust in Competence (COM) [18] 

COM1 Easywatch.com is competent and effective in offering high-quality watch. 

COM2 Easywatch.com performs its role of offering high-quality watch very well. 

COM3 Overall, Easywatch.com is a capable and proficient online watch store. 

COM4 In general, Easywatch.com is very knowledgeable about the watch. 

Cognitive Trust in Integrity (INTEG) [18] 

INTEG1 Easywatch.com is truthful in its dealings with me. 

INTEG2 I would characterize Easywatch.com as honest. 

INTEG3 Easywatch.com would keep its commitments. 

INTEG4 Easywatch.com is sincere and genuine. 

Emotional Trust (ET) [16] 

ET1 I feel comfortable about relying on Easywatch.com for my shopping  
decision. 

ET2 I feel content about relying on Easywatch.com for my shopping decision. 

Behavioral Intention (BI) [10], [23] 

BI1 I am very likely to buy watch from the Easywatch.com. 

BI2 I intend to use the Easywatch.com to buy watch. 

BI3 I intend to use the Easywatch.com frequently to buy watch. 

BI4 It is likely that I am going to buy from the Easywatch.com. 

4   Analysis and Results 

PLS-Graph (Partial Least Squares) version 3.0 [3] was chosen to perform the analysis 
in this study. This technique allows the estimation of multiple and interrelated de-
pendence relationships, has the ability to represent unobserved concepts in these rela-
tionships, and accounts for measurement errors in the estimation process [11]. Before 
conducting the hypotheses testing, the manipulation checks were first performed. 
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4.1   Manipulation Checks 

The participants were asked to indicate the extent to which they agreed with the sev-
eral statements about online consumer reviews. For instance, we would expect the 
treatment groups who were exposed to the eWOM were more likely to agree that the 
online consumer discussion forum displays online consumer reviews about the watch 
websites. Our manipulation checks suggested that the experimental manipulation 
between the treatment group and control group was successful. 

4.2   PLS Analysis – Measurement Models 

Both the convergent validity and discriminant validity of our measures were exam-
ined. Convergent validity indicates the extent to which the measuring items of a scale 
that are theoretically related should be related in reality. A composite reliability (CR) 
of 0.70 or above and an average variance extracted (AVE) of 0.50 or above are the 
recommended level of convergent validity [8]. Table 2 summarizes the item loadings, 
composite reliability, and average variance extracted of the measuring items for the 
control group and treatment group. All items have significant path loadings at the 0.01 
level and they all fulfill the recommended levels of the composite reliability and  
average variance extracted. 

Table 2. Convergent Validity of the Measures 

Competence (COM) Control Group Positive Group 
Factor loading COM1 0.80 0.87 
 COM2 0.87 0.92 
 COM3 0.87 0.81 
 COM4 0.59 0.79 
Composite Reliability  0.87 0.91 
Average Variance Extracted   0.63 0.72 
Integrity (INTEG)   
Factor loading INTEG1 0.87 0.77 
 INTEG2 0.91 0.86 
 INTEG3 0.86 0.74 
 INTEG4 0.77 0.86 
Composite Reliability  0.91 0.88 
Average Variance Extracted   0.73 0.65 
Emotional Trust (ET)   
Factor loading ET1 0.89 0.88 

 ET2 0.90 0.89 
Composite Reliability  0.89 0.88 
Average Variance Extracted   0.80 0.79 
Behavioral Intention (BI)   
Factor loading BI1 0.91 0.94 

 BI2 0.93 0.95 
 BI3 0.91 0.86 
 BI4 0.80 0.91 

Composite Reliability  0.94 0.95 
Average Variance Extracted   0.79 0.84 
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Discriminant validity involves checking whether the measuring items measure the 
construct in question or other related constructs. Discriminant validity is examined 
with the squared root of the average variance extracted for each construct higher than 
the correlations between it and all other constructs [8]. As shown in Table 3, each 
construct shares greater variance with its own block of measures than with the other 
constructs representing a different block of measures. Overall, the results provide 
strong empirical support for the convergent validity and discriminant validity of the 
measures of our research model. 

Table 3. Discriminant Validity of the Measures 

Control Group COM INTEG ET BI 

Competence (COM) 0.79    

Integrity (INTEG) 0.47 0.85   

Emotional Trust (ET) 0.62 0.47 0.89  

Behavioral Intention (BI) 0.61 0.38 0.60 0.89 

Positive Treatment Group COM INTEG ET BI 

Competence (COM) 0.85    

Integrity (INTEG) 0.68 0.81   

Emotional Trust (ET) 0.77 0.70 0.89  

Behavioral Intention (BI) 0.76 0.65 0.71 0.92 

4.3   PLS Analysis – Structural Models 

Figures 2 and 3 present the results of our study with the overall explanatory power, 
the estimated path coefficients, and the associated t-value of the paths for the control 
group and treatment group respectively. Tests of significance of all paths were per-
formed using the bootstrap resampling procedure. 

Figure 2 shows the structural model of the control group. The structural model ex-
plains 37% of the variance. Emotional trust (β= 0.60, t=6.46) has a significant effect 
 

 

Fig. 2. PLS result of the Control Group 
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Fig. 3. PLS result of the Positive Treatment Group 

on behavioral intention to purchase online. Both trusting beliefs, perceived compe-
tence (β= 0.51, t=4.43) and perceived integrity (β= 0.24, t=1.82), exhibit significant 
impact on emotional trust to shop online. 

Figure 3 shows the structural model of the positive treatment group. The structural 
model explains 47% of the variance. Emotional trust (β= 0.69, t=11.02) has a signifi-
cant effect on behavioral intention to purchase online. Both trusting beliefs, perceived 
competence (β= 0.46, t=3.82) and perceived integrity (β= 0.35, t=2.74), exhibit sig-
nificant impact on emotional trust to shop online. 

Hypotheses on the impact of positive treatment group can be tested by statistically 
comparing corresponding path coefficients between the two structural models. The 
statistical comparison was carried out using the procedure as stated in Appendix A. 
Table 4 summarizes the comparisons. Results show that positive electronic word-of-
mouth (eWOM) significantly enhances the relationship between respondents’ emo-
tional trust toward online shopping and their intention to shop online. The path coeffi-
cient of emotional trust to behavioral intention of the positive treatment group is sig-
nificantly stronger than the corresponding path of the control group. The path coeffi-
cient of perceived integrity to emotional trust of the positive treatment group is also 
significantly stronger than the corresponding path of the control group. However, it is 
interesting to find that the path coefficient of perceived competence to emotional trust 
of the positive treatment group becomes slightly weaker than the corresponding path 
of the control group. 

Table 4. Path Comparisons between the Control Group and the Treatment Group 

Path Control Group Positive Treatment Group Conclusion 

ET-> BI 0.60 0.69 t-statistics = 76.92 

COM-> ET 0.51 0.46 t-statistics = -18.87 

INTEG-> ET 0.24 0.35 t-statistics = 32.54 

5   Discussion and Conclusion 

This study aims at exploring the moderating effect of positive electronic word-of-mouth 
on the relationships among consumers’ beliefs, attitudes, and behavioral intention to 
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shop online. Our findings show that positive eWOM strengthens the relationship be-
tween consumers’ emotional trust and their intention to shop online, as well as the rela-
tionship between consumers’ perceived integrity and attitude. Between the two trusting 
beliefs, perceived integrity of an online vendor is more difficult to judge than its per-
ceived competence, especially for those who do not have any prior experience with the 
online vendor. For instance, online shoppers can judge the competence of an online 
vendor based on its professional website design, however, they cannot easily judge the 
credibility of the online vendor. Therefore, online consumer reviews (positive eWOM) 
should exhibit a more significant impact on the relationship between perceived credibil-
ity and emotional trust than that between perceived competence and emotional trust. 

The main contribution of this study is that while past research on online shopping 
have focused largely on the relationships between beliefs, attitudes, and behavioral 
intentions, this study goes further and investigates how an exogenous variable, posi-
tive electronic word-of-mouth, could affect consumer adoption of online shopping. 
eWOM is postulated as a moderator in the belief-attitude-intention framework. By 
taking a contingency approach, there is a significant increase in the amount of vari-
ance explained for the positive treatment group.  

While this study raises interesting implications for researchers, it is also relevant 
for practitioners, especially for marketers. Web 2.0 applications encourage users and 
consumers to create and share opinions with others in online consumer opinion plat-
forms. As this activity continues to expand, it is becoming increasingly necessary for 
marketers to understand and harness this phenomenon in order to remain in touch 
with their consumers. This study showed that positive eWOM in the form of online 
consumer reviews significantly affects their trusting beliefs, emotional trust, and 
online purchasing decision. Marketers should adopt procedures to habitually monitor 
and encourage consumers’ opinions.  

To conclude, this study has raised many interesting implications for eWOM and 
many additional avenues for research. This study is expected to trigger additional 
theorizing and empirical investigation aimed at a better understanding of eWOM and 
online purchasing decision. 
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Abstract. This paper presents a comparative study of the Chief Information  
Officer (CIO) role, responsibilities, profile and the IT impact in five leading 
multinational corporations (MNCs) in Sweden. The first part of the paper com-
prehends a research review regarding the CIO role, responsibilities and barriers 
that the CIO is facing today in MNCs with references to the European business 
environment. After that in the second part of the paper a comparative analysis is 
provided regarding the CIO role, responsibilities and CIO profile using the So-
jer et al. model [25] in the Swedish leading MNCs. Moreover the paper is pro-
viding in this part an analysis upon if the CIO is adding value by using Earl and 
Fenny profile [7]. In the last part of the paper an analysis is done concerning the 
IT impact in the Swedish MNCs by using McFarlan strategic grid framework 
[20] together with IT strategies used by the CIOs to support the business  
operations and strategies. The results of this analysis provide a detail overview 
that can be usefully for Swedish IT executives or top managers about the  
development of the CIO role, responsibilities and profile.    

Keywords: Chief Information Officer (CIO), Swedish Multinational Corpora-
tions, CIO role and responsibilities, CIO profile, IT impact. 

1   Introduction 

Today’s highly competitive global market requires sophisticated IT strategies and 
resources management for multinational corporations (MNCs) to be able to sustain 
their competitive advantage in their businesses. Moreover IT has proofed to be a 
driver or an enabler for changing businesses of almost all types of organisations. 
Therefore, it is very important for an organization to manage the IT systems that span 
its entire business to increase productivity and to establish and maintain a global busi-
ness. This reveals the importance of a Chief Information Officer (CIO) in an organi-
zation since he/she is the one who should plan, develop, implement and control the 
local versus global IT strategy and policies. This allows an organization to leverage 
economic power, realize huge economies of scale, and gain a global view of custom-
ers and operations which in turn makes the organization capable of operating effec-
tively and efficiently. Moreover, a CIO needs to think about a renewable organisation 
of IT structure, architecture and strategies for his organisation considering increas-
ingly global factors such as cultural and economic spatial powers. A very important 
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aspect for a CIO or an IT manager effectiveness is according to Brown et al. [2] re-
lated on “their abilities to work closely with key business managers in their organiza-
tions”. The importance of managing the IT-business relationship asset is as important 
as the management of the others assets: human and technology assets that are forming 
the organization’s IT resources [2]. 

2   Research Methodology 

Our research mainly concerns the analysis of CIO’s role and responsibilities for 
evaluating the CIO profile and if the CIO’s is adding value in leading Swedish MNCs. 
Apart from these IT leadership aspects we have analysed the impact of IT in these 
MNCs and the IT strategies used by the CIOs to support the MNC’s business opera-
tions and business strategies. There are at least two reasons that can motivate our 
choice for adopting such an empirical study in our research. Firstly, most of the re-
search and work done till now in this area has not investigated in a comparative ap-
proach the CIO role and responsibilities in these leading Swedish MNCs. Secondly, 
there is a need of identifying the Swedish CIOs profile that can be later on used in on-
job training for future CIOs’ development.  

For collecting the data semi-structured interviews (that has predetermined ques-
tions, but the order can be modified based upon the interviewer’s perception of what 
seems most appropriate) were performed with the CIOs from five Swedish leading 
multinational corporations. The interviews were transcribed and used later on for 
analysis. The data obtained from these interviews has been collected in the last three 
consecutives years 2006, 2007 and 2008. Apart from the interviews other reliable 
sources like internal reports and published case studies has been used in or research. 
The main research question we have addressed in our paper is: What is the CIO role, 
responsibilities and profile and his contribution on the IT impact on business opera-
tions and business strategy in a Swedish Leading MNC? The study is an empirical 
one and has as limitation the fact that is reflecting the situation from the Swedish 
business environment. The research methodology is a case study one that is the most 
appropriate for studying a contemporary set of events, over which the investigators 
has little or no control [27].        

3   Research Background 

3.1   Role and Responsibilities of CIO 

The Chief Information Officer (CIO) as a position in organizations has emerged in the 
80’s of the past century. Since that date, it has gained acceptance in practice and at-
tracted much academic interest. As the impact of information technology (IT) on 
business has increased, it has become important in today’s organizations that the CIO 
should delivers effectively and rapidly on the premise IT makes to business. Hence as 
the business functions became heavily dependent on IT at strategic and planning lev-
els, most of the issues that primary had impacts on CIOs’ roles and responsibilities are  
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factors within the organisation [6][19][22][23]. Only by the end of the 1990’s, re-
searchers started to examine the external factors that affect the strategic role of CIOs 
in managing the firm’s information systems [3][8]. 

In the 2000’s, especially the last seven years, the CIO has become a key controller 
of any organisation. Like others, European market has witnessed a number of busi-
ness developments that have led to a tremendous change in CIO’s role and responsi-
bilities [3][4][26]: 

- Management of IT resources has become a necessity for business executives. 
- Emerging of a new executive role of “Chief Technology Officer” that has in-

creased the importance of business-IT alignment from a view of architecture 
and infrastructure. 

- New regulations, such as the Sarbanes-Oxley and Health Insurance Portability 
and Accountability Act of 1996 (HIPPA) have caused different changes in the 
governance and IT resources activities. 

- An extreme increase in outsourcing activities. 
- Organisations today prefer to buy IT module packages and applications rather 

than to build them in-house. 

Theses changes have led to that the CIO has come to be responsible for adjusting 
the IT infrastructure and capabilities into the business strategies and operations. Addi-
tional to that, different organisations have contributed to the package of CIOs’ roles 
and responsibilities based on their experiences.  

Many researchers have focused to define the CIO role among them Gottschalk [9] 
that has proposes “a model of leadership roles” with 6 different CIO roles based on 
study of IT leadership in Norway. In his opinion for e.g. when the CIO works with 
data processing then it has two roles: for his own organization he is technology pro-
vocateur and for the rest of organization he is acting as a coach. When the CIO is 
working with information systems than he is product developer within its organisation 
and a change leader for the rest of organization and finally when the CIO works with 
networks then he is a chief architect for its own organization and chief operating 
strategist for the rest of organization. Other researchers have investigated some of 
these newly added responsibilities in organisations. Among the responsibilities added 
to the CIO role we have: budget control [16][24], IT architecture [13], security [24], 
supply chain management [15] and governance [10]. In the last years researchers like 
Hoving [11] have stated that the IT leaders need to have many talents to succeed like 
for example: natural intuition to know which projects are going to pay off, ability to 
manage a diverse set of internal and external resources and business knowledge to 
provide business value: with measurable benefits. On the other hand Johnsson & 
Lederer [12] stated that today “CEO perceives the role of CIO to be more strategically 
important and also views the impact of the IT projects more favourable then the 
CIOs”. As the position of CIO has followed a natural evolution, his role and responsi-
bilities have followed the same line of development passing through mainframe and 
distributed towards the current web-based era. From a responsible for ‘processing 
information’ within the company in the 1980s, he has become the main responsible  
 



514 L. Rusu, M. El Mekawy, and G. Hodosi 

for ‘managing information resources’. One of the reasons for this change is the  
increase of IT usage within organisations. This has created the need for better holistic 
view of what IT can do for an organisation [17]. Furthermore, IT usage has been  
extended outside organisations forming an advanced networked environment of  
vendors, customers and suppliers. In such environment, CIO has become responsible 
for more inter-organisational and global view of an organisation. He has to present 
strategies for how to manage, implement and merge different inter-organisational 
system. If there are no local CIOs for subsidiaries, a global CIO has to manage local 
resources for every region including resources for e-business and e-commerce. Addi-
tional to that, the CIO has become the main responsible for business-IT alignment to 
support business executives to develop and determine appropriate strategies for their 
business [17]. In fact in according to Luftman and Kempaiah [18] business-IT  
alignment is still the top IT management concern among the IT executives. 

3.2   Barriers That CIOs Are Facing Today in Managing IT 

In our business today where vast investments with innovations are required, a  
number of barriers or challenges face the top IT executives of any organisation. These 
barriers can be divided in two main groups. The first group, which refers to IS/IT 
management barriers, consists of the general challenges of managing operations and 
processes of IS/IT. The second group, which refers to environmental barriers, consists 
of those challenges appear at the global level when making global business. This 
group concerns more with dynamic aspects in different market places and the inter-
organisational environment. Many researchers argue that in the 21st century, as or-
ganisations started globalising more challenges have become similar all over the 
world [26][21][4]. Moreover Palvia et al. [21] have described and analyzed different 
IS/IT management barriers that have been identified during the last few years in dif-
ferent regions of the world. Based on wide surveys and studies, their research gives an 
extensive summary of IS/IT management barriers in US companies while other re-
searches like Varajão et al. [26] explained the barriers that CIOs are facing in Portu-
guese companies. These results represents a small part about how the barriers can be 
and are varied from one region or country to another as well as ranking in the same 
region or even in the same country. For example for the last five years, the three top 
IS/IT management barriers in the US were: IT and business alignment, IT strategic 
planning, and security and privacy. However, the Canadian list three years earlier has 
included: building a responsive IT infrastructure, improving IS project management 
practices and planning, and managing communication networks [21]. Different re-
searchers argue that IS/IT management barriers are tightly connected to a specific 
country or context where the marketplaces’ conditions are similar. However,  
environmental barriers can be encountered anywhere around the globe. By simply 
considering the diversity in culture, economy, politics and technology these formulate 
significant challenges that CIOs should consider in managing IT. These challenges; 
firstly do not allow a uniform IS or an IT applications around the world; and  
secondly, create a number of environmental risks [26]. As the American companies,  
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the European companies have witnessed a stretch in the list of barriers from  
internal obstacles, politics and difficulties in regional coordination to cultural  
differences [5][4].  

4   Case Studies Analysis in Five Swedish Leading Multinational 
Corporations  

4.1   Companies’ Profile 

For analyzing the CIO role, responsibilities, profile and the IT impact we have se-
lected five Swedish leading multinational corporations. Due to the confidentiality we 
have agreed on with these companies we can not mentioned their names neither the 
type of their business. However a short description of the companies’ profile is pre-
sented below. 

Company A is over 100 years old and had at the glance over 100.000 employees and 
still has about 40% of the world market in one of its brand, and is a global leader in 
the other areas. The company’s strengths are a high Research &Development (R&D) 
budget and many patens and intellectual properties’ on their products.   

Company B is newer then A. The main characteristics are: innovative design of prod-
ucts to the end-users, own style, competitive prices and global presence around the 
world with well over 100.000 employees.  

Company C is over 100 years old and has about 40.000 employees. It belongs to the 
largest European companies in their area with a strong brand. R&D and production 
are their competitive edge and are today strongly affected by the financial crises.  

Company D is more than 100 years old and has today more than 100.000 employees. 
High tech is their business area and is the global leaders within several areas. The 
company has high R&D and global presence.  

Company E is near 100 years old and has about 50.000 employees and R&D and 
production are the competitive edge on a global market.  

4.2   CIO Role, Responsibilities and Profile 

The role and responsibilities of the five CIOs are diverse in the five leading MNCS 
and are summarized in the table 1. The characteristics of the CIO role are coming out 
from our interviews with these five IT executives and the information presented in 
table 1 will be later on used for the evaluation of the CIO profile in the case of our 
MNCs. 

Based upon the information presented in table 1, we have evaluated the role of CIO 
using Sojer et al. model [25] that is based on McFarlan’s strategic grid [20]. In their 
model Sojer et al. argue that the role of CIO can be defined by two variables: strategic 
importance of running IT, and the strategic importance of changing IT [25]. Their  
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Table 1. The Main Role and Responsibilities of the CIOs from five Swedish Leading MNCs 

 Role and Responsibilities 
Company A - Making sure about having reliable enterprise systems  

infrastructure. 
- Providing efficient and competitive ICT tools. 
- IT services outsourcing and follow up service level quality. 
- Maintaining relationships with suppliers and customers. 
- Support IT for suppliers, internal/external manufacturing and 

customers via e-business and e-commerce. 
- Development of integrated IT architecture.  

Company B - Coordinating all IT-related issues. 
- Development of the long-term IT direction. 
- Keeping relationships with external strategic partners. 
- Organisational development. 
- Procurement and costs. 
- Build of relations with different stakeholders. 
- Planning and structuring of infrastructure policies. 
- Assessment of the global risks. 

Company C - Business-IT alignment is a priority of the business goals. 
- Building up the IT structure.  
- Supporting core business and rapid growth of company. 
- Establishing a leadership environment in the organisation. 
- Cutting down the cost of non business-driven projects.  
- Development of future vision for IT. 
- Supporting the organisation development at global level. 

Company D - IT Leader. 
- Relationship manager. 
- Marketer of business and products. 
- Open IT systems-oriented.  
- Business-IT alignment at strategic and operational level. 

Company E - To stay close to business policies rather than to the IT policies. 
- To gave reviews in strategic decisions. 
- In charge with IT strategies and the plan of implementation. 
- Designing of IT metrics that meet the business metrics. 
- Management of resources for acquired companies around the 

world. 
- Management of global resources and subsidiaries’ CIOs. 
- Management of IT outsourcing projects. 

 
 

model consists of 4 different areas based on the two variables mentioned before that 
are defining the IT usage and the role of CIO (see Figure 1) and are the followings: 

1. Supporter: in these companies neither the current nor the future IT has any 
significant impact on business and the role of CIO is to support current  
business processes. 

2. Enabler: In these companies IT has a high strategic relevance, however 
the future IT systems are not expected to have the same significant im-
pact on business and therefore the CIO role is to enable current business. 
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3. Cost Cutter or a Project Manager: in these companies the impact IT is low 
now but in the future the impact of IT will be higher, and therefore the CIO 
role “is either a Cost Cutter or a Project Manger who drives the future ori-
ented measures within IT department”. 

4. Driver: in these companies IT has now and in the future a high strategic  
importance and the CIO is a driver with a significant impact in the whole  
organization.O  

Enabler 
CTO 

Driver 
CIO & CTO 

Supporter 
MIS 

Cost 
Cutter/Project 

Manager 
Consultant 

HIGH

Strategic Importance of 
Running IT 

Strategic Importance of 
Changing IT 

LOW HIGH

 

Fig. 1. Role and Title Assignment for IT Executives [25] 

The result of the analysis of the CIO regarding the role and title assignment for IT 
executives [25] is the followings: 

1. Supporter: none of the CIOs. 
2. Enabler: none of the CIOs. 
3. Cost Cutter/Project Manager Consultant: none of the CIOs. 
4. Driver CIO & CTO: all 5 CIOs. 

The figures above show that our selected CIO’s are according to the model of Sojer 
et al. [25] very homogenous grouped and they “will have significant impact beyond 
the organizational boundaries of the IT department”.  

On the other hand as Earl and Feeny [7] stated, it is extremely important that a CIO is 
able to deliver value. In their research the authors have described several cases where 
CEO could not show value and therefore have been replaced and also cases where CEO 
was satisfied with the value that has been added by CIO. Furthermore Earl and Feeny 
[7] argue that the profile of the CIO who adds value has to fulfill the following criteria:   

1. Behavior: “is loyal to the business and is open”. 
2. Motivation: “is oriented towards goals, ideas, and systems”. 
3. Competences: “is a consultant/facilitator, is a good communicator and has IT 

knowledge”. 
4. Experience: “has had an IS function analyst role”. 

In the case of our Swedish MNCs we have analyzed the profile of a CIO who adds 
and how our studied CIOs fulfill these criteria from Earl and Feeny model [7]. The 
results of this analysis are described below.  
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1. Regarding first criterion “Is loyal to the business and is open”: we have found 
that this criterion it is relevant for all 5 CIOs.  

2. For the second criterion “Is oriented towards goals, ideas, and systems” we have 
found that it is relevant for all 5 CIOs. 

3. For the third criterion “Is a consultant/facilitator, is a good communicator and has 
IT knowledge” we have found that regarding consultant/facilitator and good 
communicator it is relevant for all 5 CIOs. But regarding IT knowledge: the CIO 
of company E definitively not, in case of the CIOs of company B and D this is 
partly true, and for the CIOs from A and C is relevant. 

4. Concerning the last criterion “Has had an IS function analyst role” definitively 
not for the CIOs of companies: B, D and E but relevant for CIOs of companies A 
and C. 

In summary we have to mention here that our interpretation of “competences and 
experiences” as pointed out in the last two criteria is that in the Swedish culture is 
used frequently the delegation of tasks and team works that enable the CIOs to use the 
best experts for all working areas. Furthermore, we can see from this case study that 
two out the five CIOs are fulfilling the entire criteria according to the model of Earl 
and Feeny [7] so we can claim that only these two CIOs are adding value to their 
companies.    

4.3   The IT Impact in the Swedish Leading MNCs 

For studying the impact of IT in or five leading MNCs we have used McFarlan’s 
strategic grid [20] and analyze how the IT projects and IT initiatives impact the 
business operations and business strategies. But because this framework doesn’t 
explain the use of IT in these MNCs we have firstly analyzed their IT strategies 
used by the CIOs and the way they are supporting the business operations and busi-
ness strategies. The results of our analysis are described for each of the companies 
in table 2. 

As it can be seen from the table 3, the IT strategies are supporting both the busi-
ness operations and the business strategies in the case of the five MNCs analysed 
here. On the other hand to get information about the impact of IT in these MNCs we 
have analysed the IT project portfolio in these MNCs. As we knew the IT projects in 
a company are changing overtime and this will affect the IT impact too. It is also 
important to mention that in all five MNCs the IT projects are in different phases 
now and some of them are having a higher impact versus the other IT projects that 
are having a lower impact on business operations and business strategies. For assess-
ing the impact of an organization’s portfolio of IT initiatives and projects we have 
used McFarlan’s strategic grid [20] which is a framework with four quadrants (sup-
port, turnaround, factory and strategic) looking on two dimensions: (1) the impact on 
business operations and (2) the impact of strategy and having two values: low  
and high. By using McFarlan’s strategic grid [20] the executives from a company 
could assess how “the approaches for organizing and managing IT” are placed on  
the strategic grid and get an indication of the alignment of IT to the strategic  
business goals [1]. 
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Table 2. IT Strategies used in the five Swedish Leading MNCs 

 IT strategies used  
Company A - Minimize the number of the different databases and adapt to 

future business needs. 
- Adaptations of the increasing strategically information flow to 

the national needs and lower the lead-time for the distribution. 
- Develop the multicultural collaboration and use it for best  

performance 24 hours/day. 
- Efficiently respond to business changes regarding number of 

employee, new supplier, customers and services. 
 

Company B - Providing precise and up-to-date information about every 
manufacturing level. 

- Relevant customised information systems. 
- Own developed ERP-like system and other subsystems. 
- Centralised strategic decisions and development. 
- Centralised IT and customisations to local environments. 
- E-commerce applications for suppliers. 
- E-commerce for customers. 

 

Company C - In-house IT department. 
- Service-Oriented IT for cutting the cost and being specific. 
- Security of daily operations. 
- Modularisation of IT technologies. 
- Keeping records of all manufactured and exported units. 
 

Company D - “Clean-up” strategy for outsourcing IT solutions. 
- Reducing the number of ERP application for more  

standardisation. 
- Outsourcing the whole infrastructure. 
- Periodical for IT infrastructure. 
- Security plans for data. 

 

Company E - Outsourcing IT manufacturing processes to low-cost countries.  
- Reducing the number of ERP applications. 
- Own developed manufacturing system. 
- Centralised IT strategies and architecture but local  

implementation. 

 
In case of our five Swedish MNCs the results of the IT impact among the two di-

mensions business operations and business strategy from the four quadrants of 
McFarlan’s strategic grid [20] will be presented below. The results are the followings:  

Support: None of the five Swedish MNCs have IT projects or IT initiatives that have 
little impact on the business strategy or business operations. 

Factory: All five Swedish MNCs have their own production; however company A has 
partly outsourced his production. Moreover Company B has a big manufacturing, 
which previously has been outside but later on they have in-sourced a big part of this 
production. Regarding Company C this has a large production in several manufacto-
ries while Company D has its own production with relative small series, but complex,  
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Fig. 2. McFarlan’s Strategic Grid  [1] 

proprietary products that can only be produced in-house. Concerning Company E this  
has a large production with large series. As we have noticed for all companies a “zero 
defects” of IT is essential. All companies, except company B has a large Research and 
Development department with several thousands of employee that would be affected 
in case of failure of IT systems. Therefore for company B that has a huge logistics 
around the world an important requirement is for a high IT reliability. Furthermore all 
of the IT projects in these companies have to be further developed in order to cut the 
costs and improve their performance. 

Turnaround: All five Swedish MNCs exploit the emerging strategic opportunities 
and innovations and therefore time to market and cost savings are fundamentals for 
these companies.  

Strategic: All five Swedish MNCs are committed to use IT for enabling core busi-
ness operations and business strategies. The companies A, C, D and E have long term 
strategic plans with their product development, which takes several years to design. 
Furthermore the product development is IT intensive in all phases and this requires 
tide coordination between IT organization and the developers’ group. For these com-
panies with such a long strategic planning the IT impact is very high on business 
strategy and operations. On the other hand for company B the IT impact is lower on 
business operations than the others but the IT impact on business strategy is higher 
due to the planning, logistics etc. which is extremely important for this company.   

5   Conclusions 

The results of the comparative analysis of IT leadership in five Swedish MNCs have 
brought detailed information about CIO role, responsibilities and profile. Furthermore 
this analysis has detailed the profile of the five IT executives that adds value to their 
organizations. The results in this direction has pointed out that in only two of the five 
Swedish MNCs the CIO is adding value more precisely in case of companies A and 
C. Concerning the role played by the CIOs we have found that in all five MNCs 
he/she is a Driver and the strategic importance of running IT is high. On the other 



 Information Technology Leadership in Swedish Leading Multinational Corporations 521 

hand as King [14] stated “to be effective in strategic business context, the CIOs must 
be strategic change agents”. In our case studies as we have seen none of the CIOs is a 
Cost Cutter/Project Manager Consultant therefore the strategic important of changing 
IT is low.  Last but not the least we have found that in companies A, C, D and E the 
impact of IT strategy on business strategy is high due to the fact that these MNCs 
have long term strategic plans. In conclusion the CIO role, responsibilities and profile 
analysed in the case of the five leading Swedish MNCs are important factors that have 
a contribution to the strategic impact of IT in these MNCs therefore the comparative 
analysis provided in this paper will help the IT executives and top mangers to the 
development of the CIO profile in this business environment.          
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Abstract. E-government includes fast and improved citizen service from a 
quantitative and qualitative point of view, as well as the restructuring and reen-
gineering of organizations and their services, through the increased usage and 
exploitation of the capabilities and services of ICT’s and the Internet. The esca-
lation of the e-government services begins with easy access to governmental  
information and passes through the e-transactions between citizens and the pub-
lic organization and reaches the electronic delivery of the requested document. 
A prerequisite in order to support the aforementioned e-government services 
“layers” is the development of an electronic system, which supports e-protocol, 
e-applications/e-petitions and internal organizational function of the public  
organization. In addressing the above context, this article presents an  
e-government structure which supports and provides the aforementioned  
e-government services “layers” in order to provide public information dissemi-
nation, accept electronic document submissions, manage them through e-
protocol and support the operations through the appropriate electronic structure.  

Keywords: e-government, e-protocol, e-transactions, governmental functions, 
e-tools, e-applications, e-petitions, e-delivery, ICT.  

1   Introduction 

Ε-government constitutes an extensive area of knowledge, principles and policies, and 
thus among others includes the following ideas. Firstly, user centric services are de-
signed from the perspective of the user. This implies taking into account the require-
ments, priorities and preferences of each type of user. Efficient, high quality public 
services for all are fundamental for economic growth, more and better jobs and  
affordable solidarity in Europe. 

E-government should now realize its promise of measurably more efficiency, more 
effectiveness for the users, higher quality services, full accountability, better democ-
ratic decisions, and inclusive services for all. Widespread modernization and  
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innovation of public administrations must become a reality. The focus is to move 
from readiness to impact and transformation. The emphasis should shift from online 
availability to achieving impact and wider user take-up, using more comprehensive 
benchmarking. Organisational innovation includes the improvement of human re-
sources and skills. These “human” factors are essential to be able to make progress on 
organisational innovation but – most importantly – they should also be a driving force 
to turn organisational innovation into a continuous process. E-government refers to 
the federal government’s use of information and communication technologies (such 
as Wide Area Networks, the Internet, and mobile computing) to exchange information 
and services with citizens, businesses, and other arms of government. It originates 
from penetration of ICTs within the governmental domain. E-government transforms 
the traditional and well known shape of governmental structure, services and opera-
tions to a new figure which affects strongly the e-citizen transactions with the  
governmental services. More and more governments are using information and com-
munication technologies and especially the Internet or web-based applications, to 
provide services among governmental agencies and citizens, businesses, employees 
and other nongovernmental organizations [1],[2]. Just as e-learning [3],[16],[17], e-
health and e-commerce [4], e-government represents the introduction of a great wave 
of technological innovation as well as government reinvention. E-government uses 
the most innovative information and communication technologies, particularly web-
based applications, to provide citizens and businesses with access to governmental 
information and services, to improve the quality of the services and to develop and 
provide greater opportunities to citizens to participate in democratic institutions and 
processes [5],[6]. This includes transactions between government and business, gov-
ernment and citizen, government and employee, and among different units and levels 
of government like justice, taxation, welfare, social security, procurement, intra-
governmental services etc [7],[8],[9],[10],[11],[12]. All these require technical  
policies and specifications for achieving interoperability, security and information 
systems coherence across the public sector [13],[14],[15]. 

The above context constitutes a basic body of knowledge for the design and devel-
opment of e-government applications. On this basis, and towards a modular design of 
the electronic transactions, we analytically specified, designed, and developed a ge-
neric e-government environment that is based on a highly interactive, user-case model 
(citizen, employee, and administrator) and a flexible-interoperable scheme of assistive 
communication tools. 

2   Structure of the E-Government Environment  

The e-government environment consists of three systems: A web portal, the e-
protocol system and finally the e-applications/e-petitions system. The last two will be 
described as one, since the latter may be considered as an extension of the e-protocol 
system. The governmental organization consists of six departments (planning, havoc 
compensation, housing, protocol, finances and research). Each department has one 
director and a large number of employees. 
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2.1   Web Portal’s Environment Tools 

The web portal environment includes tools that offer flexibility and adaptability  
depending on their use. The design of these tools is based on web services, such as 
discussion forums, chat, message box, e-libraries, which are widespread in the public 
web community. These tools are distinguished into two groups: ‘‘informative’’ and 
‘‘communicative’’. On the one hand, the ‘‘informative’’ tools include services related 
to the information of governmental functions and their presentation. On the other 
hand, the ‘‘communicative’’ tools include services that allow the communication of 
users belonging to the same or different group (session level). The web portal envi-
ronment enables the management of these tools according to the user groups’ permis-
sion. More explicitly, the ‘‘informative’’ tools are the following: announcements, 
frequently asked questions (F.A.Q.) and e-libraries. Respectively, the ‘‘communica-
tive’’ tools are: discussion forums, message boxes, chat and e-requests. Finally, it 
must be noted that the environment relates the tools according to the specific user 
level permissions. These levels are analyzed in the sections to follow. 

2.2   User Levels 

Seven user levels are distinguished (Fig.1) in the web portal environment. Different 
supporting tools exist in each one of them.  

 

 

Fig. 1. User Levels 

Depending on the corresponding use, these levels have also a different role: Admin-
istrator, Manager, Director, Employee, Protocol Administrator (Employee), Registered 
(Authorized) User and Unauthorized User (Guest). Each of them interacts with the 
other through the ‘‘informative’’ and ‘‘communicative’’ tools related to each level.  

The administrator coordinates and manages the e-government application through 
the administrative tools. The administrator determines which user level-group has the 
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permission to use the corresponding ‘‘informative’’ and ‘‘communicative’’ tools. 
Moreover, the administrator can communicate with the other user levels in order to 
solve issues and has the privilege of updating the system. Finally, the administrator 
decides about the preparation, design and diffusion of the electronic content to  
the citizens. Through user friendly and interactive ICT web tools, the administrator 
authors the governmental content.  

The Manager, Director and Employees user levels are described together, as they 
incorporate many similarities. The manager decides about the preparation, design and 
diffusion of the electronic content. Moreover, through the communicative tools, the 
employees cooperate with the directors, the directors with the manager and the man-
ager with the administrator with respect to discussing solutions to problems and to 
exchange ideas for the better functionality of the system. Finally, these three user 
levels play an important and diverse role in the e-protocol chain, which will be  
described later.  

The Protocol Administrator (Employee) is responsible for the e-protocol system. 
Besides the “informative” and “communicative” tools, he/she has the ability to view, 
change (under conditions) and add applications/petitions to the e-protocol system. The 
applications/petitions are fully categorized and new categories can be created. The 
Registered (Authorized) Users have the ability to see and change specific information 
regarding their account, can view the progress of their applications/petitions and  
finally, they can make new applications/petitions that are supported by the  
e-application/e-petition system.  

Finally, Unauthorized Users (Guests) can enter and search the data structure as a 
means of gathering important information. Finally, they may be informed about the 
news and events through the news and calendar service. 

3   User Tools and Services 

3.1   Administrative Tools 

The environment provides administrative tools that are divided into two groups as 
follows: Management of the web portal system and management of the e-protocol and 
e-applications/e-petitions system. The management of the web portal system incorpo-
rates management of the “informative” services and management of the “communica-
tive” services (Fig. 2). The management of the informative services is an important 
issue, as through it the administrator has the flexibility to manage the following on-
tologies: The users, the main menu description, the e-library, announcements and 
finally, the frequently asked questions (F.A.Q.). The environment tools enable the 
administrator to organize the informative content. 

Correspondingly, the communicative services group consists of interactive forms 
through which the administrator manages chat session, the discussion forum and fi-
nally, the message box. 

Management of the e-protocol and e-applications/e-petitions systems incorporates 
management of the petitions, their categories and their deadlines. The transactions 
executed in each group concern retrieval, insertion and update of the corresponding 
data. All web requests/responses are carried out through interactive and user-friendly 
forms. 
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Fig. 2. Administrative Tools 
 

 
Fig. 3. Manager / Director / Employees Environment Tools 



528 A. Drigas and L. Koukianakis 

 

3.2   Manager-Director-Employees Environment Tools 

The environment tools (Fig. 3) for these user levels are divided into three groups: 
Communicative, Informative and General Services. The group of communicative 
services is the one that enables these three user levels to communicate with the other 
user levels. The tools that employ these tasks are: the discussion forum, the message 
box, and chat. The second group of the informative services consists of tools that 
enable the fast access and management of the electronic content. This content cannot 
be accessed by unauthorized users. The general services group includes tools that are 
different for each user level and play an essential role in the e-protocol chain. 

3.3   Protocol Employee Environment Tools 

The environment tools of this user level (Fig. 4) are similar to the ones mentioned in 
3.2. In addition, this level has extended tools regarding the e-protocol system. The 
protocol employee has more privileges in the e-protocol system and can also interact 
with the e-petitions system. This level is the starting and ending point in the e-
protocol chain. 

 

 
Fig. 4. Protocol Administrator Environment Tools 

3.4   Registered - Authorized Users Environment Tools 

The registered-authorized users have permission to interact with the e-Petitions sys-
tem (Fig. 5). They can submit an application to the agency, as long as it is supported 
by the system. Moreover, the registered-authorized users have the ability to track the 
status of the applications they had submitted in the past. Finally, they can view and 
change some of their account information. 
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Fig. 5. Registered - Authorized Users Environment Tools 

3.5   Guest - Unauthorized Users Environment Tools 

The Guests – Unauthorized Users, on the other side, can browse the web portal in 
order to obtain valuable information regarding the agency and/or the issue(s) they 
wish to apply for. In order to apply, the guests-unauthorized users have to create an 
account (register) and interact with the e-Petitions system. 

4   Structure Presentation 

4.1   General Description 

The presented environment is used as the web portal of the Earthquake victims’ Com-
pensation Agency. The application serves as a means for the electronic collaboration 
of the agency’s employees as well as for the general informing of citizens regarding 
the e-services. The basic contribution is the application of the communicative services 
(discussion forum, chat, message box) as a means of central-based communication of 
the agency with its employees and with the citizens. The main objective of the devel-
oped infrastructure is the diffusion of information from the agency to everyone and 
the improvement of the e-services to the citizens. The portal’s contribution with re-
spect to information and valorization is the diffusion of the agency’s information and 
services to the simple Internet user. 
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4.2   The Core of the e-Protocol System 

The e-Protocol system accepts petitions from various sources such as deposits, faxes, 
standard mail, e-mail and from the Internet. In the case where the petition’s source is 
the Internet, the applicant receives a confirmation number and directions in order for 
his/her application to be fully registered. This mechanism is intended to avoid fake 
applications entering the e-protocol system.  

Once a new petition has entered the system, the procedure shown in Fig.6 is ap-
plied. The application is regarded as a new task that must be assigned to someone in 
order to process it. In the beginning it is assigned by the Protocol Administrator to the 
Department Manager, who in his/her turn assigns it to one or more Department Direc-
tors and the latter to one or more employees. Finally, it reaches the Protocol Adminis-
trator who completes it and sends it to the Correspondence Office. All steps are auto-
mated and the system has been designed so as to minimize the need of human inter-
vention. For instance, the users are notified by the system when a new task is assigned 
to them. The transactions are made under secure communications (SSL) and there is 
an idle timeout of 20 minutes. If there is no activity during this period, the system 
automatically logs out the user. 

 

Fig. 6. E-Protocol Chain 

5   Conclusions 

E-government is the challenge for European Governments, to simplify, accelerate and 
improve, the delivery of the governmental circle services and facilities to the citizen. 



 Government Online: An E-Government Platform 531 

 

According to Lisbon’s Ministerial Meeting, EU groups of policies and initiatives, 
known as E-Europe, among other policies and priorities for the Information Society, 
give emphasis on Government online. This ensures that citizens have easy access to 
government information, services and decision-making procedures online. The big 
issue for e-government is to use Information and Communication Technologies 
(ICT’s) to develop efficient services for European citizens. In particular, the basic aim 
is to develop Internet-based services to improve public access to information  
and public services, to improve public administration transparency through the 
Internet and to ensure that citizens have access to essential public data to allow  
them to take part in the decision-making process. Moreover, another goal is to ensure 
that electronic technology is fully used within public administration, with secure 
software and usage of secure layers in order to guarantee and reach some security 
standards.  

E-government refers to electronic access to government information and services. 
As it has been mentioned before, the e-government idea includes fast and improved 
citizen service from a quantitative and qualitative point of view, as well as the restruc-
turing and reengineering of the providing organization and its services, through the 
increased usage and exploitation of the capabilities of the information and communi-
cation technologies and especially through the facilities and services of the Internet. 
The escalation of the e-government services begins with the easy dissemination and 
easy access of the citizen to the governmental information and passes through the 
electronic transactions between the citizen and the public organization and reaches the 
electronic delivery of the requested document by the public organization to the citi-
zen. An obvious prerequisite, in order to support the above “layers” of the e-
government services is the development of an electronic infrastructure which is able 
to support e-protocol, e-applications/e-petitions and internal organizational function 
of the public organization. In addressing the above context, this article presented an e-
government structure which supports and provides the aforementioned “layers” of the 
e-government services. This e-government structure, which introduces the notion and 
practicalities of electronic technology into the various dimensions and ramifications 
of government, has been developed by Net Media Lab of N.C.S.R. “Demokritos” for 
a Hellenic Public Organization, in order for the latter, to provide public information 
dissemination, accept electronic document submissions and manage them via e-
protocol and support all the operations via the appropriate electronic structure which 
supports easy communication among the organization’s departments as well as robust 
and user-friendly document management, storage, search, retrieval, handling and 
delivery. 

Summing up, this paper presented an e-government environment based on infor-
mation and communications tools. Our contribution is based on the proposal of a 
generic electronic scheme that enables distant collaboration of the agency’s employ-
ees and the e-citizen. The included tools serve communicational and informative 
governmental functions through a user-friendly, interoperable and distributed web-
based architecture. It must be noted that two basic axes are served. The first is  
the communication of the employees and the e-citizen, 24 hours a day, and the e-
content development for different user levels. The second axe includes the delivery of 
e-services to the citizen. 
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Abstract. Critical infrastructure systems currently conform highly complex and 
interdependent networks. While simulation models exist for different infrastruc-
ture domains, they are not always available when incidents are unfolding, and 
in many cases they cannot predict the cascading effect of failures that cross do-
mains, or they are not able to support the rapid situation assessment required  
in response phase. To address a high-level view of the incidents in a given 
situation, both expert and domain knowledge and also computational models 
cross-cutting infrastructure systems are required. This paper describes the main 
elements of a basic formal infrastructure incident assessment ontology (BFiaO) 
that factors out the main elements required for applications dealing with inci-
dent assessment. Such ontology is intended to be extended with the specifics of 
each domain and infrastructure network. Situation assessment knowledge in-
cluding reasoning can be captured with rules that suggest potential risks given 
the interdependency patterns in the network, having the outcomes of these rules 
different status according to their sources. Examples of this kind of risk-
oriented assessment are provided.    

Keywords: Emergency management, critical infrastructures, ontologies, situa-
tion assessment, rules OWL, SWRL. 

1   Introduction 

Emergency management (EM) is the continuous process by which individuals, 
groups, and communities manage hazards in an effort to avoid or ameliorate the im-
pact of disasters resulting from them. The process of emergency management in-
volves four broad phases: mitigation, preparedness, response, and recovery. Situation 
assessment becomes critical while an emergency unfolds and response is being de-
ployed, as effective decision making relies on the availability of rules that guide the 
rapid understanding of the situation (McLennan et al., 2007).  

As incidents are complex and evolving, systems able to assess the vulnerability of 
infrastructures and anticipate consequences and side effects of adverse events play a 
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key role in effective response management (Ezell, 2007). Infrastructure systems are a 
central element in the assessment of potential hazard risks in the course of incident 
tracking, as they have direct impact in life conditions of diverse kinds. An important 
aspect of critical infrastructures such as electric power, water distribution, transporta-
tion and telecommunications is that they form highly interdependent networks 
(Brown, Beyeler and Barton, 2004), and in consequence, vulnerabilities in many cases 
cross infrastructure boundaries, as is known to occur in the case of earthquakes 
(Dueñas-Osorio, Craig and Goodno, 2007). Further, adverse events causing emergen-
cies have in many cases a cascading effect in interrelated networks (Pederson et al., 
2006; Zimmerman and Restrepo, 2006). For example, a failure in gas distribution in 
many cases puts electrical supply at risk.  

Causal relations or failure cascading inside and between infrastructure systems can 
in some cases be anticipated by experts that have experienced similar incidents in the 
past or have sufficient knowledge to predict them, complementing simulation models 
(Ezell, 2007). Simulation requires in general human expertise and complex and de-
manding computing requirements. Further, simulation is aimed at predicting effects of 
some events by using models with considerable fidelity with the real systems, so it is 
typically used in the preparedness phase of emergency management. However, in the 
response phase, a higher-level support for situation assessment is required, and simu-
lation often does not fit the requirements of quick decision-making. Further, opera-
tional units do not always count with simulation systems, and simulation models that 
include several infrastructure domains are often difficult to find. This entails that 
experts become a key source of reliable assessment on the potential courses of evolu-
tion of the incident. The problem of relying on experts is twofold. On the one hand, 
there is a requirement of availability of concrete people and information flow that is 
difficult to manage when the incident has just started. And on the other hand, knowl-
edge is dispersed among experts of different domains, and some relations between 
infrastructural domains might be overlooked. This justifies the engineering of systems 
that integrate high-level expert knowledge, domain knowledge and computational 
models for the assessment of risks before and during emergency.  

Systems dealing with emergencies are data-intensive and require a number of inte-
grated data models, including geospatial information, inventories of available  
resources and of vulnerable facilities or populations. Proposed standards for the inter-
change of data related to EM have emerged in the last years, e.g. the Tactical Situa-
tion Object (TSO) is aimed at exchanging information during EM and the OASIS 
Emergency Management Technical Committee1 has released the Common Alerting 
Protocol (CAP) and the suite of Emergency Data Exchange Language (EDXL) speci-
fications with related aims. Also, systems supporting the sharing of information dur-
ing emergencies have appeared, as the open source system SAHANA2. Nonetheless, 
while information sharing is essential in the process of building collaboration during 
emergencies, situation assessment requires a priori models and expert knowledge that 
cross-cuts several aspects of the affected area. Ontologies have been proposed as 
knowledge-based models for threats, infrastructures and other EM-related elements 
(Little and Rogova, 2009; Araujo et al., 2008), but in infrastructure interdependency 
modeling such representations require some sort of upper-level ontology that  
                                                           
1 http://www.oasis-open.org/committees/emergency/  
2 http://www.sahana.lk/  
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integrates the common aspects and relationships that concern the different domains. 
This paper describes the first version of a Basic Formal Infrastructure Incident As-
sessment Ontology (BFiaO3) addressing those high-level aspects. The reasoning proc-
esses related to situation assessment as the incident unfolds is captured with SWRL 
rules4. As knowledge related to these situations is imperfect, a diversity of kinds of 
reliability in the results of inferential processes is considered, along with the modeling 
of potential events as possible worlds that might be confirmed by events actually 
occurring.  

The rest of this paper is structured as follows. Section 2 describes the main ele-
ments of a basic formal infrastructure incident ontology. Then, Section 3 describes 
how reasoning on cross-domain situations can be implemented via SWRL rules, using 
examples. Finally, conclusions and outlook are provided in Section 4.   

2   Main Elements of a Basic Formal Infrastructure Incident 
Assessment Ontology (BFiaO) 

The BFiaO provides a basic model covering the common high-level aspects of infras-
tuctures (electical, gas, etc.), causes of incidents (be them natural or caused by humans) 
and the incidents themselves as situations that in some cases evolve or are qualified as 
emergencies. Infrastructure can be defined as the basic physical and organizational 
structures needed for the operation of a society or enterprise. The Basic Formal Infra-
structure Incident Assessment Ontology (BFiaO) aims at providing a base model for 
the assessment of situations that involve a risk that might derive in an emergency. 

2.1   Basic Domains and Network Model 

A domain is in general a "sphere of activity or concern" (often referred to as “sectors” 
as electricity, gas, etc.). In our context, a domain is a sphere of activity for which 
specific infrastructures exist and provide services, capabilities or goods that are im-
portant to human activity. Domains are not reified as objects in the ontology, but are 
expected to be reflected in the modular structure of the ontology. A network is a con-
crete infrastructure covering a domain that is deployed (usually at a national level). A 
country may have several networks covering a single domain. A network is described 
in an abstract way as a collection of geolocalized Nodes5 and a collection of physical 
or logical Connections among them (both kinds of elements are labeled Networ-
kElements). This represents a basic graph model where Nodes and Connections 
are infrastructure elements of any kind with connectsTo (inverse isConnectedBy) 
as the property to specify the nodes connected. A typical example of a node is an 
electrical generator, while an example of a connection is an electrical transmission 
line. It should be noted that different kinds of nodes and connections determine dif-
ferent incident assessment models. A transitive partOf property is used to define a 
mereology equivalent to the one in the Basic Formal Ontology (BFO6) for networks 
                                                           
3 The BFiaO version 0.5 is currently available in Ontology Web Language (OWL) format. 
4 http://www.w3.org/Submission/SWRL/  
5 Ontology elements are provided in Courier font in this document. 
6 http://www.ifomis.org/bfo  
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(including eventually ovelaps). Geographical description in BFiaO is currently mod-
eled in two variants: one reusing the SWEET spatial ontology7 and a lighter one using 
a simple point-based geolocation definition. The geospatial location of every Node is 
required in the ontology.  

The semantics of connexions are highly service-dependent, which requires models 
of service flow. For example, a RailRoad segment a can be modeled as a kind of 
Connection between two nodes (representing for example populations). Then, if we 
have the event road:CarAccidentEvent(cae)8 (events are introduced later) with 
blocksConnection(cae, a) and hasStartTime(cae, t), then a directed-
graph traffic model is able to provide alternative routes while end time is not known, 
and perhaps predict the level of congestion in them.  However, the failure of a gas 
conduction follow different semantics, as in that case, the target is providing addi-
tional input to the network from other gas sources. In gas conduction networks, some 
Node instances are sources of service (modeled as a isConnectedBy sub-property 
providesInput) to connections. The pressure level of the gas in each connection 
part can be measured from the nodes providing input. 

2.2   Interdependencies 

Interdependencies are of a various nature. Table 1 provides a classification of its ma-
jor types, covering part of those defined by Dudenhoeffer, Permann. and  Manic 
(2006). These interdependencies are the source of cause-effect short-term predictions 
that can be combined with other cause-effect (Hernández and Serrano, 2001) models. 

Note that dependencies between networks are perfectly possible, e.g. there might 
be several companies providing some infrastructure service and they have some 
points of connection between them. Robert, De Calan and Morabito (2008) describe 
an assessment framework for any kind of interdependency based on modeling the 
resources used (and which of them are alternatives in case of failure) for each com-
modity or service delivered. That model can be represented as a specialization of the 
BFiaO in which alternative resources are represented as a kind of connection. It 
should be noted that Connection is not tied a priori to any kind of directionality, 
effect or valence between the nodes connected, these domain-specific aspects are left 
to subsumed concepts. 

Interdependencies may be declared as instances a priori (e.g. when the dependency 
is known because of physical connectivity), but in other cases, they are tacit, as results 
of inference. This is the case of physical connections which can be modeled by 
SWRL rules as the following: 
 
Trans:TrainAccidentEvent(?ae) ∧ geolocation(?ae, ?g)  
   ∧ hasStartTime(?ae, ?t) ∧ Connection(?c)  
   ∧ physicalLocation(?c, ?g2) ∧ overlaps(?g, ?g2)      
→ PossibleEvent(?pe)  ∧ 
   negativelyAffectsConnection(?pe,?c) ∧ hasStartTime(?pe, ?t) 

                                                           
7 http://sweet.jpl.nasa.gov/ontology/  
8 Ontology elements not belonging to the abstract upper BFiaO model are prefixed with name-

space labels. 
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Table 1. Kinds of infrastructure interdependency and their nature 

Interdep-
endency 
kind 

Nature Identification 

Physical Physical elements lying close to 
each other are likely to be af-
fected by the same physical 
incidents.  

They can be identified among physical 
network elements by using geospatial search 
functions. However, the notion of  
“closeness” presents element-specific as-
pects, e.g. not all the incidents affect the 
same kinds of nodes. This requires the use 
of a mereotopology (Smith, 1996) and  
domain-specific knowledge. 

Connec-
tivity based 

As nodes require inputs from 
other nodes that go through 
connections, failure in network 
elements potentially affect those 
directly or indirectly connected. 

They can be identified from network struc-
ture, taking into account the high-level 
dynamics of the network. 

Policy or 
procedural 

The failures of some nodes that 
have a special role in the con-
trol of the system inhibit the 
operation of other nodes, even 
though the connections are not  
in failure. 

These require network-specific knowledge 
of the configuration of the system. 

 
Thus some interdependencies may be tacit instead of explicitly declared. The rule 

above is still too generic, as it does not consider the level of protection of physical 
connections. Also, only narrow geospatial location specifications are useful in that 
kind of rules, e.g. a geospatial location defining a relatively large area for an accident 
is not giving the appropriate precision for the kind of inference intended. 

2.3   Events and Incidents  

Events are any kind of spatiotemporal wholes that has differentiated beginnings and 
endings corresponding to real discontinuities. Incidents are a kind of event that are 
considered “adverse”. Adversity in our context cannot be defined except by enumera-
tion of event types. Further, the potentiality of becoming a threat of some event types 
is highly dependent on the context and previous knowledge, e.g. intense rainfall can 
be considered adverse for some places and situations and not for others. Then, inci-
dents are modeled through incident type taxonomies, and the decision on which 
events become an incident will be application-determined. A taxonomy derived from 
the CEN Workshop Agreement (CWA) code CWA 15931-2 “Disaster and emergency 
management - Shared situation awareness - Part 2: Codes for the message structure” 
has been used as a point of departure. Concretely, the categories specified in the 
CWA as /EVENT/TYPE/CATEGORY can be mapped as subsumed by Incident, e.g. 
class FIRA_Event in the ontology maps the /FIR/CLA category for “class A” fire. 
Some categories determine means to be applied, e.g. class A fire requires the use of 
water. Incidents are also temporally and geographically determined. Geospatial local-
ization is common to the one used for infrastructure nodes.  
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2.4   Possible Events 

Interdependencies between different kinds of events are the central element of the 
BFiaO, which focuses on the short-term evolution of incidents in terms of new events. 
A critical element in emergency response answering the “what may happen?” ques-
tion. Events are facts about the past, and they are “fixed” or necessary. However, 
assessing what may happen requires statements about the future, which are by nature 
not necessary. The PossibleEvent concept introduces a category of future events 
that serve as the basis for those short-term future statements. They should be inter-
preted in terms of epistemic possibility, i.e. “given the available information” such 
element is possible. Predictions in this context are of a diverse kind. Some of them 
that come from some kind of evidential or probabilistic model (Klir, and Wierman, 
1998) are represented as ModelBasedPossibleEvent and often numerical probabil-
ity or evidence levels are associated to them. A category of these events are 
WeatherForecasts, which come from analysis of meteorological conditions, and 
are considered reliable to some extent. Other possible events may come from the 
codification of expert knowledge, which have a very different epistemological status. 
Eventually, these different kinds of predictions will be combined in the reasoning 
process when crossing domains. Then, provenance of predictions is a critical element 
in decision making, helping in the differentiation of two very different epistemologi-
cal categories. This is for now accomplished by the trace of the reasoning process. 

An event occurring in a concrete situation that affects nodes or connections change 
in general the dynamics of the networks and the overall properties of the services 
provided by the infrastructures. The changes in some elements affect others (i.e., the 
interact with others), leading to a new status, eventually with a reconfiguration of the 
collection and level of criticity of the elements. The computation of the new status 
depends on the characteristics of the models for each network, and they might entail 
reasoning or numerical algorithms that are outside the BFiaO scope. Figure 1 shows a 
general transition diagram representing the main situation tracking elements. Events 
are received at any state, and eventually one of them is considered an incident, thus 
changing to a situation in which possible events are started to be considered. As pos-
sible events are temporal, they will be confirmed or disconfirmed, causing a dynamic.  
 

 
Fig. 1. Schematic dynamics of the assessment system system as a state-transition diagram 
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reconsideration of the present state. This requires a sort of non-monotonic reasoning 
in which the possible world considered are retracted and reconfigured as events occur 
(or as the predictions are not materialized at the time they were expected to occur). 

Finally, incident situations have an indefinite duration. Since the modeling of situa-
tions is targeted to human assessment, it is expected that a decision maker determines 
when an incident situation has terminated.  

2.5   Criticity as a Temporal Category 

There is not an universal definition of a "critical node" or "critical connection", as 
criticity depends both on the objectives of the ongoing action and on the current situa-
tion, i.e. criticity is not an essential but an accidental feature of these elements. Then, 
criticity is assessed by means of CriticalElementAssessments, which are time-
stamped records of criticity for a given element and situation. In some cases, criticity 
is interpreted as vulnerability, for which assessment methods have been proposed 
(Baker, 2005). Vulnerability can also be associated to an entire network (Holmgren, 
2006). 

3   Integrating Reasoning on Incident Assessment 

In what follows, an example will be used to illustrate the use of the BFiaO to model 
emergency situation assessment cross-cutting domains. The starting point of the op-
eration of a situation assessment episode is the arrival of an alert with effects that may 
qualify as incident9. Concretely, the starting point is that of the forecast of a severe 
storm localized in the area of the Barcelona port (see Figure 2). The forecast of the 
event specifies a time t and the geographical area affected, and uses the Phenomena 
SWEET ontology to specify the type Storm, and the associated quantitative strength 
measures. The forecast results in the creation of a new situation with the storm as the 
starting point. If the forecast is not confirmed by an event, the entire situation will be 
discarded.  

If the event is confirmed, the elaboration of short term potential effects starts. The 
StormEvent is used to infer a potential closing of the port (label 1 in Figure 2), in-
cluding the loading bays. If the port is modeled as a connection to several nodes in 
different infrastructure networks, then the following node generically (domain-
independent) infers possible related effects in these nodes. 

PossibleNodeClosingEvent(?nce) ∧ hasStartTime(?nce, ?t) 
   ∧ blocksConnection(?nce, BCNport) 
   ∧ connectsTo(BCNPort, ?n) ∧ ?Node(?n)  
→   PossibleEvent(?pe) ∧ 
     blocksNode(?pe, ?n) ∧ hasStartTime(?pe, ?t) 
 
Then, potential blockings (e.g. labels 2 and 3 in Figure 2) are interpreted in terms of 
domain-specific infrastructure networks. For example, the blocking of the port may  
 

                                                           
9

 The situation is completely fictitious, including infrastructure elements, conditions and the 
logic of interdependencies, it serves only as an illustration.  
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4 : gas distribution segment

 
Fig. 2. Illustration of the situation area for a fictitious scenario 

result in the blocking of the delivery of liquefied natural gas (usually transported in 
ships), which results in a decrease in the input to the gas distribution network af-
fected. Having a specific kind of connection NaturalGasConduction, the follow-
ing rule (elements specific to the gas domain are in namespace ng) triggers the  
computation of a possible gas conduction state (subsumed by PossibleConnec-
tionState) related to the possible event. The possible state is computed by a  
ng-alg:computeNew algorithm. In this case, the resulting new pressure state (label 
4 in Figure 2) could also be represented through rules, but in other domains numerical 
models are complex and bridging the rules with domain-specific algorithm implemen-
tations become a more efficient solution.  
 
PossibleEvent(?pe) ∧ blocksNode(?pe, ?ge) ∧  
   ng:GasProvidingStation(?ge) ∧ ng:NaturalGasConduction(?ngc)  
   ∧ providesInput(?ge, ?ngc) 
→  ng:PossibleGasConductionState(?x) ∧ causedBy(?x, ?pe) 
    ng:possibleConductionPressure(?x, ng-alg:computeNew(?pe)) 
 
If the pressure in the new potential state computed goes below a threshold, a new 
possible event will be predicted, in this case affecting infrastructure elements fed by 
the gas conduction. These may include a combined cycle power plant, which will be 
affected by the lack of gas supply (label 5 in Figure 2). This in turn might lead to a 
loss of power supply in a part of the electrical network.  

The resulting chained events will be time-located and a graph of possible events 
will serve as the trace of the short-term possible worlds predicted, they will then be 
timed-out, disconfirmed or in some cases confirmed by actual events. A problem with 
that chain of cascading events is placing a limit in the inference process. The  
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inference engine can be provided with a maximum limit of chained inference steps, or 
on-demand chaining depth could be implemented to provide control to operators.    

Associated to the above, measures of criticity might evolve, e.g. it might be that the 
vulnerability of the electricity network in the above example lead to a new Possi-
bleNetworkState with an increased vulnerability, computed using a numerical 
metric as a clustering coefficient (Holmgren, 2006). That new state might be followed 
by a suggestion of special protection other electrical stations different from the one 
affected, that become critical as alternative sources in that situation. 

4   Conclusions 

Infrastructure systems play a central role in emergency management, and they are 
interdependent due to physical, operational and functional dependencies. High-level 
models of infrastructure components can be used to monitor the short-term evolution 
of incidents when crossing infrastructure domains. This paper has described the main 
elements of a Basic Formal Infrastructure Incident Assessment Ontology (BFiaO) 
serving as an upper model for representations combining infrastructure interconnec-
tions and situation assessment based on the notion of incident. As the model is aimed 
at being generic, it includes support for different kinds of epistemological accounts 
regarding the events that may happen considering an unfolding situation, including 
numerical models based on domain theories but also subjective expert knowledge 
representations. The modeling of short term predictions requires modeling possible 
worlds (in the epistemic sense), so that actual events confirm or invalidate previous 
hypothetical scenarios.  

The BFiaO version described here is 0.5, covering the base model and examples 
coming from several domains, future versions are expected to be improved and modi-
fied as different domains are elaborated. Some of the aspects that are currently con-
sidered as extensions to the BFiaO include the merging of situations (i.e. combining 
two situations into a single one, provided that they are somewhat interrelated) and 
some conventions for interfacing the high-level causal models based on BFiaO with 
sources of data as CAP alerts or Geographical Information Systems (GIS). 
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Abstract. With the evolution in the computer networks, many companies are 
trying to come up with efficient products which can make life easier for net-
work administrators. Silent automated installation is one category among such 
products. In this paper, we have proposed Cognitive Agent for Automated 
Software Installation (CAASI) which provides silent, automated and intelligent 
installation of software(s) over the network. CAASI will intelligently install any 
kind of software on request of the network administrator. CAASI uses an effi-
cient algorithm to transfer the software installation setup on the network nodes. 
The system is fully autonomous and does not require any kind of user interac-
tion or intervention and performs the task(s) over the network with the help of 
mobile agents.  

Keywords: Automated Software Installer, Network Installation, Silent Installa-
tion, Cognitive Agents, Multi-Agent System. 

1   Introduction 

Computer technology plays an important role and become a necessity in current mod-
ern world.  Computer networks have become core part of every organization in to-
day’s modern world. Hospital, software houses, offices, colleges, universities etc 
computer networks exists every where and have become the backbone of every or-
ganization. Computer networks have become very complex (network consisting of 
networks of networks) and managing, maintaining such networks has become a chal-
lenging task for network administrators [19].  Network administrator along with its 
team is responsible for maintaining and managing the network and they have to keep 
each and every node of the network up and running. The job includes monitoring of 
network nodes (i.e. monitoring of malicious applications on network), software de-
ployment (i.e. installation /un-installation of software’s) on network nodes and man-
agement of network (adding / removing resources on the network). 

Software deployment on network sometimes becomes very tedious and time con-
suming task as the process needs human interaction. Traditionally, network adminis-
trator or their subordinates have to physically move to each computer in the network 
one by one and run the installation setup manually which initiate installation wizard. 
The installation wizard helps the user in the installation of the software and usually 
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consists of series of steps which requires user interaction [3]. However, some soft-
ware setups provides silent installation feature (i.e. software can be deployed without 
user interaction) but all softwares do not provide this feature because it is dependent 
on the installer used for software deployment [2].  

With the evolution in the computer networks, many companies are trying to come 
up with efficient products which can make life easier for network administrators. 
Silent automated installation is one category among such products. Remote installers 
[4, 5] are softwares which helps network administrator to install software remotely on 
the network nodes silently without user interaction. Remote installer has the following 
problem. 1) Remote client should be installed on network node which requires manual 
maintenance 2) It requires training 3) Installation on network node is homogenous 4) 
Not all software’s support –s switch for silent installation. 

Umar et al [3] generalize the process of silent unattended installation / un-
installation and proposed Silent Unattended Installation Package Manager (SUIPM) 
which generates Silent Unattended Installation / Un-Installation Packages. SUIPM 1) 
supports heterogeneous setting on different nodes 2) does not require any client soft-
ware on network nodes 3) support all kind of software’s but SUIPM still requires 1) 
training, 2) generates its own silent unattended installation / un-installation setups and 
3) has no intelligence. The size of the setups generated by SUIPM is almost double as 
compared to original setup size. 

The need of the time is to develop a framework which supports silent unattended 
(autonomous) installation but should be intelligent (i.e. no training required) and use 
the original installation setup for silent installation. In this paper, we have proposed 
Cognitive Agent for Automated Software Installation (CAASI) which provides silent, 
automated and intelligent installation of software(s) over the network. CAASI frame-
work is based on Agent paradigm and motivated by An agent based system for  
activity monitoring on network (ABSAMN) [1] architecture where Agents monitor 
network resources on the behalf of network administrator.  

Agent is a software program which acts autonomously on some environment on the 
behalf of its user [6, 7]. If an agent has the capability of moving from one node to 
another network node autonomously and has intelligence, the agent is known as Intel-
ligent Mobile Agent [8, 9]. In CAASI framework, Intelligent Mobile Agents are re-
sponsible for silent autonomous software installation / un-installation over the  
network. Because of flexibility, self recovering, fault tolerant and decentralized fea-
tures of Agent paradigm, they have been used in many areas such as searching, net-
work monitoring, file transfer, e-commerce, mine detection, financial sector, network 
installation and file synchronization [14, 1, 12, 8, 7, 10, 3, and 15]. 

CAASI does not require any specific kind of setup like MSI nor require any train-
ing for installation. CAASI will intelligently install any kind of software on request of 
the network administrator. CAASI not only provides installation services, it also en-
ables network administrators to verify the installation of software over the network. 
CAASI uses an efficient algorithm to transfer the software installation setup on  
the network nodes. CAASI provides one click installation on demand of network 
administrator at anytime and there is no need for the network administrator or it’s 
subordinate to use the traditional method of network installation. 
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2   How Installation Works on Microsoft Windows 

Following are the basics that are required to understand how installation of software 
works on Microsoft Windows [17]. The following discussion is with reference to 
Microsoft Windows (any version released after year 2000). 

 Every application has one or more windows with one as parent window and 
each window has unique identifier known as handle. Buttons (Next or Back) 
or controls (Text box, combo box etc) within the window are referred as child 
windows. 

 Each application has a message queue and message loop. Occurred events 
(clicks, keystrokes, etc) are stored in message queue and message loop is  
responsible to retrieve the events from the message queue and dispatch (de-
liver) them to the appropriate window which has a procedure to process these 
messages. 

 All the messages / events (keyboard input, mouse movement, signals etc) are 
stored in the System message queue and the System is responsible to forward 
these to the appropriate application message queue. 

Let suppose user is running an application on some computer and a window ap-
pears on the screen which has “Next” button. If the user clicks the “Next” button 
following sequence of events will occur  

 A click event will be stored in System message queue. 
 System message queue forwards this event to Application message queue. 
 Application picks this event using message loop and Translate the event then 

Dispatch the event and calls the specific window procedure. 
 Window procedure performs the actual event i.e. in this case the code behind 

the next button will be executed. 

3   System Architecture 

Cognitive Agent for Automated Software Installation (CAASI) provides a complete 
solution for silent autonomous software installation over large networks. CAASI is a 
multi agent based application for silent autonomous software installation over the 
network. The system is fully autonomous and does not require any kind of user inter-
action or intervention. Network administrator is responsible for assigning the task(s) 
to CAASI and once assigned, it performs the task over the network autonomously 
with the help of mobile agents. 

The system consists of the following five agents 

 Server Agent 
 Sub Server Agent 
 File Transfer Agent 
 Cognitive Installer Agent 
 Verifier Agent 
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3.1   Server Agent (SA )  

Server Agent (SA) is the main agent as it manages and initializes the whole system. In 
initialization SA performs the following tasks 

 Load network configuration which contains hierarchy of the network, name 
and IP address of sub servers, range of the sub network IP Addresses etc from 
a pre-configured XML file. For the first time network administrator has to 
provide the network configuration, once the system is up and running, it will 
update and maintain the configuration autonomously. 

 SA will create and initialize n Sub Server Agents (SSA) where n depends on 
the number of sub servers in the network. Each SSA is assigned one sub server 
and after intialization these agent move to the assigned sub server.  

Fig. 1. Cognitive Agent for Automated Software Installation Architecture 
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In initialization SA transfers part of knowledge base, configuration of the sub 
network to SSA and it is responsible to execute any task(s) related to its sub 
network and report it back to SA. 

 After initialization, SA waits for the task(s) from network administrator. 

Network administrator can assign the task to SA through the online web based in-
terface provided to administrators. The task generated by web based interface will be 
in the form of an XML file and contains all the necessary administrative information 
required to perform task. XML file will have the IP addresses of all the nodes on 
which operation has to be performed along with the product specific details. After 
receiving the task from the administrator, SA forwards the task to appropriate Sub 
Server Agents for execution of the task.  

SA is also responsible for monitoring the progress, keeping logs and learning from 
tasks completed successfully or unsuccessfully. The learning process includes how to 
handle the errors generated during installation or verification, prediction of the events for 
the installer or generating the profiles of the newly installed software. The errors in instal-
lation can be low hard disk space, requirement of the dependent software and etc. SA is 
also responsible to manage the Knowledge Base which contains rules and profiles of the 
installed software. Initially Knowledge Base will have only rules, however, as new tasks 
are assigned by network administrator, CAASI will learn from the assigned tasks and 
Knowledge Base will be updated (i.e. new rules and profiles will be added or existing 
rules will be updated) which makes the execution of new tasks easy and efficient. 

3.2   Sub Server Agent (SSA )  

Sub Server Agent (SSA) is the created and initialized by Server Agent (SA) and after 
initialization SSA move to the destination (sub server) assigned and performs the 
following steps. 

 SSA loads the network configuration which contains names and IP addresses 
of the machines in the sub-network. 

 Loads the Knowledge Base 
 SSA is responsible for the creation and initialization of File Transfer Agent, 

Cognitive Installer Agent, and Verifier Agent. Depending upon the request 
SSA dynamically create and initialize any (or all) of these agent. If the task as-
signed is installation of some software on sub-network, SSA will create a pair 
of FTA, one of which will move to File Server where the setup resides. Before 
transferring the software setup, FTA will divide the setup into n chunks where 
n depends on the size of the setup. After chunk creation, FTA start transferring 
chunks of software package from the File server to SSA machine. Once the 
setup transfer is complete, the setup is transferred to the network nodes using 
the File Transfer Module which uses exponential data transfer algorithm dis-
cussed later. 

 Once FTA completes the transfer of chunks on some network node, it will 
merge the chunks into original setup and notify SSA about the completion of 
setup transfer. On receiving file transfer completion message, it will create 
Cognitive Installer Agent (CIA) and initialize it with destination(s), setup path 
on the destination machine, software profile if available (i.e. if the software 
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was installed before on the network, the complete information about previous 
installation {event, action, behavior} will be passed to CIA), software infor-
mation (i.e. serial key, activation code etc) and the Knowledge Base.  

 On receiving installation completion message from Cognitive Installer Agent, 
SSA will create Verifier Agent and initialize it with destination(s), path of the 
installed software, size of the software, file and registry XML files (Optional). 
File XML contains directories / file information and registry XML contains all 
the registry entries of the software. File and registry XML files will only be 
transferred if Verifier Agent requests these files. 

SSA monitors the whole activity of File transfer, Installation, and verification and 
also keeps log of the activity running on its sub-network. SSA sends periodic logs 
which includes task status, activity details etc to SA.  

3.3   File Transfer Agent (FTA )  

File Transfer Agent (FTA) is responsible to transfer the software setup from source to 
destination(s) and uses exponential file transfer similar to one proposed by Koffron 
[11]. Exponential File Transfer is a method for optimized distribution of files from a 
file server to large number of client machines. Koffron has proposed a binary tree like 
logical structure of the network where each level receives the files from the higher 
level and transfers it to a lower level and file server will be root of the tree.  

Comparsion of File Transfer Techniques
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     Fig. 5. a) Comparison of file transferring                     Fig. 5. b) No of Chunks Vs Time 
     technique with and without chunks 

 
Instead of sending the complete setup file from one network node to another we 

divided the file into chunks and transfer these chunks from one node to another. Using 
our modification, as soon as one node receives the chunk, it will forward the chunk to 
the lower level. This change increases the level of parallelism in the file transfer and 
after the modification a visible improvement observed in file transfer time. Fig 5 (a) 
shows the comparison of file transfer time with and without chunk with reference to 
file size 8MB and 3 chunks (i.e. setup is divided 3 chunks). Fig 5 (b) shows the com-
parison of number of file chunks Vs time, the number of chunks plays an important 
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role in decreasing the transfer time but up to a specific value after that the transfer 
time increases as shown in Fig 5 b). 

3.4   Cognitive Installer Agent (CIA )  

After initialization Cognitive Installer Agent (CIA) moves to the first node in destination 
list and loads the Software Profile, Knowledge Base and Software information passed by 
SSA. Before starting the installation process, CIA will run a Software Constraints Check 
to verify constraints like space available in a targeted drive, prerequisite requirement etc. 
Based on the result of Software Constraint Check, CIA will autonomously generate an 
appropriate action to find a solution by querying the Knowledge Base. The task of the 
CIA is to install the software autonomously and silently on the destination.   

To automate the installation process CIA has to generate automatically the same 
events for the Software Setup which are generated when the user manually installs the 
application. Once the event is generated automatically, CIA has to trap the Software 
Setup window to send it the corresponding event. CIA will capture Software Setup 
window text and controls, store the information in vectors, filter the text vector using 
the keywords, pass the filtered text vector along with controls vector to Knowledge 
Base to generate the corresponding event. Once the event is generated, SendMessage 
API is used to send the event to the Installer Window.  

CIA will generate two kinds of profile during the software installation. 1) Node 
based profile will be created on the node (where installation took place) which  
includes software installation directory, date and time of installation, size of the in-
stalled software etc, this information will help Verifier Agent to detect weather in-
stalled software is working properly or not. 2) A product based profile will be created 
which includes event sequence, actions generated against events etc. CIA will send 
this software profile to SSA and SA to update the Knowledge Base. 

3.4.1   Test Case 
CAASI has been evaluated on large number of software setups and results were very 
promising. The test case of AML Free Registry Cleaner [18] and the Cognitive In-
staller Agent working is given below. 
 
Enumerated Text:  
Welcome to the AML Free Registry 
Cleaner Setup Wizard 
This will install AML Free Registry 
Cleaner 3.2 on your computer. 
It is recommended that you close all 
other applications before continuing. 
Click Next to continue, or Cancel to 
exit Setup. 
Enumerated Control: 
Next, Cancel 

 
Filtered Text: Install Close Click Next Continue Cancel Exit Setup 
Action Inferred Using KB: Click Next 
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Enumerated Text:  
License Agreement 
Please read the following important 
information before continuing. 
Please read the following License 
Agreement. You must accept the terms 
of this agreement before continuing 
with the installation. 
Enumerated Control: 
I accept the agreement, I do not accept 
the agreement, Back, Next, Cancel 

 
Filtered Text: License Agreement Read Accept Installation 
Action Inferred Using KB: Select I Accept Control Then Click Next 
Enumerated Text: 
Select Destination Location 
Where AML Free Registry Cleaner 
should be installed? 
Setup will install AML Free Registry 
Cleaner into the following folder. 
To continue, click Next. If you would 
like to select a different folder, click 
Browse. 
C:\Program Files \ AML Products \
Registry Cleaner 
At least 7.0 MB of free disk space is 
required. 
Enumerated Control: 
Back, Next, Cancel  
Filtered Text: Select Destination Location Setup Install Folder Continue Next Se-
lect Click Browse 7.0MB Disk Space Required 
Action Inferred Using KB: Change Drive (if space checks fail) then Click Next 
Enumerated Text:  
Ready to Install 
Setup is now ready to begin installing 
AML Free Registry Cleaner on your 
computer. 
Click Install to continue with the 
installation, or click Back if you want to 
review or change any settings. 
Enumerated Control: 
Back, Install, Cancel 
 

 
Filtered Text: Ready Install Setup Begin Click Continue Installation Back Review 
Change Setting 
Action Inferred Using KB: Click Install 
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Enumerated Text:  
Completing the AML Free Registry 
Cleaner Setup Wizard 
Setup has finished installing AML Free 
Registry Cleaner on your computer. The 
application may be launched by selecting 
the installed icons. 
Click Finish to exit Setup. 
Enumerated Control: 
Finish 

 
Filtered Text: Setup Click Finish Exit 
Action Inferred Using KB: Click Finish 

3.5   Verifier Agent (VA ) 

After initialization Verifier Agent (VA) moves to the first node in destination list  
and loads the product information stored on the node during installation. VA is  
responsible to verify and check the product installed on the network node. VA  
will verify the size of the application, number of directories, number of files, and 
registry entries etc and create a verification log of the product. After verifying the 
product information, VA will run the application in the background. After delay of α, 
VA will close the application and checks the exit code of the application. Depending 
on the exit code Success / Failure will be updated in the verification log (i.e. if appli-
cation return 0x0 it means success else failure). VA will notify SSA about the product 
verification result and application running status. After completing the task on  
the current node, VA will move to the next node in the destination list and repeat the 
same steps.   

4   Conclusion 

Software deployment on network sometimes becomes very tedious and time consum-
ing task as the process needs human interaction. In this paper, we have proposed 
Cognitive Agent for Automated Software Installation (CAASI) for silent automated 
installation over the network. Proposed Framework support silent and automated 
installation over the network for any type and kind of software and is  independent  
of the installer type used for deployment. CAASI does not require any specific kind  
of setup like MSI nor require any training for installation. CAASI will intelligently 
install any kind of software over the network with the help of mobile agents. The 
work can be extended in many directions. Repairing software feature and support  
for installing software patches over the network can be added in the existing  
framework. 
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Abstract. Context-aware computing has emerged as a promising way to build 
intelligent and dynamic systems in overall computer science areas such as ubi-
quitous computing, multi-agent systems, and web services.  For constructing the 
knowledgebase in such systems, various context modeling and reasoning tech-
niques were introduced. Recently the concept of situation-awareness is focused 
beyond the context-awareness. In fact, the concept of situation is not a new one; 
McCarthy has introduced the theory of situation calculus in 1963 and Reiter  
et al. formalized it based on action theory. Recent works are trying to exploit 
the concept of situation for understanding and representing computing elements 
and environments in more comprehensive way beyond context. However, in 
such research, the situation is not defined and differentiated from the context 
clearly. Accordingly, the systems do not take advantage of the situation. In this 
paper, we provide a formal definition of the situation and differentiate it from 
the context clearly. 

Keywords: Situation, Situation-Aware Computing, Context-aware Computing. 

1   Introduction 

As context-aware computing [1][2] becomes a promising way to build intelligent and 
dynamic systems in overall computer science and engineering areas [3][4][5], context 
research takes up much room in the knowledge society. Several beneficial features of 
context-awareness, such as dynamicity, adaptability and interoperability, work as 
basis of system operations and, moreover, context-awareness becomes one of essen-
tial requirements of recent systems.  

In spite of many advantages from adopting context-awareness, some researchers 
tackled the problem of limitation of representation power [6]; the context is weak for 
giving comprehensive understanding of a phenomenon. In order to make up for the 
weakness, the concept of situation was introduced. In fact, the concept of situation is 
not a new one; McCarthy has introduced the theory of situation calculus in 1963 [7], 
Reiter et al. formalized it based on action theory [8], and Endsley proposed the theory 
of situation awareness. Based on these previous works, recently researchers are trying 
to exploit the concept of situation for representing computing environments beyond 
the context [6][9][10].  
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However, in such recent researches, the situation is not defined clearly and there 
are ambiguities of differentiating situation from context. To differentiate from the 
context, several information types, such as action history, triggering operation, and 
relations between, are inserted into the definition of situation. Accordingly, the situa-
tion seems to be composed of various information as well as context and it makes that 
situation has much expressive power than context. If we agree with that, then situation 
is a representation method like context and something can be represented in more 
comprehensive way using the situation rather than context. 

The major motivation of this work is here. Even though the situation is a crucial is-
sue nowadays computing, there are just weak notions and, accordingly, the systems 
do not take the advantages of the situation. In this paper, we argue that a situation is a 
concept not only to represent a phenomenon, but also to implicate further operations 
related to the phenomenon. A situation is a problematic and developing status of a 
computational element and it implicates understanding the reason of the problem and 
the methods for solving. Therefore, on a given situation, it is possible to understand 
and develop the current status by grasping the current context. This is a major advan-
tage coming from the situation-awareness. A system can be represented in more com-
prehensive way with the concept of situation as well as the context. 

Summarizing the analysis and motivations, we have following three contributions 
in this work: 

1. We define the situation formally and differentiating it from context. From the 
upper analysis, we define the situation as a problematic state of computation  
element and it includes the plans for solving the problem. The context is used to 
define a situation, but a context cannot be a situation itself.  

2. Base on this definition of situation, we introduce a situation flow that composes 
of a sequence of situations for achieving a certain goal. We define five types of 
situation and transition rules between situations. In addition, we introduce situa-
tion composition for flexible situation modeling. 

3. As a final goal of this work, from the formalization of situation we will propose  
a situation-driven application development. We briefly describe situation-drive 
application development in last section. 

2   Related Works 

2.1   Brief History of Context Research 

Attribute, context and situation are concepts representing knowledge around objects 
or systems and hence, at times it is difficult to clearly distinguish among them. Gen-
erally, an attribute is a specification that defines a property of an object or computing 
elements, for example size of file and age of person. The context is referred to as ‘any 
information that can be used to characterize the situation of an entity (i.e. whether a 
person, place or object) that are considered relevant to the interaction between a user 
and an application, including the user and applications themselves’ [2]. Therefore, 
any attribute of a system can be context directly and can be used for manipulating 
context. In other words, context is more conceptualized as a set of attributes. For 
example, an aggregation of two attributes temperature and humidity can manipulate 
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context weather. We can say ‘it is so hot’ when temperature is 95F and humidity is 
80%. Using the context, the status of system can be represented in a more comprehen-
sive form and made more human understandable. 

The issues of context have been broadly researched over the world and all areas of 
computer sciences. In special, as computing environment changes from distributed 
computing to mobile computing, and again from mobile computing to ubiquit-
ous/pervasive environment [11], context has played a key role for designing and de-
veloping applications. In the literature the term context has been defined in several 
ways. Schilit who first introduces the term context-awareness defined the context as 
follows: Three important aspects of context are: where you are, who you are with, 
and what resources are nearby [1]. From the definition, only information about loca-
tion identifies of people and objects, and changes to those objects can be regarded as 
context information. (This is why a location-aware system is treated as a context-
aware system, even though those systems were using only the location information.) 
These kinds of context information are very useful for most distributed and mobile 
applications, but it is difficult to describe a situation of system sometimes. Schmidt et 
al. pointed out the problem and argued there is more to context than location [12]. 
Anind et al. pointed out the same problem in which these definitions are too specific 
and consequently proposed more general definition as follows: Context is any infor-
mation that can be used to characterize the situation of an entity. An entity is a per-
son, place, or object that is considered relevant to the interaction between a user and 
an application, including the user and applications themselves [2]. The definition 
makes it easier for an application developer to enumerate the context for a given  
application scenario. System developer or designer may use any kinds of information 
as context to express situations. Similar definition by Yau, who proposed a situation-
aware application developing methodology, was introduced recently as follows: Con-
text is considered any detectable attribute of a device, its interaction with external 
devices, and/or its surrounding environment [6].  

These definitions may help to model context data relevant to systems in flexible 
way, but there is an ambiguity regarding application development. Any information, 
including attribute, action history, even context and situation itself, can be context of 
a system. From the definitions, it is obvious that context defines situation somehow, 
but it is not easy to find out the differences between them. For better understanding  
of situation-aware computing, we need to make sure what the situation is, what  
differences are between situation and context, and what situation-aware computing is. 

2.2   Situation-Aware Computing 

The research about situation has long history and now it has been re-focused to 
represent systems more comprehensively. The situation has defined in several different 
ways. First, McCarthy, the originator of the situation calculus, defines situation ‘is the 
complete state of the universe at an instant of time’ [7]. Reiter formalized the situation 
calculus and argues situation ‘is a finite sequence of actions. It’s not a state, it’s not a 
snapshot, it’s a history’ [8]. In research and systems which adopted McCarthy’s defini-
tion, a situation is described by using properties of systems such as variables, attributes 
and context. In contrary, if a situation is a history, for example in GOLOG [13] which 
is a programming language for describing situation calculus, the state of the world is 
described by functions and relations (fluent) relativized to a situation. 
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Recently, Yau et al. defined the situation in the perspective of pervasive environ-
ment as follows [6][14]: The situation of an application software system is an expres-
sion on previous device-action record over a period of time and/or the variation of a 
set of contexts relevant to the application software on the device over a period of 
time. Situation is used to trigger further device actions. This definition seems to just 
combine McCarthy’ and Reiter’ definitions, but it provides a more comprehensive 
understanding of situation. First, the concept of context is inserted into the definition. 
Second, they refer the purpose of situation which is to trigger the further actions of 
systems. It shows interoperation between context and situation, and direction of situa-
tion-aware computing. However, this definition does not show what differences are 
between context and situation and what meaning (semantic) of situation is (situation 
is not just expression). 

One more issue related to the situation research is the theory of situation-awareness 
[15][16] which was significantly used in traffic and aircraft control. In general, situa-
tion awareness refers the perception of environmental elements, the comprehension  
of their meaning, and the projection of their status of the near future. Even though  
the definition of the situation did not discuss deeply, we can find it out from the  
definition of situation-awareness. At least, a situation implicates some meaning  
and catalyst which can make problems or trigger actions. This arbitrary definition 
seems like to make the situation more comprehensive and differentiate it from  
the context. Our definition of the situation starts from this idea will be discussed in 
next section. 

3   Formal Definition of Situation 

From the survey of existing context and situation researches, the situation is a concept 
not only representing a phenomenon, but also implicating an understanding and devel-
oping the phenomenon. Situation does not use to trigger actions, but on a given situa-
tion the actions are triggered by recognizing a set of context information. Therefore, 
situation-awareness means to recognize problems by context-awareness and to discov-
er a sequence of actions for solving problem also by the context-awareness. In other 
words, at a certain point of time, a system which has abilities of situation-awareness as 
well as context-awareness understands its context, recognizes a problem, and makes 
plans to resolving the current situation. 

In this sense, the situation and context are conceptually different terms. While the 
context is a concept more like to data, the situation is more like to a process including 
context-awareness. Therefore, situation-awareness is an integrated-awareness me-
chanism with recognizing problems and planning to further actions as well as context-
awareness. Fig. 1 shows the notion of the situation-awareness in this perspective. One 
point we have to explain is to separate history information from the context. Although 
the history information can be represented as context information, the history of ac-
tions takes up much portion in the perspective of planning. For example, some actions 
should be performed as an exact order or certain two actions cannot accomplish at 
same point of time [13].  
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Fig. 1. The Notion of Situation-Awareness 

Definition 3.1 (Situation). Situation is a problematic and developing state of a com-
putational element characterized by its context. ‘Problematic’ means that there is a 
problem of which a system should take care in a given situation and ‘developing’ 
means that a situation is changeable to another situation or state by system opera-
tions for solving the problem. Formally,  , , , , where  

   is context information,  is is history of actions,  is a problem, and  is a plan 
(set of actions). 

We note that it may be not a same situation even though a same problem is recog-
nized at different two points of time. It does not mean the situation is time-dependent. 
As shown in fig. 2, the system recognizes a same problem in both sub figures (a) and 
(b), but different plans are applied. For example, both actions A1 and A2 can solve 
problem P1, but in the context A1 or A2 cannot be allowed to activate. In other words, 
a problem is specified by context and history information and a plan is also specified 
in same way.  

 

Fig. 2. Situation is a concept including problems and plans as well as context. Moreover, for a 
same problem, it is possible to plan in different ways depending on context. Both have the same 
problem in this figure, but each has different solution because A2 is not available in the context 
(a) and A1 is not available respectively (b). That is, (a) and (b) are not a same situation. 
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4   Situation Flow and Situation Composition 

4.1   Situation Flow 

The situation helps to design a process for solving a problem. In the case of a complex 
problem or a problem which requires several plans, a number of situations may be 
required and they make a flow of situations. In fact, a problem which is recognized in 
a certain situation should be solved out of the situation, because of the definition of 
situation does not represent the achieving condition of goal (state after problem is 
solved). Moreover, another situation is recognized immediately after problem is 
solved. For convenience for designing such flows as well as representing the ‘out of 
the situation’, we introduce following five types of situation.  

Definition 4.1.1 (Null Situation ). Nothing defines the null situation; no problems, 
no goals, and no plans. It is worth to be aware current situation and represent out of 
the situation, even though the null situation does not mean anything itself. φ  

Definition 4.1.2 (Start Situation s0). The start situation is a situation in which a sit-
uation flow starts. The start situation is defined by a problem, goal and plan.  ρ, , α  | ρ , G, α  

Definition 4.1.3 (Goal Situation sg). The goal situation is a situation in which a prob-
lem is solved. The goal situation is defined only by achieving condition.   achieving condition, ρ, , α | ρ , G, α  

Definition 4.1.4 (Ongoing Situation son). If a situation comes from the start situation 
or other ongoing situation, then the situation is ongoing situation. The ongoing situa-
tion is defined in same with the tart situation. In fact two types of situation equal logi-
cally, but two are distinguished in a situation flow. See the axiom 3.1. ρ, α,  | ρ , G, α  

Definition 4.1.5 (Congest Situation sc). If a situation has a problem and goal but no 
plan, then the situation is a congestion situation. The congestion situation is caused by 
either a plan is not defined or the plan cannot be executed because the condition of 
plan is not satisfied in run-time.  ρ, α,  | ρ , G, α  

Axiom 4.1 lists key relationship between five types of situation in perspective of 
situation transition. Axiom (1) states that the null situation can move to only the start 
situation. According to axiom (2), the start situation can move to any other type of 
situation excepting the null situation. Axiom (3) indicates that the ongoing situation 
can move to any other type of situation excepting the null and start situation. Axiom 
(4) states that the goal situation can reach form the start situation or ongoing situation 
and, according to axiom (5), the goal situation automatically transits to the null  
situation. The congestion situation cannot move any type of situation by axiom (6). 
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The congestion situation can be moved from all types of situation excepting goal 
situation. The usefulness of the congestion situation comes from mutual complement 
between design-time and run-time. In design time, a number of congestion situations 
are designed by intent and the situations become unreachable. On the other hand, if a 
congestion situation is captured in run-time, then it goes to back to the system design-
er as a feedback and the situation is modified to be unreachable. This beneficial 
process makes situation flows to work correctly. The goal situation, in fact, is a null 
situation, but it makes a situation flow to be finished. Only one process which oper-
ates in the goal situation is to check that a goal of previous situation is achieved.  
The goal situation, and then, automatically is changed to the null situation. As we 
mentioned in definition 4.1.4, the start situation and ongoing situation cannot be diffe-
rentiated by definition itself. The difference comes from the situation flow; the start 
situation can be reached only from the null situation. The reason why the start situa-
tion are defined separated from the ongoing situation is to explicitly know the point of 
time the problem is occurred and to trace the situation flow. 

Axiom 4.1 (Situation Flow Rules). For the situation flow between five types of  
situation,  
 

(1)      

(2)    ,  

         

(3)          ,             
(4)             
(5)      

(6)      

4.2   Situation Composition 

According to the definition of situation, a situation is specified with exactly one prob-
lem (one goal) and one plan. When a problem has several solutions, therefore, a num-
ber of situations should be designed separately as the number of plans. In contrary, 
different problems can be solved by one plan depending on context. In such case, it 
also needs to design multiple situations as the number of problems. These problems 
make a situation design to be tedious and difficult. It is definitely true that all situa-
tions are needed if they have different problems or plans with each other. However, in 
order to provide convenience for the situation design, we introduce the situation com-
position. Several benefits can come from the situation composition such as reducing 
overhead associated with designing situation flow.  

Definition 4.2.1. (Situation Composition). Given following components within a 
system, 

: a set of situations, 
: a problem hierarchy containing all problems, in special p0 is null problem which is a 

root of the hierarchy (i.e. an ancestor of all other problems), 
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: a plan (action) hierarchy containing all plans, in special a0 is a null plan which is a root 
of the hierarchy (i.e. an ancestor of all other plans), and following three types of 
composition are defined. 

     , 
   .    | , , , , 

    , 
   .    | , , , , 

    , 
   .   .    | , , , , , . 
 

According to the composition type, there are three types of composited situation. 
First,  composed by P-composition has one problem and more than one plans. The 
problem, obviously, is an ancestor problem of all problems of source situations. 
Second,  composed by A-composition has one plan and more than one plans. The 

 composed by PA-composition has one problem and one plan like normal situation 
by definition 4.2.1. The problem is an ancestor problem of all problems of source 
situations and the plan is an ancestor plan, respectively. Fig. 3 illustrates an example 
of three types of situation composition. 

 

Fig. 3. Illustrative example of Situation Composition 

The situation flow should be satisfied following conditions after composition. First, 
for the any type of composited situation, a set of previous situations (incoming edges) 
of the situation should include all previous situations of source situations for the com-
position. Respectively, a set of next situation (outgoing edges) should include all next 
situations of source situations.   

The relation between ancestor and child in the problem hierarchy and plan hie-
rarchy is the ‘is-a’ like the sub-class in ontology languages. It means that recognizing 
condition of child problem includes the condition of its ancestor. Even though ances-
tor problem is recognized, the child problem may not be recognized. Therefore, re-
cognizing a composited situation does not mean that one of the source situations is 
recognized, but it is possible to develop to the source situations. In this sense, in order 
to simplify the flow, it is not a good way to composite situations having same pre-
vious situation or same next situations, since two situations have different types of 
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plans as well as problems, the conditions of two situations may be different although 
they have same previous situation. In this case, even though two situations are com-
posed to one situation, there are no benefits to be aware situations. Moreover, it is 
possible to make confusion about flow of situation.  

5   An Example of Designing Situation-Flows 

Scenario (Online Complaint). John, a manager of customer service center of an online 
sale company, received a complaint from customer; the customer has ordered a prod-
uct one month ago, but it was not delivered yet. The customer still wants to get that 
product. In order to solve the problem, first John plans to find out the reason. He 
thinks that the reason is whether the product was not delivered from the company or 
the delivery company did not deliver. He will let someone to re-deliver if the company 
or delivery company keeps the product. Otherwise, he will refund the customer.  

Figure 4 shows possible situation flows. There are one start situation, five ongoing 
situations, and one goal situation. We note again that any flow of situation cannot be 
determined but expected. Instead, depending on the context and history in run-time, 
one of following four flows will be occurred. In this scenario, there are four possible 
flows that can resolve online complaint; (a) s0 → s1 → sg  (The company re-deliveries),  
(b) s0 → s1 → s4 → sg (The company refunds), (c) s0 → s2 → s3 → sg (The delivery company  
re-deliveries), (d) s0 → s2 → s3 → s5 → sg (The delivery company refunds). 

 

Fig. 4. Situation flow of example ‘online complaint’ 

6   Conclusion and Future Works 

Context-aware computing becomes an essential requirement of nowadays computing 
and several notable works has proposed. Recently, situation-aware computing has 
emerged in order to make up for the weakness as well as to take advantage of context-
aware computing. In the literature, we formalized the concept of situation and provided 
the notion of situation-awareness in this work. Situation is a concept of developing a 
state as well as understanding context. Situation is more like to a process, while the 
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context is more like to a data. In this perspective, we introduced the concepts of  
situation flow and situation composition. It makes easy and efficient to design and 
implement dynamic systems based on the concept of situation. 

There are several issues that need to be considered as future works.  

• Knowledge representation scheme is required. Techniques that have been adopted 
in context modeling were in our consideration and, finally, we choose ontology-
based approach to exploit the expressive power and reasoning ability. Now we are 
constructing situation ontology based on Web Ontology Language OWL. 

• Scenario-based examples should be developed for showing which beneficial fea-
tures advance nowadays computing through situation-aware computing. We did 
not show illustrative examples due to the limit of paper length in this work, but we 
continue to develop scenarios in diverse domain. 

• Integrated development tool-kit is required in order to easy and fast development 
of situation-based applications. In particular, the tool-kit should support easy ways 
to model situation as well as context. Now we are on a design stage and we expect 
that the development tool-kit woks as an integrated development environment 
supporting all stage of development from modeling to deployment of applications. 
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Abstract. This paper introduces a conceptual and computational framework for 
the design of Computer Supported Collaborative Learning systems devoted to 
support situated learning–by–doing within organizations that can be interpreted 
as a constellation Communities of Practice. The leading idea is that the way in 
which the learning requirements can be identified is to look at the artifacts that 
communities’ members develop to support their work. Due to the extreme het-
erogeneity of knowledge, information and problem solving strategies that char-
acterize them, an approach based on Knowledge Based System has been 
adopted. Moreover, the framework separates the representation of the core 
knowledge produced by Communities of Practice over the years from the  
problem solving strategies they adopt: in this way, more than one approach to 
problem solution can be incorporated in the target system.  

1   Introduction 

The understanding of the complex interconnections between work and learning makes 
it difficult to answer to the central question on “how can they be productively taken 
up together in future CSCW research” without taking into consideration the (classes 
of) specific contexts in which they are performed. Actually, these contexts character-
ize the nature of these interconnections. In this paper we will focus on work settings 
where people accomplish tasks that require technical core knowledge, typically as the 
design and the manufacturing of complex products. This framework, although re-
stricted in relation to the variety of learning situations that could be considered, is 
anyhow broad and relevant enough since it encompasses a crucial need of a huge 
number of companies: to be competitive on the market with innovative products and 
to be adaptable to unforeseen contextual conditions. Innovation and flexibility are 
good stimuli for them to pay attention to continuous training and to invest in organ-
izational solutions and technological tools that make them effective. From now on, we 
will refer, by default, to technical knowledge workers when speaking of people  
involved in work and training. In this perspective, the competencies of an individual 
are the result of the composition of basic skills possibly acquired in institutional  
educational programs, and the ability to apply them in the specific context of the  
organization the individual belongs to.  
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This combination is especially valuable for companies since it is a precondition 
necessary to let problem solving activities lead to solutions that are viable and sus-
tainable for the company itself, both in case of design for innovation and in case of 
unforeseen events that require adapting the production process to the unpredictable 
conditions. From a more conceptual point of view, a growing number of studies,  
researches and information technology systems are focusing on the concept of Com-
munity of Practice (CoP), that combines organizational aspects with issues typically 
related to learning processes. A CoP may be characterized as a group of professionals 
informally bound to one another through exposure to a common class of problems, 
common pursuit of solutions, and thereby themselves embodying a store of knowledge 
(Hildreth et al., 2000). Originally born in the situated learning theory, the concept of 
CoP (Wenger, 1998) has been conceived to delineate the social and collective envi-
ronment within companies where (core) knowledge is generated and shared. There-
fore, CoPs may be considered as complementary organizational structures, made up 
of networks of people and built up to solve problems arising from common practice.  

The concept of CoP is thus useful to name and describe a situation where work and 
learning are tightly related but, per se, is not useful to highlight the mechanisms by 
which this interconnection can be understood in operational terms so as to identify a 
technology able to support both of them. Again, it is difficult to give an answer to this 
problem in general terms: each working situation requires understanding its peculiari-
ties and construct the solution around them. In this paper we describe how our experi-
ence in dealing with this problem in specific cases has allow developing a general 
framework for cultivating CoPs within organizations, especially from the educational 
point of view. 

The next section describes how we used the notion of CoP to come up with the 
above requirements identification and how the latter allows the definition of a more 
general computational framework supporting learning within and across CoPs. In  
section 3, we motivate and discuss the overall architecture supporting our solution. 
Section 4 positions our approach in the framework of Computer Supported Collabora-
tive Learning (CSCL), according to a classification proposed in (Kumar, 1996). Fi-
nally, conclusions about our approach and its developments are briefly pointed out  
together with lessons learned that can be used in the design of CSCW applications. 

2   Learning Mechanisms in a Community of Practice 

As alluded in the introduction, the notion of CoP is suggestive but too vaguely de-
fined so as to be a conceptual tool practically useful to uncover the way in which 
knowledge is actually managed within organizations for sake of work and learning. 
This fact is testified by the several declination of the notion of community (sometimes 
called network or group) associated with qualifying items: e.g., epistemic community, 
community of interest or interest group, knowledge network, and so on. Hence, the fi-
nal effect appears to be that different names are applied to the same phenomenon and 
the same name appears to refer to different phenomena (Andriessen, 2005). In such 
situation, we had to find our own way to uncover the existence of communities in the 
target reality, and more importantly to identify their boundaries. This was necessary 
not to build fictitious fences between them but to characterize them enough to be able 
to identify suitable supports to work and learning within the communities themselves. 
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Several factors make this characterization difficult. Communities of Practice 
(CoPs) are groups of people sharing expertise and flexibly interacting to deepen their 
knowledge in this domain (Wenger, 1998). As such they are of an informal nature: a 
CoP is typically transversal with respect to the formal structure of an organization. 
Since the membership is established on the basis of a spontaneous participation rather 
than on an official status, CoPs can overcome institutional structures and hierarchies, 
typically they span across Business Units. Since core knowledge is often distributed 
in different organization components, people working in cross–functional units can 
develop communication strategies that transcend product line fragmentation or other 
formal communication flows to share/maintain their expertise. On the one hand, the 
official organizational structure cannot help since CoPs are different from business or 
functional units and teams (Lesser and Storck, 2001); on the other hand, they are not 
simple networks: the existence of a CoP lies in the production of a shared practice and 
in the involvement of its members in a collective learning process. Last but not least, 
people are not always conscious to belong to a CoP and are very influenced by the 
formal structure of their company: hence, they often describe their working life  
in terms of the latter and of the involved processes, although they recognize the  
existence of a parallel cooperation structure.  

The key to overcome these difficulties emerged from the investigation on how or-
ganization members use professional languages in their double role of locality and 
boundary (Smethurst, 1997). In so doing, first we recognized the existence of several 
professional jargons; second we were able to delineate the boundaries of the groups 
speaking them: both to cooperate by using deep and rich technical details (locality) 
and to interact with other groups in a more abstract way (boundary); third, we were 
able to check if these groups behaved like a CoP – that was the case - and to identify 
the main mechanisms they used to create, use and share knowledge in their daily 
work. More details on this process can be found in (Bandini et al., 2003a). Here  
we concentrate on the aspects of this discovery that have a more direct impact on the 
requirements of a learning functionality. 

A second discovery, strictly related to the presence of professional jargons, was the 
identification of what we called knowledge artifacts: that is, conceptual, linguistic 
and/or modeling tools whose structure is shared by the members of the community to 
make their cooperation and problem solving activity more effective. This sharing can 
be explicit, e.g., reified in an information structure on a piece of paper, or implicit, 
e.g. in the way in which production phases are typically described and referred to. 
Anyhow, each knowledge artifact stratifies competencies and experience by means of 
a jargon that, irrespective of the level of detail of the represented knowledge, owns 
very precise syntactic and semantic rules and conventions. Now, exactly the master-
ing of these knowledge artifacts and the related jargons is what characterizes the 
members of the identified communities. According to CoP’s feature named legitimate 
peripheral participation (Lave and Wenger 1991), these communities are naturally 
oriented to accept new or differently skilled people and share their practice and 
knowledge with them: here is where the learning issue comes upfront.  

The primary quality of this training is to make people able to effectively use the 
jargon and the artifacts of the target community. In other words, the goal of the train-
ing is to shorten the time spent to cover the trajectory from the periphery to the center 
of the community. From the above considerations, it follows that training has to be 
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concentrated on the practices typical of the community: in this view, learning–by-
doing is a paradigmatic approach since it is based on well known pedagogical theo-
ries, like cognitivism and behaviorism, which emphasize the role of practice in  
humans’ intellectual growth and knowledge improvement (Arrow, 1962). In particu-
lar, this kind of learning methodology states that the learning process is the result of a 
continuous interaction between theory and practice, between experimental periods 
and theoretical elaboration moments. According to this iterative view, the Learning–
by–doing cycle (Figure 1) fits the needs of learning within a CoP, if doing is situated 
in its actual context. To emphasize this point we will speak of situated Learning–by-
doing. In fact, the emergence of a new critical situation (e.g. a problem to solve, a 
new product to design and manufacture, and so on) causes a negotiation process 
(Wenger, 1998) among its members whose aim is to find a solution that, when agreed 
upon, will become a new portion of the community patrimony. 

 

Fig. 1. An initial experience originates a reflection that ends with the discovery of a relation be-
tween the experience and its results (typically a cause–effect relation) and its generalization to a 
learned lesson that is applicable to new situations 

The above considerations give an empirical evidence of the fact that in knowledge 
work there is an intimate connection between doing and learning, but more impor-
tantly that both use the same sources: the community experience about previous  
solutions and the community practice to create innovation. This means to develop the 
two basic functionalities, namely knowledge management and learning, as routed on 
the same source knowledge that was derived from the observation leading to the  
discovery of jargons and knowledge artifacts. 

Unfortunately, the Learning–by–doing paradigm results very difficult to be imple-
mented into a computational framework. Indeed the analysis of cause–effect relation 
between a problem and its solution and the generalization of it are very problematic, 
since it is sometimes impossible to explain how a given solution can be applied to a 
problem and solve it. What can be achieved is the memorization of previous  
experiences in terms of problem solution pairs and, when possible, of (recurrent) 
cause–effect relations to be applied in specific situations, with the aim to let profes-
sionals recover past solutions as the basis for new products or new production  
processes, and to check their adequacy against empirically based quality rules. 

Thus, it is important to adopt methodologies and tools which allow to build an in-
cremental model of the knowledge involved in the learning process or to bypass it if 
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such model cannot be reasonably built up. These methodologies and tools are typical 
of the Knowledge Based Systems (KBS) paradigm that proved to be useful in the de-
velopment of a computational framework to support work and learning within the 
identified communities of practice. What might look natural, if not obvious, a posteri-
ori, was the outcome of a intensive activity characterized by subsequent refinements 
of the final knowledge based system. These refinements allowed us to identify an  
abstract architecture that reflects the needs of a generic CoP and that can be further 
specialized for specific instances of them. 

3   A General Framework to Support Situated Learning–by–Doing 

A few years ago the learning–by–doing approach was not so diffused: workers had 
typically to spend the first period of their professional life in reading general manuals 
about the new job and follow intensive courses promoted or organized by the  
management. Anyway, the limits of this kind of learning are evident.  

For this reason, an increasing number of organizations are currently changing their 
view on the learning problem towards approaches more oriented to learning-by-doing. 
This change has an important impact on how the learning strategy can be effectively 
supported by computer–based tools and methodologies: while manuals and proce-
dures are relatively simple to implement into a web-portal (although knowledge inside 
organizations is so variable from a day to the day after that manuals would have to be 
continuously updated), implicit knowledge must be externalized and modeled before 
it can effectively be part of learning system.  

This is much more complex when the knowledge is developed within a CoP. In 
fact, a CoP is typically made of people having different roles in the decision making 
process about a problem. This is particularly true when the problem is so difficult that 
it has to be divided into more than one decisional steps, that is the typical situation 
when the considered CoP is involved in the design and manufacturing of complex 
products. When this happens, a newcomer enters a group characterized by heteroge-
neous knowledge, that is the result of a very complex process of experimentation and 
reification developed over many years. This knowledge is typically implicit or tacit 
and hence not reified: the only way for a beginner to quickly share this knowledge 
and contribute to increase it is to take part in actual problem solving as soon as possi-
ble. This is what situated learning-by-doing is about. 

Here below we present our approach to the design and implementation of a frame-
work for supporting situated learning–by–doing. The proposed framework is a three–
tier architectural pattern based on an integration between a KBS approach and a  
component–based approach (Herzum and Sims, 2000): the architecture deals with the 
problems of knowledge Distributed access and maintenance through the modular ar-
chitecture shown in Figure 2. The framework has been proposed for the development 
of Knowledge Management Systems supporting learning in wide organizations 
(Bandini et al., 2004). 

The main feature of this three–tier architecture is the clear separation between ap-
plication components implementing problem solving strategies that have to be ex-
perimented by newcomers and the ones providing other services. The problem solving 
strategy is distributed over a set of Knowledge Processing Modules (KPM), each one 
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devoted to support a specific CoP role. KPMs are components of the framework and 
they are designed as KBSs. In this way different problem–solving strategies can be 
chosen according to their effectiveness in representing CoP decision making proc-
esses; moreover, heterogeneous knowledge–based modules based on different ap-
proaches to implement these strategies (e.g. rule–based, case–based, and so on) can 
coexist within the same system. The representation of knowledge and information 
needed by KPM is implemented into a Knowledge Repository (KR) component that 
can be viewed as a set of information sources (i.e. databases). 

 

Fig. 2. A pattern architecture for the design of complex KBS 

Since knowledge sources are usually heterogeneous and generally difficult to be 
accessed for several reasons (e.g., presence of confidential data, security policies, and 
so on), the framework incorporates a specific Middleware Service Component (MSC) 
to manage the communication between KPM and KR. This component is made of the 
Knowledge Repository Manager (KRM) and the DB Wrapper modules. KRM pro-
vides KPM with a set of functionalities to work on KR (e.g. access, visualization, up-
dating), while the DB Wrapper interacts with the DBMS of the target database. When 
a KPM asks KRM for operating on KR, its request is interpreted by DB Wrapper that 
translates the query, sends it to the DBMS, receives the result, translates and returns it 
to KRM. In this way, potentially geographically distributed databases can be managed 
as a single and centralized knowledge source. From the knowledge maintenance point 
of view, this architecture allows to provide CoPs with a knowledge repository and a 
flexible tool to manage it. A centralized knowledge base facilitates all activities that 
require access to it and, at the same time, is an advantage also from the knowledge 
sharing among KPM components. In fact, they are provided with a specific view on 
the whole knowledge base they access to perform their tasks. Finally, advantages 
from the system extensibility point of view rely on the possibility to simply add new 
KBSs that exploit the same knowledge base content. 

From the learning support point of view, the framework has many benefits:  

• the centralized knowledge base acts as a comprehensive representation of the 
explicit knowledge produced by CoP over the years;  

• the distributed intelligence allows to distinguish between different roles within 
a CoP. The KPM approach allows representing the knowledge involved in 
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specific problem solving strategies related to each role. This is particularly 
useful in case of CoPs involved in the design of complex products, where each 
step of the manufacturing process is managed by a well defined person or 
group. In this way, newcomers addressed to a specific phase of the decision–
making process can be immediately introduced to it;  

• moreover, the possibility to design and implement each KPM module inde-
pendently from each other allows to choose the KBS approach that better de-
scribes the decision making process adopted by each CoP role. This is very 
important from the learning point of view, since a newcomer is immediately 
taught about the problem solving strategies he/she has been addressed;  

• the division of system intelligence into more than one module allows to keep 
trace of the negotiation process among CoP roles. This allows to provide new-
comers with a suitable support for dealing with process anomalies, occasional 
events that negatively affect the whole decisional process. In these situations, 
all CoP roles negotiate about solutions: the system memorize the negotiation 
process in terms of the different operation executed by its KPM part. In this 
way, it is possible for a CoP new member to retrieve what kind of operations 
are needed when problems are detected and who is necessary to contact inside 
the CoP in order to have suggestions.  

The presented framework is general enough to be applied to domains characterized 
by heterogeneous knowledge. 

4   Discussion: The Framework in the CSCL Context 

The framework for supporting Learning-by-doing in organizations described above 
can be considered a sample of Computer-Supported-Collaborative-Learning. 

Depending on the type of task to perform, a CSCL system could be employed to 
support the learning of concepts and notions, but also to support the learning of prob-
lem solving or designing activities (Blaye et al., 1991). The proposed framework 
takes care of all these aspects: in fact, concepts and notions are represented from the 
knowledge repository that is a comprehensive and easy to update archive of all the 
concepts involved in the target domain. Moreover, problem solving activities are  
represented by the presence of a specific KPM for each CoP role. 

In (Kumar, 1996) a classification of CSCL systems according to seven dimensions 
is proposed: we use it to better set our approach in the CSCL scenario. The proposed 
dimensions are: control of collaborative interactions, tasks of collaborative learning, 
theories of learning in collaboration, design of collaborative learning context, roles  
of the peers, domains of collaboration and teaching/tutoring methodologies that  
inherently support collaboration. 

From the control perspective, the proposed framework could be both active and 
passive. It depends on how it is implemented, although in most cases it will be meant 
passive, since it acts as a delivery vehicle for collaboration and it doesn’t take any 
analysis or control action on it. 

With reference to the tasks of the system, the framework supports collaborative 
concept–learning, problem–solving and designing tasks. In particular, when, the 
members of the overall community have a single goal represented by producing a 
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given product that meets all the requirements. In this sense, according to (Smith, 
1994), the result of the decisional process can be seen as the product of single effort 
made by the CoP. About the other two types of control (i.e. problem–solving and de-
signing), they are implemented in by specific KPMs supporting each role in reaching 
their own objectives that are subgoals of the entire CoP process. 

From the theory of collaboration standpoint, the proposed framework can be put in 
relation with shared cognition theory. This is implicit in the nature of learning–by–
doing theorized by researchers in the situated learning field, like Lave and Wenger 
(1991). In a shared cognition theory collaboration is viewed as a process of building 
and maintaining a shared conception of a problem (Roschelle and Teasley, 1995), 
thus ensuring a natural learning environment. The division of the problem solving 
strategy into more than one KPMs is a direct realization of this: a newcomer for a 
specific CoP role can exploit its module to learn about the typical problem solving 
strategy adopted by its subgroup, as well as propose new solution to a problem  
that will become an asset for the entire CoP. In this way, a continuous training for  
all the CoP members is guaranteed, as well as a potentially never ending growth of 
core–knowledge patrimony. 

The approach adopted in the design of collaborative learning context is knowledge-
based, as KPMs have been implemented as Knowledge Based Systems. A KBS  
is more effective than other kinds of tools (e.g. knowledge portals, document  
repositories and so on) in supporting problem solving strategies and modeling  
core–knowledge. Moreover, the component–based paradigm allowed us to develop 
different KBS to implement different problem solving strategies into a uniform con-
ceptual framework: a novice can learn as he/she is paired with an expert, according to 
Azmitia (1988) and Rogoff (1991), becoming an expert on his/her turn in a relatively 
short period of time. 

By definition, a CoP is not characterized by the presence of different levels of skill 
and importance in its informal structure. Anyway, it is reasonable to think that, espe-
cially in enterprises, CoP will be made by more expert people, less expert people and 
newcomers. The way how our framework considers these roles depends on the  
specific domain. About the domains of collaborative, our approach has been devel-
oped thinking at designing and configuration problems (Puppe, 1996) in knowledge 
domains characterized by the presence of CoP.  

Finally, the tutoring methodology behind a learning system developed according to 
our approach is situated learning, that is implied by the reference to the notion of CoP 
and of legitimate peripheral participation. 

5   Conclusions and Future Work 

This paper has presented a conceptual and computational framework for the develop-
ment of a special kind of CSCL systems that is devoted to support learning in organi-
zations where a constellation of interacting CoPs can be identified. From the technical 
point of view, the framework is based on the integration of approaches like knowl-
edge–based systems and component–based design to represent heterogeneous core 
knowledge bases and guarantee a high degree of extensibility and maintainability. 
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An application of the framework, not described here due to the lack of space, is the 
P–Truck system, where three knowledge based systems have been created to support 
experts in truck tire manufacturing process. The P–Truck Training module of P–
Truck exploits these KBSs to help novices to learn about their job according to the 
learning–by–doing paradigm. The implementation of P–Truck Training has allowed 
to demonstrate the suitability of the proposed approach in building this kind of CSCL 
systems, as presented e.g. in (Bandini et al., 2003). Part of the future work is devoted 
to verify if and with which effort the framework could be applied to other kinds of 
domains. 

Another future line of development is the understanding of how knowledge man-
agement and learning systems can be integrated with CSCW systems, behind more or 
less sophisticated access to shared repositories of documents. The first unquestionable 
lesson learned (or better a confirmation of something that has been already pointed 
out by a number of researches) is that artifacts developed by people should be the core 
of the analysis and lead the development of collaborative applications since they in-
corporate a stratification of meanings that serves as the basis for both work and situ-
ated learning. Artifacts can be mainly oriented to coordination of practices around 
them (as discussed e.g., in (Schmidt and Simone, 1996)) or more oriented to represent 
core (technical) knowledge: in any case, they are the key to understand how coordina-
tion and knowledge are actually managed by people in their specific situations. The 
second lesson learned is that the development of applications supporting collaboration 
should consider in a joint way functionalities oriented to coordination, knowledge 
management and learning since the related practices are strongly interconnected, 
maybe at various degrees in different settings, in different steps of collaboration or for 
different purposes. This is a specific way to interpret flexibility of applications and 
raises challenging issues both at the conceptual and technological levels. 
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Image and Reputation Coping Differently with
Massive Informational Cheating

Walter Quattrociocchi, Mario Paolucci, and Rosaria Conte

Laboratory of Agent Based Social Simulation - Institute of Cognitive Sciences and
Technologies - CNR Rome, Italy

Abstract. Multi-agent based simulation is an arising scientific trend
which is naturally provided of instruments able to cope with complex
systems, in particular the socio-cognitive complex systems. In this paper,
a simulation-based exploration of the effect of false information on social
evaluation formation is presented. We perform simulative experiments on
the RepAge platform, a computational system allowing agents to com-
municate and acquire both direct (image) and indirect and unchecked
(reputation) information. Informational cheating, when the number of
liars becomes substantial, is shown to seriously affect quality achievement
obtained through reputation. In the paper, after a brief introduction of
the theoretical background, the hypotheses and the market scenario are
presented and the simulation results are discussed with respect to the
agents’ decision making process, focusing on uncertainty, false informa-
tion spreading and quality of contracts.

1 Introduction

The functioning of communication based systems, as any socio-cognitive sys-
tems, requires individuals to interact in order to acquire information to cope
with uncertainty. These systems relie on the accuracy and on the completeness
of information. If agents need to be correctly informed, then the quality of infor-
mation becomes a fundamental factor on the global system dynamics. The point
is that in order to have a complete information, agents need a perspective, where
all the relevant angles of looking are presented as squarely and objectively as
possible. What is the relation between information credibility and opinion for-
mation? What happens when the informational domains are not reliable and
the trust level is poor? Can false information spread throughout a society to
such an extent that it becomes a prophecy? In the real world, each decision
needs strategies to reduce the level of uncertainty in the process of beliefs’ for-
mation and revision with respect to the decision’s consequences. According to
[14], there is uncertainty when an agent believes that there is a set of possible
alternatives with equal probabilities of verification. The decision making process
requires specific cognitive capacities enabling social agents to deal with uncer-
tainty. Reputation has been shown to reduce uncertainty [7]: agents resort to
external sources to improve their knowledge about the world, in particular to
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improve their evaluations that will be applied, among others, to partner selec-
tion. In this paper, the dynamics of evaluations that are essential for intelligent
agents to act adaptively in a virtual society was explored by means of simulation.
A model for describing different types of evaluations spreading among agents en-
dowed with different communicative attitudes (honest and liars) was applied to a
computer simulation study of partner selection in a simulated market. Thanks to
the RepAge Platform - a computational system allowing agents to communicate
and acquire direct (image) and indirect and unchecked (reputation) information
[11] - a number of experiments have been performed to investigate the role of
this type of information on market efficiency. In our simulations, different cheat-
ing strategies are implemented. Agents can cheat (i) on the quality of products
and sellers; (ii) on the quality of the other agents as informers. In this paper, we
focus on the effects of the second, investigating how reputation and image can
be used in coping with false information by means of simulations.

2 Social Evaluations

The dynamics of social systems are based on interactions among individuals. We
will call informational domain the information available in a society spreading
over the social network through gossip. People can populate their informational
domain by communicating opinions and acquired information to other people
and, in turn, getting information from the informational domain. This mecha-
nism brings about a double process of information acquisition and production,
which is reflected on beliefs’ formation and revision. There are two sources of such
beliefs, individual and collective. The individual source is based upon encoun-
ters, communications or observations, which lead the agent to form her opinions
and evaluations about given matters of fact. This happens not only with direct
experience, but also with indirect experience, whenever the recipient of informa-
tion decides to trust the informer and share his views. Collective source, instead,
generates information that is transmitted from one agent to another without the
informers adopting it as truth. It is a kind of “meta-information”, which agents
form thanks to a special form of social intelligence, the capacity to form and
manipulate in their minds the minds of other agents. Growing in quantity, this
meta-information represents a sort of collective experience, the evaluations of
the targets encountered from each individual, and passed on to other individ-
uals within the same system. This meta-information may be inaccurate, both
because a great deal of information around the evaluation (who is the evaluator,
when and which factors contributed to build this evaluation) is lost, and because
the information is passed on without being checked. Hence, there is a need for
agents to reduce, metabolize and compensate uncertainty. The components of
social intelligence dealing with this need are trust and reputation.

In [2] a fundamental distinction in social evaluations between image and repu-
tation was introduced. Both are mental constructs concerning other agents’ (tar-
gets) attitudes toward a given socially desirable behavior, and may be shared by
a multitude of agents. Image is an evaluative belief and asserts that the target
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is “good” when it displays a certain behavior, and “bad” in the opposite case.
Reputation, according to the theory in object, differs from image because it is
true when the evaluation conveyed is actually widespread but not necessarily ac-
curate. Reputation circulates within society through gossip [1], a communication
stream which allows, among other effects, cheaters to be found out or neutral-
ized. Gossip plays a basic role in social control and consequently in the formation
and revision of social informational domains. To take place, reputation spread-
ing needs four types of agents: evaluators, targets, gossipers, beneficiaries. As an
example, the sentence “Walter is considered an honest person” includes a set of
evaluators (who adopt the evaluation), a single targets (Walter), a set of bene-
ficiaries (the people for which it is important to know that Walter is an honest
person) and the set of gossipers (who refer the evaluation as such, independently
from its adoption). Reputation is a belief about an evaluation circulating within
the society. Hence, to acknowledge the existence of a reputation does not imply
to accept the evaluation itself. For instance, an agent A might have a very good
image of agent B as a seller, and at the same time recognise that there is a voice
about agent B as a bad seller. Unlike ordinary communication and deception,
reputation does not bind the speaker to commit herself to the truth-value of
the evaluation conveyed but only to the existence of rumours about it. Hence,
reputation implies neither personal commitment nor responsibility over the eval-
uation transmission and on its consequences. It represents the agents’ opinions
about a certain target’s attitude with respect to a specific norm or standard, or
her possession of a given skill.

3 Previous Works

Many other reputation models have been proposed in the field of agent based
systems [13,9] (for a comparison of these models from the point of view of in-
formation representation, refer to [10]). However, in these models image and
reputation collapse on the same type of social evaluation. Even when agents are
allowed to acquire indirect information, this will not be represented as distinct
from and interacting with own opinion. As a consequence, there is no way to
distinguish known rumours from shared evaluations, a distinction which instead
is central to our theoretical approach. Repage, which is the computational model
implementing the cognitive theory of reputation from [2], is then the only sys-
tem able to provide insight on how these processes may develop. Simulations
based on Repage have already been presented in [12] and compared with the
results obtained in a simpler system, implemented on NetLogo, and based on
image only. Even using Repage, in [6] [7] and [8], the authors show that a market
with exchange of reputation exhibits characteristics that are absent in a market
with exchange of image only: (1) reputation produces a stabilizing effect in the
discovery of critical resources; (2) more information circulates providing a better
quality than with image only; (3) reputation reduces uncertainty and simplifies
the agents’ decision-making. Besides agents’ societies, our reputation theory has
been studied simulating the Internet of Services scenario [3] in which open global
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computing infrastructures providing services are made available to users through
the Internet; the choice of a good service depends on the users’ direct experience
(image), and their ability to acquire information (reputation), which can be used
to update their own evaluations. Even in that specialized application, reputation
maintains its expected effect: (i) to reduce uncertainty and (ii) to facilitate the
discovery of resources are still present.

4 Research Questions

This work addresses the relation between information trustworthiness and the
cognitive processes of belief formation and revision with respect to the decision
making process.

The experiments have been designed in order to stress the importance of
information reliability. In particular, the more the market presents false infor-
mation circulating, the more agents will need strategies to cope with uncertainty
in order to select the best partner. On one hand, reputation has shown, in our
previous works, to make the market more efficient through a faster informa-
tion spreading; but on the other hand, reputation should amplify the effect of
false information by influencing negatively the agents’ decision making process.
In particular, these negative effects of reputation transmitting false information
should emerge when the market is provided with a poor offer and scarce quality
levels. We will try to understand how does the faster false information spread-
ing affects the agents performances, and which kind of information is needed to
optimize the decision-making process under uncertain conditions.

5 Simulations

5.1 Computational Model

Repage. Repage [11] is a computational implementing a cognitive theory of
reputation [2].

Unlike current systems, Repage allows agents to transmit their own image
of a given target, which they hold to be true, or to report on what they have
heard about the target, i.e. its reputation, whether they believe this to be true or
not. Of course, in the latter case, they will neither commit to this information’s
truth value nor feel responsible for its consequences. Consequently, agents are
expected to transmit uncertain information, and a given positive or negative
reputation may circulate over a population of agents even if its content is not
actually shared by the majority.

The main element of the Repage architecture is the memory, which is com-
posed by a set of predicates. Predicates are objects containing a social evalua-
tion, belonging to one of the main types accepted by Repage, the most important
being image and reputation, or to one of the types used for their calculation (val-
ued information, evaluation related from informers, and outcomes). The memory
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store allows for different evaluations - including image and reputation - for the
same agent in the same role.

Predicates contain a tuple of five numbers representing the evaluation plus a
strength value that indicates the confidence the agent has on this evaluation.

Each predicate in the Repage memory has a connection with a set of antecedents
and a set of consequents; for example, an image is connected to the information
used to calculate it - outcomes and valued information - and it will change with
new outcomes, with new information, or with a change in the evaluation of an
informer. If an antecedent is created, removed, or changes its value, the predicate
is notied, recalculates its value and noties the change to its consequents.

This is not the place to proceed to a detailed explanation of Repage’s mech-
anisms, for which we refer to [11] and [5].

The Market. The experiments were performed in a simulated marketplace in
which buyer agents can purchase goods by selecting a seller. Agents can acquire
information from other agents about the quality of sellers or about the quality
of informers. Answers are provided as image or reputation evaluations. Simu-
lations allow us to observe how the informational cheating affects the decision
making process. The market has been designed with the purpose of reproducing
the simplest possible setting where information is both valuable and scarce. In a
simulation turn, a buyer performs one communication request and one purchase
operation. In addition, the buyer answers all the information requests that it
receives. Goods are characterized by a utility factor that we interpret as qual-
ity, with values between 1 and 100. Sellers have a fixed stock, that is decreased
at every purchase, of goods with the same quality. Sellers exit the simulation
when the stock is exhausted and are substituted by a new seller with similar
characteristics but with a new identity (and as such, unknown to the buyers).
The disappearance of sellers makes information necessary; reliable communica-
tion allows for faster discover of the better sellers. This motivates the agents
to participate in the information exchange. With finite stock, even after having
found a good seller, buyers should be prepared to start a new search when the
good seller’s stock ends.

5.2 Simulation Scenarios

There are six parameters that describe an experiment: the number of buyers
(NB), the number of sellers (NS), the number of cheaters (C), the stock for
each seller (S), the good sellers (GS), which are sellers providing the maximum
quality, and the bad sellers (BS) providing minimum quality. Sellers that are
neither good nor bad have a quality drawn from a uniform random distribution
over the quality spectrum. We examine two experimental conditions: L1 where
there is only exchange of image and L2 where both image and reputation circu-
late. The experiment explores 28 different market scenarios with a large amount
of BS (50%), few (15% ) GS and an increasing number of cheaters. For each
scenario we have 25 sellers (NS) and 50 buyers (NB), the seller’s stock is fixed
to 30. All the scenarios are simulated in both experimental conditions; for each
scenario ten simulation are performed.
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5.3 Results

In this section the experimental results are reported. In both experimental set-
tings, the agents’ objective is to reach the maximum quality value in a contract
under informational cheating. To observe the most relevant dynamics of factors,

Fig. 1. Global quality with increasing number of cheaters. The curves represent quality
in the stabilised regime for L1 and L2. Until cheaters remain below the threshold of 60%
reputation allows for quality to reach higher values than happens in the complementary
condition. The truth circulates faster providing social evaluations which are coherent
with the reality. Coherence between information and reality, shared by a larger amount
of agents in L2, increases the trust and the market is more efficient. Over the threshold
of 60%, false information floods in, hence social evaluations, circulating faster with
reputation, are often distorted with respect to reality.

(a) Quality of Contracts (b) Good Sellers Discovery

(c) Uncertain Answers

Fig. 2. Simulation Results in L1 and L2 with 0% of Cheaters for 100 turns
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(a) Quality of Contracts (b) Good Sellers Discovery

(c) Uncertain Answers

Fig. 3. Simulation Results in L1 and L2 with 60% of Cheaters for 100 turns. (a)
Quality. The two curves represent Quality with Image (L1) and with both Image and
Reputation (L2) when the number of cheaters inhibits the good effect of Reputation.
Reputation and Image are on the same levels. (b) Good Sellers Discovered. The two
curves are average values of Good Sellers found out for each simulation turn. (c) “i
don’t know” answers. The two curves are average values of “i don’t know” answers
for each simulation turn. The L2 curve shows the ability of reputation in reducing
uncertainty.

we present a few selected charts from our analysis. In Figure 1 we show the
average market quality in the stabilised regime in (L1) and (L2) for a percentage
of cheaters varying from 0 to 100% . We can observe the different performances
of image and reputation at the increasing number of cheaters: reputation is more
sensitive than image to the increase of cheating, but gives a better average qual-
ity performance than image does, until the rate of informing cheaters overcomes
60%. For a comparative analysis results are presented for the following critical
values of the cheaters’ number: at 0% of cheaters, when only true information
circulates, at 60% when the positive effects of reputation disappears, and finally,
at 100% when all of the agents are informational cheaters. The following figures
present the trends of quality, good sellers’ discovery and uncertainty for each of
these values. Figure 2(a) shows the trends of quality in absence of cheaters;
here L2 curve is constantly higher than L1. In Figure 2(b) the trends of Good
Sellers discovery in L1 and L2 are shown; here again L2 curve is higher with than
L1, and the same pattern is shown by the uncertainty trend in Figure 2(c).

Looking at Figure 3(a), which shows the quality trend, we find that the L1
and L2 curves converge for all the simulation turns (100). Figure 3(b) shows
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(a) Quality of Contracts (b) Good Sellers Discovery

(c) Uncertain Answers

Fig. 4. Simulation Results in L1 and L2 with 100% of Cheaters for 100
turns. (a) Quality. The two curves represent Quality with Image (L1) and with both
Image and Reputation (L2) when there are only cheaters. Image performs better.(b)
Good Sellers discovered. The two curves shows the average values of Good Sellers
found out for each simulation turn. In L2 more good sellers are discovered. (c) “i don’t
know” answers. The two curves are average values of “i don’t know” answers for each
simulation turn. The L2 curve shows the ability of reputation in reducing uncertainty
also when the positive effects of reputation on the quality are neutralized and only
false information circulates.

that with reputation more good sellers are found out, indicating that there is a
higher consumption of resources. Figure 3(c) shows that reputation performs
better at reducing uncertainty even with 60% of cheaters.

When information is unreliable, being the market populated only by cheaters,
the different impact of image and reputation on quality is shown in Figure 4(a),
where L2 curve is lower than the L1 one. The GS discovery shown in Figure
4(b) presents higher values in L2 curve than in L1. The uncertainty trends
in Figure 4(c) show that in L2 there still are less “i don’t know” answers,
although only false information circulates. It has been argued that reputation
reduces uncertainty [7], but since bounded intelligent agents need communica-
tion to enlarge their knowledge about the world, the impact of reputation in
reducing uncertainty depends on this information’s reliability: if the information
circulating is false the perception of reality will be fully distorted causing the
market to collapse.
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6 Conclusions

In this work, we have presented new simulation results obtained on the Repage
platform. The simulations were aimed to support a social cognitive model of
social evaluation, which introduces a distinction between image (the believed
evaluation of a target) and reputation (circulating evaluation, without reference
to the evaluation source). Reputation may be inaccurate, because there is a loss
of information concerning the evaluation (who evaluates, when and which factors
come to build this evaluation). What is the role of such inaccurate information?
Why reputation is transmitted at all? As shown by our simulation data, in a
market characterized by impervious conditions, i.e. increasing numbers of infor-
mational cheaters, the two types of evaluation produce interesting effects: the
market benefits from reputation more than from image when information circu-
lating is reliable, but when informational cheating is really really harsh, meaning
that more than 60 percent of the total population of buyers is composed by liars,
the quality of products decreases under the image setting. This phenomenon
is due to the following factors: (1) when the number of cheaters grows, good
evaluations are reported on more often than bad evaluations because cheaters
transform the real conditions - which are harsh - into the opposite, making them
better, (2) as soon as cheaters are found out, most information is not believed
(average trust in informers collapses). As a consequence of both factors, although
uncertainty decreases with reputation, the general level of trust does decrease as
well. Hence, decisions (contracts) are taken randomly and the market collapses.

In future studies, we would like to investigate the performance of both types
of evaluations under different market conditions, in at least two specific direc-
tions: (i) the interplay between informational and material cheating. What would
happen with a variable number of good sellers, keeping constant informational
cheaters? (ii) the interplay between informational cheating and the market set-
tings. For example, how would image an reputation behave with a variable ratio
between buyers and sellers (i.e. mitigating the resource scarcity)? Furthermore,
we intend to use Repage as a test-bed for exploring some insightful theories of
social phenomena, such as a subset of social contagion theories [4]. Some of them
might reawaken, providing a scientific background for, the current debate on the
role of media in opinion formation and dynamics: what is the respective role of
media and other sources of information, such as reputation and gossip within a
given population’s informational domain? Are they independently formed and
revised or do they reinforce each other? To these and to other more specific ques-
tions, we will turn in further applications of Repage and its underlying cognitive
theory.
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Abstract. In this paper we have proposed Distributed Cognitive Mobile Agent 
Framework for Social Cooperation to transfer packets from source to destina-
tion in randomly varying environment in the most efficient way with the help of 
mobile agents. We are considering Packet Moving problem in 2-D environment 
consisting of packets and destinations. The task of each mobile agent is to move 
the packet from the source to the destination. Simulated environment is dy-
namically generated with varying graph size (i.e. number of nodes in graph), 
package ratio and number of destinations. Packages and destinations are ran-
domly placed in the graph and the graph is divided into societies to encourage 
an efficient and manageable environment for the Agents to work in parallel and 
share expertise within and outside the society. The proposed framework is 
based on layered agent architecture and uses decentralized approach and once 
initialized manages all the activities autonomously with the help of mobile 
agents. 

Keywords: Social Cooperation, Automated Packet Moving, Cognitive Mobile 
Agents, Collaborated Agent System, Multi-Agent System. 

1   Introduction 

The unique characteristic of Agent paradigm makes it potential choice for implement-
ing distributed systems. Agents are software programs which acts autonomous on the 
environment on the behalf of the user. Agents are assigned specific goals and before 
acting on the environment agent chooses the action which can maximize the chance to 
achieve their goal(s). Agents are of many types and in this paper we are interested in 
intelligent and mobile agents. Intelligent agents are software programs which have the 
capability of learning from the environment and respond to the dynamic events in 
timely and acceptable manner in order to achieve its objectives or goals [1, 6].  

Mobile agents are software programs which have the capability of moving 
autonomously from one machine to another with its data and state intact [2, 8]. In 
Multi Agent System, two or more autonomous agents work together in order to 
achieve their common goal(s). These agents can collaborate and communicate to-
gether to solve complex problems which are outside single agent ability.  In order to 
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improve its and overall efficiency, these agent(s) can learn from the environment and 
use the knowledge learned in making decisions.   

The major characteristics of Multi Agent System are its flexibility and decentralized 
design which makes it ideal for implementing distributed application. Because of the 
decentralized design partial failures do not affect the overall performance of the system 
and these systems have the capability of recovery from partial failures automatically. 
Because of the tremendous capabilities of Multi Agent System, MAS have been used in 
the areas of organizational learning, network routing, network management, computer-
supported knowledge work, mine detection and file transfer [5, 13, 4, 3, and 14].   

1.1   Problem Definition 

We are considering Packet Moving problem in 2-D environment consisting of packets 
and destinations. The task of each Mobile Agent is to move the packet from the 
source to the destination and the problem has the following constraints.  

 Each Agent can carry one packet at a time. 
 Each Agent can move in four (Left, Right, Top, and Bottom) directions. 
 Agent can not pass through the packet or hurdle (obstacle) in the way. 
 Agent can move the packet or hurdle in the way or can maneuver around it. 
 Moving the hurdle or packet out of the way has two times the normal cost. 
 Moving the packet from one state to another has some cost associated with it. 
 Picking the packet or setting it down has no cost. 

In [9] Guillaume et al proposed reinforcement learning algorithm (Q-Learning) for 
block pushing problem. In [10] Adam et al proposed STRIPS planning in multi robot 
to model block pushing problem. In this paper we have proposed Distributed Cogni-
tive Mobile Agent Framework for Social Cooperation to transfer the packet from 
source to destination in randomly varying environment in the most efficient way with 
the help of mobile agents. The framework is based on layered agent architecture and 
uses decentralized approach.  The framework once initialized with the domain knowl-
edge manages all the system activities autonomously with the help of mobile agents. 
What makes proposed framework different from other approaches is its flexibility, 
decentralized design, and social cooperation.  

1.2   Simulated System 

In our simulated environment Goal Graph is dynamically generated with varying 
graph size (i.e. number of nodes in graph), package ratio and number of destinations. 
Packages and destinations are randomly placed in the graph and graph is divided into 
societies.  Each society will have some Worker Agents and one Area Manager Agent, 
the society area will be managed its Area Manager Agent. The purpose of creating 
societies is to encourage an efficient and manageable environment for the Agents to 
work in parallel and share expertise within and outside the society. 

We have generated graph of different sizes ranging from 10x10 to 100x100 with an 
increment of 10. For each size we have generated graphs with packet ratio ranging 
from 1 to 20 percent with an increment of 1 percent and destination ranging from 1 to 
9 with an increment of 1. For each packet ratio, twenty different graphs were gener-
ated and for each run 10 trails are generated with varying range of destinations  
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(i.e. from 1 to 9). For each twenty different mazes the number of agent’s engaged in 
the search are changed from 2 to 5. 

We have tested the framework on more than 4000 test runs with different graph 
sizes, packet ratios, number of destinations and number of agents. The real application 
of this multi-agent based software simulation would be for the Mobile Robots to drop 
the packets to the destination efficiently in an unknown and continuously varying 
environment. 

3   System Architecture 

Distributed Cognitive Mobile Agent Framework for Social Cooperation is a multi-
agent based framework for moving the packets efficiently to destination with the help 
of mobile agents. Each Agent can move in four (Left, Right, Top, and Bottom) direc-
tions and each move has some cost. Moving the packet has cost associated with it but 
not with picking it or setting it down. Each agent can not pass through the packet or 
obstacle and have the capability of carrying only one packet at a time. While moving 
one packet to destination, if it encounters another package in the way, it can maneuver 
around it or move the package out of the way depending upon the situation. Moving 
the package out of the way might be beneficial but the cost of moving is high (two 
times the normal cost). The system consists of the following agents: 

• Manager Agent (MA) 
• Area Manager Agent (AMA) 
• Worker Agent (WA) 

3.1   Manager Agent (MA) 

Manager Agent (MA) is responsible for the initialization of the system and in initiali-
zation it performs a set of tasks.  

1) MA creates and initialize the grid using the Goal Graph Module (GGM) and 
place the packages at random positions in the grid.  

2) MA divides the grid into n societies using Society Formulation Module 
(SFM) where n depends upon the resources. 

3) Each society will have some Worker Agents and will be managed by Area 
Manager Agent. 

4) MR is responsible for creation and initialization of Area Manager Agent 
(AMA). MA will create n AMA’s where n is the number of societies and 
each AMA will be assigned one society. In initialization MA passes society 
goal graph (partial goal graph of the grid), number of Worker Agents, num-
ber of packets, and the number of destinations as arguments to AMA. The 
AMA of each society can communicate with other AMA’s for information 
sharing, resource required, etc. 

MA maintain the states of all the AMA’s in state table using State Module (SM) 
and keep checking the state table after periodic interval. If AMA state is set to 
“IDLE”, this means AMA has performed the task assigned and its resources are free.  
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Fig. 1. Distributed Cognitive Mobile Agent Framework for Social Cooperation: Application for 
Packet Moving 

MA can assign AMA and its resources to the neighboring society where packet to 
destination ratio is high. If all the AMA’s are set to “IDLE”, this means that all the 
tasks in the goal graph have been performed. 

3.2   Area Manager Agent (AMA) 

The role of Area Manager Agent (AMA) is to coordinate and manage a group of 
Worker Agent (WA) in a society. The coordination is done to ensure that there are no 
collisions and congestion among the WA. AMA also provides timely information to 
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WA so that the actions of the WA’s are synchronized in order to avoid redundant 
problem solving. In order to manage its society each AMA set its commitments (i.e. 
handing over a specified task) and conventions (i.e. managing commitment in chang-
ing circumstances).  

The commitments are implemented in the form of state tables that are maintained 
by the AMA of each particular society for managerial purposes. The state table con-
tains Agent number, state (Busy or Idle), task (Packet Number) and their respective 
capabilities (in terms of cost). The AMA can change its role dynamically, when there 
are enough agents in an area to perform the task, it acts as a manager and when there 
are not enough agents AMA can act as manager as well as Worker Agent. It is the 
responsibility of the AMA to assign a particular task of the goal graph to an appropri-
ate WA. AMA multicast’s the information of different tasks to all the WA of the 
society.  

All the WA are required to calculate the optimal cost (shortest path to perform the 
task) keeping in view their previous estimation of cost and report it back to the AMA. 
The AMA decides on the bases of bidding which WA should be assigned the specific 
task. The lowest bidder is assigned the task and AMA updates its state table. When 
the task is successfully completed, every WA is supposed to report the AMA, the start 
and the end time for that particular task. All the AMA’s periodically submits the task 
table to the Data Base Module for insertion in database. When all the tasks on the 
AMA’s society are completed, it reports to the MA about his idle state.  

3.3   Worker Agent (WA) 

The role of Worker Agent (WA) is to move the packet from the source to the destina-
tion. In response to AMA task multicast, WA estimates the cost and bid cost back to 
the AMA. WA calculates the cost for bidding purpose using the Euclidean distance 
from the source to the destination and ignores the obstacles in calculating the cost. 
WA uses LRTA* [12] Algorithm to move packet from source to destination and have 
a vision of one state ahead.  If WA encounters obstacle in the way to destination, its 
first preference will be to move around the obstacle. If more then one obstacles are in 
its surrounding, it will move the obstacle out of the way. 

The framework is built in Java using Java Agent Development Framework (JADE) 
[11] and it has the following modules. 

 Goal Graph Module (GGM) 
 Society Formulation Module (SFM) 
 State Module (SM) 
 Data Base Module (DBM)  

3.4   Goal Graph Module (GGM) 

The GGM is responsible for creating the goal graph with N Nodes where N is passed 
as arguments. Goal graph consist of nodes and edges and GGM places Packets, Desti-
nations and Agents randomly on the nodes of the graph and also adds random cost to 
the edges of the graph. The goal graph represents the dependencies between the 
packet and destination and goal graph is used to calculate the shortest path to the 
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packet or destination. Once the goal graph is divided by the RA, the particular part of 
the goal graph is passed to the AMA for task completion. 

3.5   Society Formulation Module (SFM) 

This module takes total number of agents, graph as input and calculates the best soci-
ety formation keeping in view total number of agents and area to packet ratio. The 
purpose of creating societies is to encourage an efficient and manageable environment 
for the Agents to work in parallel and share expertise within and outside the society. 
Grid area will be divided into societies and each society will manage its own area. 
The AMA of each society can communicate with other AMAs for information sharing 
or resource sharing. 

 

Fig. 2. Grid Division 

3.6   State Module (SM) 

The SM is responsible for maintaining two instances of hash table, one instance of 
Area Manager Agents (AMA) and other one for Worker Agents (WA). The AMA 
table is continuously monitored by the Manager Agent (MA) to get update on the 
status of tasks performed by AMAs. Similarly WA table is continuously monitored by 
AMA to get update on the state of tasks performed by WA. Agents state can be busy 
or idle and with each state extra information (i.e. task id, source, destination, cost, 
current position etc) is stored to help AMA or MA in planning. 
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3.7   Data Base Module (DBM) 

Data Base Module contains all the necessary data base related functions. This module 
contains methods to Connect, Insert, Retrieve, Delete and Run Queries on the data-
base. DBM will be used by different agents to insert experiment results in the data-
base which is used to analyze the performance of the system. 

4   Performance Analysis 

We have evaluated this framework on randomly generated graph of different sizes 
ranging from 10x10 to 100x100 with an increment of 10. For each size different 
graphs were generated graphs with varying 

 Packet ratio (ranging from 1 to 20 percent with an increment of 2 percent) 
 Destinations (ranging from 1 to 9 with an increment of 2) 

For each packet ratio, twenty different graphs were generated and for each run 10 
trails are generated with varying range of destinations (i.e. from 1 to 9).  
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Fig. 3. No. of Agents Vs Time 

For each twenty different mazes the number of agent’s engaged in the search are 
changed from 2 to 5. 

Figure 3 shows the time taken by different number of agents per society with vary-
ing number of packet ratio in 80x80 graph size. As we increase the number of agents 
in the society, time to complete the task reduces. However, as we keep on increases 
the number of agent per society the improvement in task time reduces because of 
dependency between the societies. As we increase the number of agents per society to 
3, the time taken to complete the task reduces considerably but if we keep on increas-
ing the numbers of agents the improvement is marginal (Figure 3). 
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Fig. 4. Graph Size Vs No. of Agents 
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Fig. 5. Packet Ratio Vs Time 

Figure 4 shows the comparison of Graph size with reference to number of agents 
with 11 percent packet ratio, increasing the number of agents in small graphs size 
does not improve the task completion time considerably however, as we increase the 
graph size number of agent plays important role in decreases the task time as shown 
in Figure 4. 

Figure 5 shows the time taken by five agents to complete the task with varying 
graph size and packet ratio. For small graph size the completion time difference with 
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Fig. 6. No of Societies Vs Time 

respect to varying packet ratio is insignificant however as we increase the graph size 
the completion time increase slightly. But if we consider the number of packets in-
creased in the graph the difference between the times is ignorable and it demonstrates 
the efficiency of our system because of parallelism. 

Figure 6 shows the effect of increasing the number of societies on the task comple-
tion time with reference to five agents and 11 percent packet ratio on varying graph 
size. Increasing the number of societies decreases the task completion but up to a 
specific value. As shown in Figure 6, the completion time is decreasing until the 
number of societies is equal to 3 after that the increase in the number of societies does 
not affect the completion time.       

5   Conclusion 

In this paper, we have proposed Distributed Cognitive Mobile Agent Framework for 
Social Cooperation for moving the packets efficiently to destination with the help of 
mobile agents. Mobile agents are software programs which have the capability of 
moving autonomously from one machine to another with its data and state intact. 
Packages and destinations are randomly placed in the graph and graph is divided into 
societies. Each Agent can move in four (Left, Right, Top, and Bottom) directions and 
can carry one packet at a time. While moving one packet to destination, if it encoun-
ters another package in the way, it can maneuver around it or move the package out of 
the way depending upon the situation. We have tested the framework on more than 
4000 test runs with different graph sizes, packet ratios, number of destinations and 
number of agents. Results were promising and demonstrate the efficiency of the pro-
posed framework. The real application of this multi-agent based software simulation 
would be for the Mobile Robots to drop the packets to the destination efficiently in an 
unknown and continuously varying environment. 
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Abstract. Urbanization and drastic increase of vehicle usage has brought up a 
considerable problem in vehicle parking. Lack of efficient infrastructure facili-
ties to manage increasing demand with available space and inability to provide 
intelligent, standard, and interoperable parking solutions are some of the main 
reasons to cause the above problem. Therefore, in this paper we introduced a 
novel parking solution called iPark which could solve almost all the existing is-
sues using rich radio frequency chip design. iPark could realize the potential 
benefits in intelligent transportation systems (ITS) and allows real time,  
efficient, effective and hassle free parking. It also enables dynamic parking 
management, provides information on idling lots, allow prior reservations, pro-
vide navigation support towards idling or reserved lot, automate collecting of 
charges and enforce rules and regulations on illegal parking. Moreover, unlike 
other solutions, iPark works for both free entrance and controlled entrance  
parking lots by reducing the unnecessary burdens.  

Keywords: Intelligent Transportation System, OTag, RFID, Parking. 

1   Introduction 

Parking is an essential part of transportation system. Vehicles must park at every 
destination. Therefore to provide the optimum solutions, parking system requires 
seamless integration of different areas: personnel, vehicle management, data process-
ing, billing, and accounting in order to provide high quality, efficient services to the 
customers [1, 4, 5]. Similarly it is necessary to allow standardized usage for custom-
ers without adopting several proprietary systems. 

There are two main types of parking lots: free entrance parking lots and controlled 
entrance parking lots. Free entrance parking lots do not have any entry control system 
or locking system to enforce the rules and regulations. Some of them even do not use 
any mechanisms to collect money. Parking lots in highways, along the main streets, 
hospitals and government service centers comes under this category. Mostly these 
types of parking lots are governed by the city offices or the government. Main con-
cepts in this type of parking lots are to manage the traffic and allow smooth and effi-
cient services to the consumers without expecting much economical benefits.  

Controlled entrance parking lots are the parking lots that are mostly aiming to 
achieve the economic benefits. They are installed with one of the well known entry 
control mechanisms at the point of entrance and exit to monitor and control the  
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incoming and outgoing vehicles. Most of these parking lots are run by commercial 
companies. The main concepts of these parking lots are to achieve the economical 
benefits while providing customer convenience. 

Like in automated toll collection, automated parking management systems offer 
great benefits to owners, operators, and patrons. Some of the main benefits include 
reduced cash handling and improved back-office operations, high scalability, auto-
matic data capture and detailed reporting, improved traffic flow at peak hours, im-
proved customer service, cash-free convenience, and also provinces to arrange special 
privileges for VIP customers such as volume discounts, coupons, and other discounts 
for daily parkers [1, 2, 5]. 

One of the best candidate technology used in parking systems is the Radio Fre-
quency Identification (RFID) technology because it enables carrying data in suitable 
transponders. The non-contact short-range communication makes it suitable for im-
plementing an automatic identification of vehicles. Hence the industry is working on 
RFID based solution to improve parking systems enabling automatic parking and toll 
applications minimizing delays and hassles while providing efficient service to cus-
tomers [1, 2, 3, 4].  

Once the unique ID in RFID tag is read the database system will check for its va-
lidity and allow vehicle to enter to the premises. When the vehicle leave parking 
premises vehicle is identified and billed to the pre-registered account by back office 
system. The advantages of this type of system include not only easy access for the 
customer, but the elimination of staffing at entry and exit points. Thus RFID enabled 
automated parking access control systems eliminates customers' need to fumble for 
change, swipe cards, or punch numbers into a keypad. Vehicles can move smoothly 
through controlled entrances, and more parkers can be accommodated, thereby in-
creasing revenues. As there are no cards or tickets to read, the whole system enables a 
convenient, efficient, hassle free and easy vehicle parking [1, 2, 3]. 

Some of existing parking solutions are developed by Rasilant Technologies, Easy-
Park Solutions, PARKTRACK, Essen RFID, TagMaster North America, Inc., 
Macroware Information Technology, Infosys Solutions, TransCore, and ActiveWave. 
TransCore is one of the pioneers to provide parking access control systems with RFID 
technology. They uses proven eGo® and Amtech®-brand RFID technology to deliver 
reliable, automated parking access control solutions. TransCore's parking control 
systems facilitate airport security parking and parking at universities, corporations, 
hospitals, gated communities, and downtown parking facilities.  

ActiveWave is another company who provide such systems using RFID technol-
ogy. In their system, surveillance cameras or video recorders can be triggered when-
ever a vehicle enters or exits the controlled area.  

After comprehensive literature review, we found that there is no standard solution 
developed to control both free entrance and controlled entrance parking systems in-
stead the trend is to commercial parking systems to improve their management proc-
ess and customer convenience to achieve the maximum economical benefits. Though 
commercial parking lot operators request customers to adopt some requirements to 
subscribe their services, similar requests cannot be made to enforce the rules and 
regulations of a country. Additionally the companies who provide RFID based park-
ing management systems are proprietary, and provide no interoperability. Almost all 
the cases they only uses unique ID to identify and billing the vehicles. Furthermore, 
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they are unable to provide interoperability. Thus customers have to have different 
devices installed for different subscriptions such as one for electronic toll collection 
and another for parking access. Additionally no existing system provides support to 
enforce the rule and regulations of the country. Hence, all the existing and previously 
proposed RFID based parking management systems has no support towards the stan-
dardized and interoperable parking management systems for both free entrance and 
controlled entrance parking lots while providing the facility of rules and regulation 
enforcement of the country. 

Thus we proposed a novel architecture called OTag[6], its installation strategy and 
common communication platform to solve the issues arise in the intelligent transpor-
tation systems including the parking management system. In this paper we described 
how OTag and proposing composition helps to fulfill the future needs extensively 
without creating any inconvenience to the service provider or to the costumer when 
parking. We believe that this process should start at the time of vehicle manufacturing 
to enable standardized and interoperable systems. Therefore our architecture starts 
from the point of manufacturing. 

2   OTag Architecture 

Object tag (OTag[6]) is a radio frequency (RF) tag which can represent real world 
objects such as vehicles. Considering the concepts of Object Oriented Architecture, 
active RF tag is designed with its own attributes and methods to stand alone by itself. 
OTag may differ according to expected characteristics and behaviors of the real world 
objects. Each OTag can be considered as an instance of an object class. If a vehicle is 
the object class, tags attached to all vehicles are considered as instances of vehicle 
object class. Furthermore, each attribute of the OTag has got access modifiers to man-
age the access based on roles. They are categorized as public, friendly, protected and 
private. 

Access modifiers can be considered as roles, and one of the four access modifiers 
is assigned to each attribute. With the help of those modifiers, OTag acts above four 
roles. Public means no security and any reader can read any attribute value of public 
area. Private, Protected, and Friendly attributes of the OTag need secure access. Fur-
thermore the writing permission is also available for these areas, but that is controlled 
by both keys and memory types. For example write once memory is used for some 
attributes in friendly area to prevent updating fixed attribute values whereas rewri-
table memory is used for dynamically changing attribute values according to the be-
haviors of object class.  

Role base accessing methods are implemented using access modifiers, memory 
types and encryption algorithms. Memory types used here are ROM, EPROM, and 
EEPROM. OTag controls writing permissions according to the process flow by using 
these three types of memories. ROM is used for read only data and they are created by 
time of fresh tag manufacturing. EPROM is used for one time writing data and they 
are all about product information. EEPROM is used for all the rewritable data and 
those data may be changed in any stage of the product lifecycle by relevant authori-
ties. Figure 1 represents the logical structure of vehicle OTag. For other types of 
OTags such as road symbol OTag, attribute names, get method, and set method  
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implementations are different from vehicle OTag. Additionally the oName attribute 
value should be class name, such as oName for road symbol will be “SYMBOL” 
instead of “VEHICLE”. Therefore the other OTags can be developed using the same 
architecture only by changing the attribute name value pair and implementations of 
get and set methods according to the characteristics and behaviors of those classes. 

 

Fig. 1. Illustrate the Logical Structure of an OTag instance in Vehicle 

Public area stores the object class name, type, anonymous ID, intention and custom-
izable attribute. Information stored in this area can be used to understand object and its 
movements. Identifying those public information leads to create applications like colli-
sion avoidance, traffic signal management, vehicle to vehicle communication, road 
congestion management, road rule enforcements, driving assistant systems, etc. 

Protected area stores the color, model, manufactured year, frame number and type, 
engine, license plate number, date of first registration, inspection validity, etc. There-
fore, after first registration the data stored in this area can only be manipulated by 
government authority. Protected information can be read only by the owner or police. 
Inspection validity, insurance, tax, etc. help to identify the current status of the vehi-
cle. Recognizing illegal, fake, clone, stolen or altered vehicles, issuing fines for  
inspection expired vehicles, verification of tax payments, management of carrying 
garage, temporary and brand new vehicles are some of the main applications using 
this area. 

Friendly modifier allows several services to be catered to the user in effective 
manner. This area stores the pay ID or wallet ID, rider mode, two customizable attrib-
utes. Information stored in this area can be used to subscribe variety of services pro-
vided by companies. Electronic fee collection systems like toll collection and parking 
can use WalletID to collect the fee only after prior registration with relevant authori-
ties. Furthermore, the emergency vehicles like ambulances can use this area to priori-
tize traffic signals by using the value of RiderMode attribute. 

Private area stores owner name, address and one customizable attribute. Informa-
tion stored in this area is to prove the ownership of the vehicle. No one can read or 
write data into this area without the permission of the owner. When the vehicle is sold 
the ownership information will be changed. 
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Unlike conventional RFID tag, OTag can manage its access depending on four roles: 
public, friendly, protected and private. Thus it provides role base access control mecha-
nism. Additionally, OTag eliminates the necessity of accessing database by keeping its 
own data with it and thereby guarantees the stand alone capability. Similarly OTag 
assures ability of self-describing using the characteristics and behaviors of RF technol-
ogy. Furthermore the interoperability is guaranteed in OTag by providing the common 
communication interface. Therefore the plug and playability is supported using the 
above three main points allowing any actor in ITS to communicate with OTag.  

Suppose that each vehicle has got a RF reader and an active OTag in it. This ar-
rangement makes vehicle an intelligent interface and enables V2V (vehicle to vehicle) 
and V2I (vehicle to infrastructure) communication. Therefore, OTag enables large 
array of applications to improve ITSs. External readers can read OTag in vehicles and 
the readers in vehicle can read infrastructure and passenger or pedestrian OTags open-
ing up large array of applications in ITSs. 

2.1   Identifying and Expressing the Intension of the Vehicle 

There is an OTag class called Informer. Informer instances are positioned in the cen-
ter line of the road in a way that can be read by vehicles running towards the both 
directions. Those tags contained the next target, current position, current route, and 
next crossing lane, etc. as shown in Figure 2. Once the immediate previous 16.1 In-
former OTag position is passed by a vehicle, intended action “16.1GF” of that vehicle 
is sent to the 16.2 Informer OTag via the vehicle reader requesting the next target 
information. Then the Informer OTag sends the next target information to the vehicle. 
If there is no previous Informer, the reader in the vehicle requests yourPosition attrib-
ute of first Informer OTag to understand the current position. 

 

Fig. 2. Illustrate the identification layout of intended movements of vehicles 

 

Fig. 3. Target message expressed by moving vehicle 
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When a vehicle passes the very first Informer, the interrogator in the vehicle gets to 
know the next immediate target. After that, the interrogator writes that information 
with intended action, running speed, and expected reach time of current immediate 
target and lane number if it exists, to the public area of the vehicle OTag. If there is 
no lane number, or previous position information before the Informer, the predefined 
not applicable dummy values will be used to compose the intention attribute. Once 
the vehicle OTag is filled with intention, it will start expressing the intended move-
ments as shown in Figure 2. This process continues until the no Informer tag is found. 
Whenever changes happened to the values relevant to the parameters used to compose 
above message, recalculation is done and vehicle OTag starts retransmitting the new 
message. For instance, if the speed is changed the recalculation is done and retrans-
mission starts. A target message interpretation is represented in Figure 3. 

The message in Figure 3 is interpreted as a vehicle is moving over the route num-
ber 16 by passing the Informer position 16.0 and heading forward (GF) to 16.1. Cur-
rent estimated reach time to the 16.1 is 12:02:23:122 and the vehicle is running at a 
speed of 60kmph in lane 0. Here the lane 0 means that the road 16 has only one lane 
for one side. Therefore as explained in the above message, one vehicle can understand 
the intended movements of surrounding vehicles and thereby collision avoidance can 
be achieved when crossing an intersection and merging lanes. 

3   iPark: The Proposed Solution 

Once the vehicle tag and interrogator is installed into vehicles, optimal automation 
could be achieved in parking management system while providing better services to 
the customers. Our aim was to develop a parking management system which works 
on both free entrance and controlled entrance parking lots. To enable such parking 
management system it is necessary to identify the arriving and departing vehicles, 
detect the idling parking lots, support navigation towards the idling or reserved park-
ing lot, bill parked vehicles, allow inquiring availability and reserve parking lot and 
enable enforcing of parking rules and regulations. 

  

Fig. 4. Illustrate controlled and free entrance parking blocks with Lot tag installations 
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Figure 4 explained controlled entrance parking area and free entrance parking area 
respectively. The message in figure 4, “X-X-X-PK-12:02:23:122-L06” means that the 
car is parked (PK) in lot 6 and start time is 12:02:23:122. Both controlled entrance 
and free entrance parking should be equipped with Lot tag instances and Readers. 
Each Lot tag on each parking block is uniquely named. Since it is necessary to cope 
with the vehicles which do not have installed a vehicle tag and interrogator, sensing 
system is used to detect the occupancy of the parking lot. When a vehicle is parked to 
a parking lot, the sensor will check the occupancy and informed the control system 
that there is a car in its lot. 

3.1   Identification of Arriving and Departing Vehicles  

Automatic Vehicle Identification (AVI) is the solution to secure and convenient 
hands-free access control. In parking AVI is used to automatic identification of vehi-
cles for safe access control and correct billing of parking fees. There can be two main 
types of vehicles entering to the parking premises: pre-registered vehicles (service 
subscribers) and other vehicles. To subscribe the services provided by the park opera-
tor, vehicle must be equipped with a vehicle tag and interrogator. Such vehicles be-
come service subscribers when they are registered with the park operators. On the 
other hand, vehicles that are not subscribed but installed with above composition can 
use most of the services other than automated parking fee payment. Pre-registered 
vehicles can enter and leave the parking lot without any hassle whereas others need to 
pick a ticket at the entrance to enter the premises and made the payment when leaving 
the premises by inserting the parking ticket like in existing systems. A vehicle enter to 
the controlled entrance parking premises will first identify by its “AnonymousID” and 
check for the validation of the subscription and allowed to enter smoothly like in 
automated toll collection gates. If the vehicle is not a service subscriber, parking 
ticket will be issued before opening the entering gate. Similarly the vehicles that are 
not embedded with vehicle tag and readers are also issued such ticket to enter the 
premises. 

When pre-registered vehicle leaves the parking premises fee will be collected 
automatically and allowed to pass the gate smoothly. When charging the fee, pre-
registered vehicle tag’s “WalletID” will be read securely by using the friendly key 
and request the confirmation from the driver. Once the confirmation is given the 
credit limit will be checked and charged accordingly. Note that the “WalletID” attrib-
ute value will be taken from a credit card or debit card.  

In free entrance parking lots, pre-registered vehicles are charged then and there by 
requesting confirmation whereas the others have to pay the money to nearby control 
box. If they neglect the payment fine can be issued as it is possible to identify the 
vehicle using “anonymousID” and “type” attribute values. Vehicles that are not em-
bedded with such tag are still allowed to use the parking lot but need to make the 
payment manually. 

Lot Tag. Lot tag contains the following attributes to identify the lot number, occu-
pancy and reservation information. Figure 5 illustrate some of the key attributes of 
Lot tag.  
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Fig. 5. Illustrate key attributes of Lot Tag 

3.2   Detecting Idling Parking Lots 

Detection should be possible in both free entrance and controlled entrance parking 
lots. As shown in figure 4 each parking lot should be tagged with a Lot tag with an 
infrared sensor. Both the free and controlled entrance parking lots have to have a 
sensor to detect the unregistered subscribers or untagged vehicles. Whenever a vehi-
cle is parked to the parking lot LotStatus attribute value will be changed to occupied 
status by the sensor as shown in figure 5. 

When a tagged vehicle is parked to a lot, the reader in the vehicle read the Lot tag 
and writes its position to the intended movement message for expressing its action as 
explained in the section 2.1 and the figure 2 and 3. Here the last pass Informer, route 
number, next Informer may be blank as shown in the figure 4 messages. Then the 
control system can identify the vehicle in a particular parking lot. Next, the interroga-
tor in the center of the parking lot start reading the vehicle tag at the occupied parking 
lot and writes the start time to relevant Lot tag after verifying the vehicles identity by 
reading the “AnonymousID”. Same way when the customer leaves the parking lot, 
end time of the Lane tag is updated by the interrogator in the parking block. Just after 
leaving the place, billing will be started. Therefore, using the sensor installed in the 
parking lot and Lot tag, it is possible to detect the occupancy of the lot and thereby 
the idling lots can be identified in both free and controlled entrance parking lots. 

3.3   Navigation towards the Idling or Reserved Parking Lot 

Navigation towards the idling parking lots or reserved parking lots can be provided by 
proposed solution. For that the One Informer tag at the point of entrance and several 
Position tags must be installed strategically according to the shape of the parking 
block in addition to the lot tags with sensors. Figure 6 illustrates a parking block with 
Informer, Position, and Lot tags and their placement strategy example for such shape.  

 

Fig. 6. Illustrate the setup for supporting navigation towards the reserved or idling parking lot 



602 K.S. Koralalage and N. Yoshiura 

 

Just after passing the main entrance gate vehicle meets the Informer tag and read 
the destination details including the idling lot. After that the vehicle meets a position 
tag and asks for the directions. For instance when a vehicle get the idling lot number 
21, direction provided by the position tag is go straight and turn after 2nd position tag. 
When the second position tag is passed the idling arrow to the left can be depicted 
with the log number 21. This way it is possible to arrange the navigation assistance 
system towards a given parking lot. When a vehicle needs to reach the reserved park-
ing lot, reserved lot number must be given to the reserved vehicle by reading its 
“AnonymousID”. Writing to Informer tag at the entrance gate must be completed just 
before the reserved vehicle come closer to the Informer tag.  

Irrespective of the subscription, when a vehicle with vehicle tag and interrogator 
enters to the parking premises, guidance to the closest idling parking lot can be pro-
vided. Note that the reservations are only possible with controlled entrance parking 
blocks. Vehicles that are not having vehicle tag can not be guided instead the ticket 
can be printed with available parking lot numbers to assist finding a lot. 

3.4   Billing of Parked Vehicles 

Process of billing differs to two ways in controlled entrance parking blocks. If a cus-
tomer is a service subscriber, parking management system can read the “WalletID” 
from their vehicle tag. Parking charge can be calculated according the time frame and 
the discount options available to that vehicle. Then the system read the “WalletID” 
and charged. Note that the customer should set the “WalletID” attribute value by 
inserting a credit card. Once the payment is successful gate will be released automati-
cally enabling smooth and fast exit. Others must make the payment before leaving the 
exit gate by card or cash. 

When it comes to the free entrance parking lots, everyone is treated same irrespec-
tive of the subscription. The billing process here works on the unique combination of 
the “AnonymousID” and “VehicleType”. In these lots, there is no restriction applied 
before leaving since the billing will be done later in the month to the owner or to the 
driver if it is a rental vehicle. But if a rule is breached, a fine will also be issued with 
the bill. For patrons subscription of free entrance parking can also be done after prior 
registration. 

3.5   Inquiring Availability and Reserving Parking Lots 

Checking availability of a parking lot can be achieved by integrating the parking sys-
tem to a web based system which can be access via system in vehicle, mobile phone, 
or over the web. Dynamic update of idling lots should be passed to such integrated 
system to make necessary information available. This is a merit to the park operator 
as it acts as sort of advertising on their business. On the other hand customers  
are provided with enough knowledge to find the suitable parking lot without any in-
convenience even while driving. Once the customer found a suitable parking lot, 
reservation can be done through the same integrated system. 

Reservation is allowed only with controlled entrance parking lots. Once the in-
struction to reserve a parking lot is received from integrated system, the “status” at-
tribute of the Lot tag in a parking block will be filled with the value “reserved”, with 
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the expire time. If the time expires same vehicle cannot reserve another lot in the 
same company within the same day instead vehicle has to be present or there may be 
an option to extend the reservation by making an extra payment. On the other hand, 
Lot tag itself inform other vehicles about its reserved status by expressing value of 
“LotStatus” attribute value to “reserved” as shown in figure 5.  

3.6   Enforcing of Parking Rules and Regulations 

Enforcing rules and regulations had become a serious issue and big overhead to  
the government authorities. So far there were no automated system to enforce parking 
rules and regulations. Instead there are checkers or police officers to find the illegal 
parking. Difficulties arise in free entrance parking lots are greater than the controlled 
entrance. 

Mainly it is necessary to prevent illegal parking. Illegal parking can be defined as 
parking in no parking areas and roadsides. By this system the vehicles can be informed 
if they stop in no parking area or no parking roadsides to prevent illegal parking. If 
they do not adhere to the rules, vehicles can be identified automatically and fined ac-
cordingly. In addition to that some vehicles may use some free parking lots beyond the 
permitted number of hours. Using proposed composition it is possible to detect such 
parking and fine accordingly. Other scenario is the misusing of reserved, elderly, and 
disabled parking lots. These scenarios can be detected through the proposed system 
and pre-inform or warn the drivers to avoid such misuse. This way the discrepancies 
can be eliminated and thereby unnecessary expenditures can be reduced.  

3.7   Web Based Parking Management 

Citywide parking blocks can be integrated into one central system to pass their idling 
lot information and price plans. At the same time there must be province to make the 
reservation. Once such integration is made a driver can made reservation desired or 
closest parking block to their destination. Each park operator must update their status 
whenever the changes happened attract more customers. Thus the drivers are provided 
with real time information to take better decisions by reducing the air pollution and 
unnecessary traffic congestions. In addition to this the web based system must provide 
support to take decision on multi mode transportation options to assist the drivers to 
take the best possible decision when reaching their destinations. 

4   Concluding Remarks 

A novel universal parking solution called iPark is proposed and explained. Using the 
OTag architecture and strategic composition almost all the issues arise in parking lot 
management could be solved. iPark can be implemented on both free entrance and 
controlled entrance parking lots and assist enforcing rules and regulations automati-
cally while providing better services to the drivers, car park operators and also for the 
jurisdictions. Since this composition can solve the most unsolved issues in parking 
management and provide interoperable, intelligent and standardized usage providing 
ubiquitous usage, no doubt that iPark system become a better parking management 
system enhancing the future of ITS. 



604 K.S. Koralalage and N. Yoshiura 

 

References 

1. ITS: http://www.esafetysupport.org/,  
http://www.ewh.ieee.org/tc/its/, http://www.ertico.com/  
(accessed on February 2009) 

2. Active RFID Tag Architecture, http://www.rfidjournal.com/article/view/ 
1243/1/1 (accessed on February 28, 2009) 

3. RFID Parking Access, http://www.transcore.com/wdparkingaccess.html 
(accessed on March 02, 2009) 

4. ITS Japan, http://www.mlit.go.jp/road/ITS/2006HBook/appendix.pdf 
(accessed on February 20, 2009); e-Plate and RFID enabled license plates,  
http://www.e-plate.com (accessed on July 2008)  

5. Safety Applications of ITS in Europe and Japan, International Technology Scanning Pro-
gram report, American Association of State Highway, and Transportation Officials NCH, 
Research Program 

6. Koralalage, K.S., Yoshiura, N.: OTag: Architecture to Represent Real World Objects in RF 
Tags to improve future Intelligent Transportation Systems. Journal of Convergence Infor-
mation Technology 4(2) (June 2009) 



Author Index

Abel, Marie-Hélène 60
Ali, Maimunah 207
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