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Preface

One of the trends in the global market is the increasing collaboration among enter-
prises. Constant changes in inter- and intra-organizational environments will persist in 
the future. Organizations have to flexibly and continuously react to (imminent) 
changes in markets and trading partners. Large companies but also SMEs have to 
cope with internal changes from both a technical (e.g., new information, communica-
tion, software and hardware technologies) and an organizational point of view (e.g., 
merging, re-organization, virtual organizations, etc.). In this context, the competitive-
ness of an enterprise depends not only on its internal performance to produce products 
and services, but also on its ability to seamlessly interoperate with other enterprises. 
External and internal collaborative work needs more interoperable solutions. 

The International Workshop on Enterprise Interoperability, IWEI, aims at identify-
ing and discussing challenges and solutions with respect to enterprise interoperability, 
both at the business and the technical level. The workshop promotes the development 
of a scientific foundation for specifying, analyzing and validating interoperability 
solutions; an architectural framework for addressing interoperability problems from 
different viewpoints and at different levels of abstraction; a maturity model to evalu-
ate and rank interoperability solutions with respect to distinguished quality criteria; 
and a working set of practical solutions and tools that can be applied to interoperabil-
ity problems to date. 

IWEI is organized by the IFIP Working Group 5.8 on Enterprise Interoperability. 
The aim of IFIP WG5.8 is to advance and disseminate research and development 
results in the area of enterprise interoperability. The IWEI workshop therefore pro-
vides a platform where ideas that have emerged from IFIP WG5.8 meetings can be 
discussed, or reversely, where issues raised at the workshop can be taken to the IFIP 
community for further contemplation and investigation. 

This volume contains the proceedings of the second workshop, IWEI 2009, held 
October 13–14, 2009, in Valencia, Spain. Eleven papers were selected for oral presen-
tation and publication, based on a thorough review process, in which each paper was 
reviewed by three experts in the field. The papers are representative of the current 
research activities in the area of enterprise interoperability. The papers cover a wide 
range of Enterprise Interoperability issues from foundational theories, frameworks, 
architectures, methods and guidelines to European project results and case studies. 

We would like to take this opportunity to express our gratitude to all those who 
contributed to the IWEI 2009 workshop. We thank the authors for submitting content, 
which resulted in valuable information exchange and stimulating discussions; we 
thank the reviewers for providing useful feedback to the submitted content, which 
undoubtedly helped the authors to improve their work; and we thank the attendants 
for expressing interest in the content and initiating relevant discussions. We are in-
debted to IFIP TC5 for recognizing the importance of enterprise interoperability as 
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a research area with high economic impact, and acting accordingly with the estab-
lishment of WG5.8. Finally, we are grateful to the Polytechnic University of Valencia 
for hosting the workshop. 

October 2009 Raul Poler 
Marten van Sinderen 

Raquel Sanchis 
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Towards Cross-Organizational Innovative Business 
Process Interoperability Services 

Ömer Karacan1, Enrico Del Grosso2, Cyril Carrez3, and Francesco Taglino4 

1 Siemens AG, Vienna, Austria 
oemer.karacan@siemens.com 

2 TXT e-Solutions, Milano, Italy 
enrico.delgrosso@txt.it 

3 SINTEF ICT, Oslo, Norway 
Cyril.Carrez@sintef.no 

4 CNR-IASI, Roma, Italy 
francesco.taglino@iasi.cnr.it 

Abstract. This paper presents the vision and initial results of the COIN (FP7-IST-
216256) European project for the development of open source Collaborative Busi-
ness Process Interoperability (CBPip) in cross-organisational business collaboration 
environments following the Software-as-a-Service Utility (SaaS-U) paradigm.  

Keywords: Interoperability, business, collaborative process, COIN. 

1   Introduction 

COIN (FP7-216256) [1] is an integrated project in the European Commission Seventh 
Framework Programme. The mission of the COIN project is to study, design, develop 
and prototype an open, self-adaptive, generic ICT solution where Enterprise Collabo-
ration (EC) and Enterprise Interoperability (EI) services will be an invisible, perva-
sive and self-adaptive knowledge and business utility at the disposal of the European 
networked enterprises [13]. 

In this paper we position the vision and initial results for the development of open 
source Collaborative Business Process Interoperability (CBPip) services following the 
Software-as-a-Service Utility (SaaS-U) paradigm. SaaS is a model of software de-
ployment where an application is hosted as a service provided to customers across the 
Internet, while SaaS-U brings in the picture a new field of interoperability among 
collaborative enterprises, hence SaaS becomes a utility for them.  

The Collaborative Business process (CBP) interoperability is here meant to support 
cross organizational BP modelling by means of sharing, publishing, and transforming 
existing business process models.  

This paper is structured as follows:  

• In section 2 we give a short overview of related work and the context of the 
CBPip.  

• Section 3 describes the prerequisites and concepts for implementing a first set 
of CBPip services. 



2 Ö. Karacan et al. 

• In section 4 we discuss how the CBPip services fit with the SaaS-U paradigm.  
• Section 5 describes the status quo of the ongoing activities and preliminary re-

sults. 
• Conclusions and future work are presented in section 6. 

2   Related Work 

The mission of COIN is to study, design, develop and prototype an open, self-
adaptive, generic ICT integrated solution, starting from notable existing re-
searchïresults in the field of Enterprise Interoperability (specially ATHENA [3], and 
SHAPE [4]) and Enterprise Collaboration (specially ECOLEAD [2]). 

In particular, a COIN business-pervasive open-source service platform will be able 
to expose, integrate, compose and mash-up in a secure and adaptive way existing and 
innovative to-be developed Enterprise Interoperability and Enterprise Collaboration 
services, by applying intelligent maturity models, business rules and self-adaptive 
decision-support guidelines to guarantee the best combination of the needed services 
in dependence of the business context, as industrial sector and domain, size of the 
companies involved, openness and dynamics of collaboration. This way, the Informa-
tion Technology vision of Software as a Service (SaaS) will find its implementation in 
the field of interoperability among collaborative enterprises, supporting the various 
collaborative business forms, from supply chains to business ecosystems, and becom-
ing for them like a utility, a commodity, the so-called Interoperability Service Utility 
(ISU)[24]. 

The COIN project will finally develop an original business model based on the 
SaaS-U paradigm where the open-source COIN service platform will be able to inte-
grate both free-of-charge and chargeable, open and proprietary services depending on 
the case and business policies. 

3   Collaborative Business Process Interoperability 

The work in CBPip starts with the consolidation of open source results from the pre-
vious Enterprise Interoperability research, in particular the ATHENA project (FP6-
507849) [3]. The ATHENA project was the integrated project focusing on enterprise 
interoperability in FP6. The project developed an interoperability framework baseline 
with a set of models, tools, services and methods to solve interoperability issues. 

The work in CBPip inherits the results of the ATHENA project as prerequisites 
and introduces innovative enhancements, particularly business process interoperabil-
ity according to SaaS-U paradigm.  

There are two main CBPip project threads to develop the innovative enhancements. 
The first thread aims to develop innovative Collaborative Business Process Interop-
erability (CBPip) web services for business process modeling, semantic annotation 
and mediation, in order to allow a (semi-) automatic reconciliation between enterprise  
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private processes (PP) and their public views, so-called view processes (VP). The 
ATHENA CBP approach helps us to define a procedure for low-level approach to 
design the CBP independently and for high-level approach to allow participants to 
expose to collaboration the view processes of their private processes and to let the 
CBP to be built interactively. It helps us to conceptualize the top-down Vertical Busi-
ness Process Interoperability (VBPI) strategy.  

The second thread of CBPiP aims to study and experiment process and workflow 
mining techniques to implement a vertical, bottom-up approach to align the business 
process interoperability models with the execution traces; the bottom-up Vertical 
Business Process Interoperability (VBPI) strategy. 

3.1   Top-Down Vertical Business Process Interoperability 

This section outlines the specification of an open source top-down Vertical Business 
Process Interoperability Services Framework. It takes the ATHENA CBP approach as 
a starting point and extends it with new novel approaches and EI services, offered as 
(Semantic) Web services and GUI front-ends (rich clients) according to SaaS and 
SaaS-U, to support Business Interoperability between collaborating Small Medium 
Enterprises (SME). 

Figure 1 gives a high-level overview of the CBP approach. The different levels on 
which CBP modeling is performed (business level, technical level, implementation 
level) are represented on the vertical axis. On the horizontal axis the different model 
types of the process view concept are shown. 

 

 

Fig. 1. High-level overview of CBP concepts 

The different process levels are: 

• Business level processes: This level represents the business views on the collabo-
rative activities, and describes the cross organisational process that defines the in-
teraction among the partners. The CBPs modelled on this level are destined for 
understanding and governance, and will not in the short term support execution. 
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• Technical level processes: This level provides a more detailed view on the CBP 
representing a more complete control flow of the process. Non-executable tasks 
are replaced by tasks that can be executed in a system; still the control flow is 
specified in a platform independent manner. This supports reuse of the process 
models as the models on this level can then be ported to different process engines 
on the last level. Also the message exchange between single tasks is modelled on 
this level. 

• Execution level processes: On this level the CBP is modelled in the modelling 
language of a concrete business process engine. It is extended with platform spe-
cific interaction information and data, e.g. the concrete message formats sent or 
received during CBP execution or the specification of particular data sources 
providing data during process execution. 

 

These levels are similar to the different types of models used in OMG model-driven 
architecture [5], namely computational independent models (CIM), platform inde-
pendent models (PIM) and platform specific models (PSM). BPMN [6] (possibly 
extended with some CBP concepts) as a language can be used at the CIM level to 
express business process models or PIM models to express workflow models that can 
be (semi)automated and transformed to platform technologies. BPEL [12] is an exe-
cution process language that can be used at the PSM level. 

At each intersection of a vertical and horizontal axis, we can identify a possible 
process model to capture tasks and relationships of cross-organizational interactions. 
Thus it is ensured that all relevant perspectives on CBP models as well as the proc-
esses required for the view concept are properly captured and modelled. Transforma-
tions between the different modeling levels are necessary. Between the business level 
and the technical level they can be executed semi-automatically, between the techni-
cal level and the execution level they can be automated. 

A set of innovative CBPip services provided as (Semantic) Web Services will be 
the main part of the framework. Ideally, the set of services will need to support the 
complete CBPip lifecycle. Examples of such services are: 

• Set up and manage cross-organizational business process in a shared collabora-
tive environment. 

• Modelling and developing Private and Public View processes (as part of the in-
ternal preparation for creating CBPip): 

o View Process (VP) creation. 
o Connect VPs to the shared CBPip. 
o Synchronization of CBPip models with external views. 

• Modelling and developing shared CBPip: align document exchange in CBPip 
process parts. 

• Execution of the CBPip, i.e., model transformations to executable platforms must 
be provided. 

• Post-execution analysis of modelled CBPip. 
• Infrastructure services for storing and executing the CBPip and their correspond-

ing executables. 
• Management and monitoring of CBPip. 
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These services can be used by either: 

• Existing and commercial tools of  the collaborating SMEs 
• GUI front-ends developed as client-side prototypes as an alternative to exist-

ing/commercial tools (where these cannot be used or extended) 

In COIN we will aim at leveraging existing technologies and extending them to  
support additional research issues. For instance, how to accommodate and integrate 
human-centric processes, e.g., at a PIM-level with BPEL for humans as a target plat-
form. Another extension would focus on how semantic annotations/process models 
can help us, e.g., can semantic models help us automatically create view processes? 

3.2   Bottom-Up Vertical Business Process Interoperability 

The CBP modelling according to ATHENA is naturally focusing on business processes 
and collaborative business process modelling on a higher level – on the level CIM of 
OMG MDA [9], since they are the basic means of negotiation and communication to 
reach successful business collaboration. They address how to realize a business goal 
incorporating business information, business organizations, business partners and busi-
ness resources (both human and machine). It is a logical step to describe CBP through 
business process modelling. However, in the CBP, the cross-organizational business 
process interoperability on the CIM, PIM and PSM levels (e.g. BPMN, SoaML [11] and 
BPEL respectively) is not the focus; the process interoperability is taken as prerequisite, 
if not, it is assumed as existing. The CBPip concept handles the business process inter-
operability conceptually through the introduction of the concept pairs “private process / 
view process”. The view process is a derivation of a specific private process hiding the 
company’s critical information from unauthorized partners: it will represent only the 
required information for external operations, while hiding internal aspects of the (pri-
vate) process. A view process is always referenced to its private process, which assures 
business process interoperability. Figure 2 illustrates the difference between a view 
process and a private process, and how they are used in the COIN environment. Each 
company (A and B) build their own private processes, shown at the bottom of the figure. 
Using the COIN services (see section 5), each company will specify which parts of their 
processes they wish to publish, and then transform each process into a View Process, 
which will then be published in the COIN process repository. As shown on the figure, 
this View Process contains less operations and sub-processes than the Private Process. 
View Processes are then composed in the CBPip (upper part of Figure 2). 

Additionally, the CBPip provides a modelling technique for studying and illustrat-
ing (modelling) business process interoperability challenges (problems and possible 
solutions), generally, on different levels of abstraction: the CBPip Modeling 
(CBPipM). The CBPipM offers a unified “look & feel” in all abstraction levels. This 
will drive us to define potential interoperability services and service utilities in respect 
to configuration, customization, testability, simulation (e.g. annotating ontologies, 
generating interoperability rules and mapping functions) and interoperability reverse 
engineering alias backward transformation (bottom-up strategy). 
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Fig. 2. Private Process and View Process in the COIN environment 

Furthermore, CBPipM leverages the artefacts that are undergone a semantic com-
patibility procedure, where semantic annotation and semantic mediation services are 
performed. 

The concept of CBPipM provides modelling means, where business process inter-
operability can be defined and modelled from different views and aspects, particularly 
in the PIM and PSM levels. The CBPipM enables behavioural examination of the 
CBP from the viewpoint of its interoperability as a whole. In other words, it describes 
and illustrates the “interoperability view” of CBP models. 

The CBPipM is a complementary modelling approach for the ATHENA CBP 
modelling. Its premises are: 

• The CBPipM is not a new modelling notation, but a modelling concept, which 
may be realized by extending (through profiling) the state-of-the-art modelling 
notations, e.g. BPMN, SoaML. 

• The CBPipM models use the business logic and semantics already captured in 
CBP models but do not redefine them. 

• The CBPipM is applicable in a semantically integrated, unified, or federated 
environment.  

• The CBPipM focuses solely on business process interoperability modelling in a 
strong relationship to CBP models. 

• The CBPipM model elements are definable by using CBP meta-model elements. 
• The CBPipM suppresses business process centric model information (visualisa-

tion). 
• The CBPipM supports vertical top-down (CIM -> PIM -> PSM -> IM) and bot-

tom-up model transformations. 

The CBPipM introduces the following modelling elements: 

• state object  
o A model stereotype for the process data. 

• Trans-operation and trans-mapping 
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o Model stereotypes for the interaction incorporating the transactions, par-
ticularly between View Process / Private Process pairs. Trans-operations 
are actions between COIN workflows and workflows of partner organi-
zation. Trans-mappings are co-local actions, i.e. they are not cross-
organizational transactions. They are to be used particularly for semantic 
compatibility through invoking COIN semantic mediation services. 

Using the state objects, trans-operations, and trans-mappings any cross-organization 
business interoperability workflow can be illustrated completely. 

Figure 3 illustrate the relationship between a common CBP model and a CBPipM 
model. Note that, a fully automated M2M transformation from CBP model to 
CBPipM should be possible in the modelling environment.  

 

WFBegin WFEnd

transoperation_company_a

transoperation_company_b

transmapping

Legende

input state object
output state object
transmapping (colocal action)
transoperation (cross-organizational action)

company_bcompany_a

VP

PP

VP

PP

WFBegin WFEnd

transaction
Begin

transaction
End

transaction
Begin

transaction
End

transmapping
transmapping

 

Fig. 3. CBP model vs. CBPip model 

4   Towards EI Service Utilities 

The COIN software model is built on software-as-a-service (SaaS) and software-as-a-
service-utility (SaaS-U) concepts, which are emerging concepts for current and future 
networked enterprises. 

SaaS is a model of software deployment where an application is hosted as a service 
provided to customers across the Internet. By eliminating the need to install and run 
the application on the customer's own computer, SaaS alleviates the customer's bur-
den of software maintenance, ongoing operation, and support. Conversely, customers 
relinquish control over software versions or changing requirements. 

Using SaaS also can conceivably reduce the up-front expense of software purchases, 
through less costly, on-demand pricing. From the software vendor's standpoint, SaaS 
has the attraction of providing stronger protection of its intellectual property and estab-
lishing an ongoing revenue stream. The SaaS software vendor may host the application 
on its own web server, or this function may be handled by a third-party application 
service provider (ASP). This way, end users may also reduce their investment on server 
hardware. 
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SaaS is generally associated with business software and is typically thought of as a 
low-cost way for businesses to obtain the same benefits of commercially licensed, 
internally operated software without the associated complexity and high initial cost. 
Many types of software are well suited to the SaaS model, where customers may have 
little interest or capability in software deployment, but do have substantial computing 
needs. Application areas such as Customer Relationship Management, video confer-
encing, human resources, IT service management, accounting, IT security, web ana-
lytics, web content management and e-mail are some of the initial markets showing 
SaaS success. The distinction between SaaS and earlier applications delivered over 
the Internet is that SaaS solutions were developed specifically to leverage web tech-
nologies such as the browser, thereby making them web-native. The data design and 
architecture of SaaS applications are specifically built with a 'multi-tenant' backend, 
thus enabling multiple customers or users to access a shared data model. This further 
differentiates SaaS from client/server or ASP solutions because SaaS providers are 
leveraging enormous economies of scale in the deployment, management, support and 
through the Software Development Lifecycle. 

The ongoing European research is trying to make a new implementation of the 
SaaS vision, a step forward in a new field of interoperability among collaborative 
enterprises, supporting the various collaborative business forms, from supply chains 
to business ecosystems, and becoming for them like a utility, a commodity, the so-
called Interoperability Service Utility (ISU). 

The ISU challenge is addressed by COIN by providing a service infrastructure for 
Enterprise Interoperability in the business context of Enterprise Collaboration. This 
will not just create a service platform, but mainly a new business concept – the Soft-
ware-as-a-Service Utility (SaaS-U) model. 

The SaaS-U paradigm fits well with the ISU concepts and can be seen as a soft-
ware application delivery model where a software vendor develops Web-native soft-
ware services and hosts and operates them for use by its customers over the Internet. 
Customers do not pay for owning the software itself any longer but rather for using it 
on-demand. They use it through an API accessible over the Web and often written 
using Web services. 

Furthermore, the SaaS-U paradigm also fits well with modern service-oriented archi-
tecture (SOA) that aim to promote software development in a way that leverages the 
construction of dynamic software systems and which can easily adapt to volatile user 
environments and be easily maintained as well. SOA enables flexible connectivity  
of applications by representing every application as a service with a standardized inter-
face. This enables them to exchange structured information quickly and flexibly. This 
flexibility enables new and existing applications to be easily and quickly combined to 
address changing business needs, and the ability to easily combine and choreograph 
applications allows IT services to more readily reflect business processes. 

In order to transform a generic (web) service into a utility it is mandatory to de-
scribe and understand what are the requirements that “make” a utility. The COIN 
consortium since now has identified the following requirements: 

• General Applicability. To satisfy a generic, common need 
• Standards Based. To adopt known and recognized international or domain 

standards. 



 Towards Cross-Organizational Innovative Business Process Interoperability Services 9 

• Critical Mass of Providers. To attract a certain number of service providers 
which could be interested in providing such a service. 

• Ubiquitous Access. To be universally accessible. 
• Guaranteed SLAs (Service Level Agreement). To be simultaneously acces-

sible by anybody under guaranteed service levels.  
• Simple Configuration. To require minimum configurations to be put in to 

action. 
• Simple Outcomes. To be simply accessed by all and to provide clear and 

simple outcomes. 
• Simple Verification & Validation. To allow easily testing, verification and 

simulation of the declared functionality. 
• Low cost. To be available at low cost, under subscription or pay-per-use 

models. 
• Abundantly available. To be available generally to all, with no rivalry. 
• Public Good. To be a public good, not in the exclusive hands of single pri-

vate entity.  

5   Ongoing Activities and Preliminary Results 

Interoperability between processes also implies the capability of the two processes to 
exchange messages. The two processes manage incoming and outgoing messages in 
their own formats, which can be incompatible, for instance, in terms of terminology, 
and data structuring. Harmonization of messages between the data organization of the 
sender and the receiver is needed. To this end, a semantics-based approach for busi-
ness documents reconciliation (this task is part of the COIN sub-project “Information 
Interoperability services (IIS)”) will support the semantic process interoperability. 
The semantic reconciliation assumes the existence (or the creation) of a shared ontol-
ogy, among application that intend to communicate, as a common reference. The 
schema of the documents to be exchanged are mapped against the ontology (semantic 
annotation) in order to build transformation rules that allow the transformation of a 
document expressed in terms of the specific application format, to and from the on-
tology representation. Such rules are then applied when instances of document are 
actually exchanged. The activity of IIS starts from the semantic reconciliation suite 
developed in the ATHENA [3] and aim at enhancing it in order to provide an auto-
matic support to the semantic mapping. 

5.1   Tooling: Research, Candidates and Evaluation in Respect to SaaS 

The CBPip process is a complex task that starts with a modelling activity and finish 
with an execution activity. Currently the COIN consortium is concentrating in the 
modelling phase. The choice of the tools to be used during this phase is critical if we 
want to enhance the SaaS and SaaS-U models. 

The evaluation of the tools to be used in the modelling phase has to respect the fol-
lowing requirements: 

• Open source: the chosen tools must be completely free and usable. 
• Standard based: the tools must work with standard formats recognised by 

international bodies. 
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• Completely web-based: the users must not be required to install anything. 
Everything must be accessible from everywhere with a simple browser. 

There are few candidates that respect all of the requirements specified above. 
For the modelling tool the COIN consortium is evaluating the following tools: 

• bxModeller [7] 
• Oryx [8] 
• ProcessMaker [9] 

All the above mentioned tools are BPMN designers, which is the modeling language 
chosen for the CBPip process.  

5.2   Transformation from Private Process to View Process 

The aim of a transformation of a private process into a view process is to ease the 
specification of a public process which other companies can use and compose in a 
bigger setting; this public process will provide enough information and operations in 
order to call the private process, which will perform the real action. 

The current version of the transformation, in MOFScript [10], implements a nearly 
complete privacy of the private process, meaning only the necessary operations re-
main during the transformation. COIN will study other means to lower such privacy, 
allowing for instance a partial view of the sub-processes that form the private process. 

Figure 4 illustrates the transformation into a view process. This transformation 
works as follow: 

• Copy each public operations from the View Process into the Public Process; 
• Provide an operation in the View Process, which will perform the call to the 

Private Process 
• Provide an operation in the View Process, which will be informed of the end 

of the Private Process 

 
View Process

PrivateProcess

Action1
Action2

Action3

Action4

input state object

output state object

process start

process end

private operation

transformation

 

Fig. 4. Transformation of a private process into a view process 
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5.3   CBPip Post-execution Analysis with CBPip Modeling 

With the means of CBPipM described in the previous section, the event log files of 
the IBM WebSphere Process Server [14] are roughly analyzed as a first step to the 
proof-of-concept. This section describes the preliminary identified pros and contras of 
CBPipM approach, where the lists are by no means complete (and proven) yet. 

 
PRO arguments: 
• “interoperability” as a model element associated with a formal specification and 

visualization which can be utilized for “post business process execution analysis 
(evidence search for a successfully executed CBP PSM)” 

• The CBPip Framework described in the previous section can be extended in order 
to support the concepts of CBPipM 

• CBPipM enables business process modeling and analysis on PSM and PIM lev-
els, e.g. BPEL 

• A new modeling technique to research on. 
• Concentrates on basic interoperability issues: data, data semantic mapping and 

peek-to-peek transactions 
• Provides model element unification, therefore applicability to both heterogeneous 

and homogeneous interoperability model transformation. 
• Exposes multiple points to integrate appropriate semantic annotation and seman-

tic mediation interoperability, human collaboration services.  
• Aligned to UML2 modeling concepts, e.g. object flows. 

 
CONTRA arguments: 
• additional feasibility effort (proof of concept) 
• CBPipM’s consensus to business interoperability service architecture 
• additional meta-modeling and model transformation effort 

6   Conclusions and Future Work 

The future work will concentrate on the three work packages, namely ” BP modeling 
enhancement”, “Transformation from Private Process to View Process”, and “CBPip 
post-execution analysis”, that are described in the following subordinated sections.  

Furthermore, there are two topics that will gain momentum in the future: applying 
semantic annotation and usage of COIN semantic services, and integration of the 
deliverables of the work packages “Transformation into a View Process” and “CBPip 
post-execution analysis” as “BP modeling enhancements”. 

6.1   BP Modeling Enhancement: Next Steps 

The COIN choice for the modelling tool is bxModeller [7] because among the differ-
ent candidates proposed it is the one with the clearest architecture and uses the most 
known technologies. 

The first step for the modelling enhancements is the customization of such model-
ler to allow the users to define private and public attributes on the activities and per-
form the call to the PP/VP transformation services. 
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6.2   Transformation into a View Process: Next Steps 

The current version of the transformation allows only a high level of privacy of the 
processes, as it focuses only on public / private operations, providing a ‘black box 
view’ of the private process. We are currently investigating in ways to produce a more 
‘grey box view’, where the View Process will show a partial control flow of the pri-
vate process. This implies transformation rules for operations to monitor the state of 
the private process. 

6.3   CBPip Post-execution Analysis: Next Steps 

Regarding to CBPip post-execution analysis with CBPip Modeling, the work will 
continue on to specify the CBPipM concepts precisely and in detail, to define the 
CBPipM meta-model with a given modeling notation, e.g. BPMN, SoaML, and to 
define and describe transformation formalisms text-2-model, e.g. event log structure 
to UML transformation. Additionally, the verification of CBP execution by the means 
of CBPipM will be investigated.  
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Abstract. Interoperability is a key feature for enterprises in today’s competitive 
environment. Fundamental interoperability problems are however still not well 
understood. Within the scope of the Framework for Enterprise Interoperability 
(FEI) originally proposed by INTEROP NoE and now moved to ISO standardi-
zation process, this paper tentatively identifies and categorizes a set of interop-
erability barriers. Barriers to interoperability are defined as incompatibility  
between two enterprise systems. A list of interoperability barriers is presented 
and these barriers are then mapped to the FEI and illustrated with examples. 
The most significant dependencies between barriers are also tentatively defined 
and presented.  

Keywords: Framework for Enterprise Interoperability, interoperability barrier, 
interoperability concern, interoperability dependency. 

1   Introduction 

Interoperability development has been approached from many different points of view 
and perspectives, such as computer science, collaboration in the frame of networked 
enterprise, etc. However fundamental interoperability problems are still not well un-
derstood and they are only fragmentally considered and studied. This paper proposes 
to identify interoperability problems through the concept of barrier and to tackle in-
teroperability development by a problem driven approach. The research assumptions 
are as follows: 

 
1. Enterprises are not interoperable because there are barriers to interoperability that 

obstruct exchange of information and services. 
2. Barriers are incompatibilities of various kinds and can be found at various levels 

and domains of an enterprise. 
3. Incompatibilities have as source the heterogeneity between the actors that are to 

interoperate. Whenever there is heterogeneity in two related systems, there is a risk 
of interoperability problems. 

4. Barriers can be specific linked to a specific application; however there exist ge-
neric barriers which are common in all situations of non interoperability. 
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Based on the assumptions made, the research in Enterprise Interoperability domain 
consists in elaborating solutions to remove barriers (i.e. incompatibilities between 
systems or components of systems that are concerned by interoperations). 

The objective of this paper is to contribute to a better understanding of interopera-
bility problems by identifying and structuring barriers to interoperability under the 
guidance of an interoperability framework.  

Recently several initiatives on interoperability have proposed interoperability 
frameworks to structure issues and concerns in quite different ways. The European 
Interoperability Framework in the eGovernment domain [1] defines three types of 
interoperability: semantic, technical and organizational. A similar approach was also 
proposed in e-Health interoperability framework [2] which identified three layers: 
organizational, informational and technical interpretabilities. In manufacturing area 
the IDEAS interoperability framework [3] defines three main layers (Business, 
Knowledge and ICT) with two additional vertical dimensions (Semantics and Quality 
attributes). More recently the ATHENA Interoperability Framework (AIF) proposes 
to structure interoperability issues and solutions at the three levels: conceptual, tech-
nical and applicative [4].  

This paper adopts the Framework for Enterprise Interoperability [5] which was ini-
tially proposed within the INTEROP DI and now under the process of standardization 
(CEN/ISO 11354). This framework covers the main issues identified in the previously 
mentioned frameworks and focuses on the problem dimension of interoperability. The 
objective is to tackle interoperability problems through the identification of barriers 
which prevent interoperability to occur.  

The remainder of this paper is structured as follows: The introduction to the field 
of interoperability in this section is in the next section followed by a brief introduction 
to the Framework for Enterprise Interoperability. In section 3 the main contribution of 
the paper is presented, a set of barriers and their mapping into the framework. The 
internal relationships between these barriers are then elaborated in section 4 followed 
by a conclusion of the paper in section 5. 

2   The Framework for Enterprise Interoperability 

The Framework for Enterprise Interoperability defines the three basic dimensions as 
follows: 

 
• Interoperability concerns which defines the content of interoperation that may 

take place at various levels of the enterprise (data, service, process, business) i.e. 
the level at which the interoperation occurs. 

• Interoperability barriers which identifies various obstacles to interoperability in 
three categories (conceptual, technological, and organizational), i.e. the type of 
obstacle to interoperability. 

• Interoperability approaches which represents the different ways in which barriers 
can be removed (integrated, unified, and federated). 
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concern
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Problem : Barrier x Concern
Solution : Approach x Barrier x Concern

 

Fig. 1. The relation between the problem and solution space of the framework 

The first two dimensions: Interoperability concerns and Interoperability barriers 
constitute the problem space of enterprise interoperability, see Fig. 1. The intersection 
of an interoperability barrier and an interoperability concern is the set of interopera-
bility problems having the same barrier and concern. The three dimensions together 
constitute the solution space of enterprise interoperability. The intersection of an 
interoperability barrier, an interoperability concern and an interoperability approach is 
the set of solutions to overcome an interoperability barrier at a level of concern, using 
a specific approach. 

Three categories of barriers are defined: conceptual barriers (syntactic and seman-
tic incompatibilities), technological barriers (additional incompatibility due to the use 
of technology), and organizational barriers (related to the incompatibilities of method 
of work, organization structure, etc.). These barriers can exist at four different levels 
of concerns: data, service, process and business levels. Fig. 2 shows the interoperabil-
ity framework in its simplified form with only the first two dimensions defining the 
problem space. 

DATA

SERVICE

PROCESS

BUSINESS

ORGANISATIONALTECHNOLOGICALCONCEPTUAL

Iop
barriers

Iop
concerns

 

Fig. 2. Interoperability Framework (here only the first two dimensions) 
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The interoperability framework also aims at structuring interoperability solutions 
according to their ability to remove the barriers. This is important for retrieval and 
reuses the existing knowledge. For example, PSL (Process Specification Language) 
allows removing the conceptual barrier (syntactic and semantic barriers) for process 
interoperability using a unified approach. 

3   Identifying the Barriers to Interoperability 

Although the dimensions of the framework are well defined, see section 2, the actual 
barriers and solutions are still not yet explicitly identified. This paper sets out to detail 
the barriers at the different levels of concerns, give a brief description of each barrier 
and provide an example of how this barrier could occur. An ID is given to each bar-
rier allowing to categorize the barriers according to the framework. This ID is con-
structed according to the following syntax: <type of barrier>’/’<type of concern>’-‘< 
number within this category>, where the types are identified by the first letter in their 
respective names. For instance, O/P-2 is the second organizational barrier at the proc-
ess level. The description of barrier is expressed as the heterogeneity (or difference of 
things) considered as the source of incompatibilities (barriers). 

Table 1. List of the barriers with ID, name and a brief description 

Id Name Description 
C/D-1 Data content Coverage, i.e. content, of the respective data 

representation 
C/D-2 Data syntax Heterogeneous data format and structure 
C/D-3 Data semantics Data meaning disagreements 
C/S-1 Service content Differences in the coverage, i.e. content, of 

the services offered 
C/S-2 Service syntax Language/formalism syntax used to describe 

the services 
C/S-3 Service semantics The meaning of services descriptions 
C/P-1 Process content Coverage, i.e. content, of the processes 
C/P-2 Process syntax Process description language grammar and 

graphical representation 
C/P-3 Process semantics The meaning of the processes description 
C/B-1 Visions, strategies & Culture Differences in the respective companies goals, 

views, etc. 
C/B-2 Business syntax Format, template or model used for describing 

enterprise business 
C/B-3 Business semantics Meaning of terms used to express business 

issues 
T/D-1 Exchange format Protocol or format available to exchange 

information 
T/S-1 Service granularity Definitions of what constitutes the services, 

i.e. interface problems 
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Table 1. (continued) 

T/P-1 Process behavior Order of operations in the computerized 
processes 

T/B-1 Degree of computerization How much of data, services and processes 
that are automated in IT 

T/B-2 IT requirement fulfillment The ability of IT to support the requirements 
of the business 

O/D-1 Information ownership The structures for assigning rights to data 
O/D-2 Classified information Differences in which information that is to 

be regarded as classified with respect to the 
collaboration partner 

O/S-1 Resource control The allocation of resources, technical as well 
as non technical. 

O/P-1 Business process behavior Order of operation in business processes 
O/B-1 Legislation The legislative requirements that influence 

different actors. 
O/B-2 Organization structure How enterprises are organized on a high 

level 
O/B-3 Methods of work High level differences regarding how work is 

performed in the organizations 

 
The remainder of this chapter provides explanation and examples of barriers listed 

above. The examples are elaborated within the context of two retail organizations E1 
and E2 that want to interoperate in order to cover a larger market both in terms of 
geographical coverage and type of merchandise. 

3.1   Conceptual Barriers 

The conceptual barriers are mainly concerned with the syntactic and semantic incom-
patibilities of information to be exchanged. These problems concern the modeling at 
the high level of abstraction as well as the information level [6]. Generally speaking 
the conceptual barriers can be classified into three different types, see Fig. 3. 

 

Fig. 3. The three main types of conceptual barriers: content, syntactic and semantic barriers 
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Table 2. Different types of semantic conflicts, (1) same term with different definitions and (2) 
different terms with the same definition, adopted from [7] 

 T1=T2 T1≠T2 
D1=D2 Conflict of type 1 No conflict 
D1≠D2 No conflict Conflict of type 2 

 
The content barrier is related to the coverage of the models within the enterprises, 

and heterogeneity would correspond to some concepts of one of the companies that do 
not exist in the other company. Syntactic barriers are concerned with the language 
used to express models and the semantic barriers with the meaning of the terms used.  

On the data level the C/D-1 relates to difference in the content of data stored by the 
enterprises. For example, E1 uses the social security number for identification of their 
customers whereas E2 uses a customer ID and thus does not have social security 
number stored regarding their customers.  

E1 also encode their customers’ names using just a “name” field containing the 
concatenation of the given name and surname. E2 on the other hand uses two fields, 
one “name” field containing the given name and one “surname" field containing the 
surname. This corresponds to the barrier C/D-2 (data syntax barrier). 

Turning to the data semantic barrier (C/D-3), with the assumption that a concept 
C=(T,D) consists of a term, T and a definition D, two cases of barriers are identified, 
cf. Table 2: (1) the same term is used with different meanings (definitions), (2) the 
same concept (equal definitions) is named with different terms. This view is an ag-
gregation of the six semantic problems as outlined in [7].  

Data semantic barrier is the most frequently encountered interoperability problem. 
For example, the enterprises E1 and E2 both use the term “Shipped” to refer to items 
that are sold and will be delivered to the customer. E1 however, use this term to refer 
only to the items actually in transit, i.e. items that have left the premises of E1 and are 
on their way to the customer. E2 have a wider meaning and regard an item to be 
shipped as soon as it’s sold, regardless if the actual shipping has commenced. E1 and 
E2 also use the terms “invoice” and “receipt” respectively to refer to the same item, 
i.e. the customers’ proof of purchase.  

At the service level, the same problem of content, syntax and semantics occur. The 
content barrier (C/S-1) occurs if for example E1 defines the service “pay by check” 
but E2 doesn’t accept payment through checks. Regarding the syntax of services 
(C/S-2), the choice of language to describe the services is an important question, E1 
use a more formal language that stipulates that the specification of a service as struc-
tured information, using fields like “name”, “input”, “output”, “operations”. E2 on the 
other hand use unstructured descriptions of their services, with just paragraphs of text 
describing the same information as contained in E1s descriptions. 

Just as in the case of data, the semantics of the services (C/S-3) is concerned with 
the meaning of terms used for different services, one example could be that E1 and E2 
both use the service “register monetary payment” but E1 refers to any form of direct 
payment whereas E2 only to payment by cash. 

At the process level, different process content (C/P-1) may lead to incompatible 
process collaboration. For example E2 does not work with installments and thus does 
not have a process for evaluating a customer’s credit rating and updating these  
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ratings, something done in E1 where installments are a frequent means of payment. 
The syntax barrier (C/P-2) is mainly concerned with the use of different process mod-
eling languages (for example, UML and BPMN). This syntax barrier is the main prob-
lem in exchanging process models between companies and to relate them together to 
build collaborative processes. Finally the semantic barrier at process level (C/P-3) 
refers to the meaning of the terms used to name and describe processes and sub-
processes. For example E1 uses the term “procurement” to refer to exactly the same 
process as E2 have named “acquisitions” and that the process “claims management” 
exists in both E1 and E2 and deals with return of faulty goods, however the individual 
steps in this process are different in the respective companies. 

Regarding conceptual barriers at the business level, C/B-1 (different strategy and 
vision) exists if one company adopts a Low cost strategy consisting in selling the 
product by lowering costs and maximizing income (by increasing volume), while 
another company focuses on aiding the customer to increase the added value in the 
customers organization. Differentiation in this way usually includes the act of getting 
involved in your customer’s processes [8].  

Even if C/B-1 corresponds to the content issue of the conceptual barriers, there is 
still however the matter of communicating this content between the enterprises, if 
different languages are used to encode vision, goals. For example if one uses natural 
language in policy documents whereas the other one uses the modeling notation Busi-
ness motivation model [9], this will lead to the C/B-2 syntactic barrier. The semantic 
problem (C/B-3) also occurs at business level. For example E1 and E2 use the term 
“leading” differently in statements such as “We will be the leading supplier of indus-
trial tools on the US market”. E1 interprets ‘leading’ as the supplier with the largest 
turnover whereas E2 interprets it as having the most advanced tools on the market. 

3.2   Technological Barriers 

The technological barriers are concerned with the use of computer or ICT (Informa-
tion and Communication Technology) to communicate and exchange information [6].  

Barriers in the technological domain at the data level (T/D-1) are encountered 
when it is impossible to exchange data files or access to the database of a third sys-
tem. This may occur when two systems don’t share an exchange format, for example 
the ERP system of E1 has the options of using an internal proprietary data format or a 
XML based industry standard. E2 on the other hand is only able to exchange informa-
tion in an EDI based format such as UN/EDIFACT. Moreover since different versions 
of the same exchange format might be incompatible it’s important to specify the ex-
change format in a manner so that the compatibility is ensured (i.e. including version 
number etc.). This barrier could be further broken down into the different types of 
conceptual barriers described above, see C/D-1, 2 and 3. 

Enterprises may also define their services with different degrees of granularity 
leading to an interoperability barrier (T/S-1). For example E1 might have an order 
system with the services “add item” (corresponding to adding a row on the order) and 
“update stock” (which corresponds to reducing the number shown as available in 
stock). E2 could have defined their services to one single “register row” which per-
forms both operations. Even though the actual actions might be exactly the same, i.e. 
adding an item to the order always follows by a reduction in stock and there are no 



20 J. Ullberg, D. Chen, and P. Johnson 

conceptual differences between the systems, there will still be a barrier in terms of the 
defined interfaces of the respective systems. 

Within the technological domain at the process level the barrier process behavior is 
concerned with incompatibilities of process execution tools to work together. The 
barrier, T/P-1, is not specifically coupled with the use of paradigms such as 
SOA/Workflows although the name might indicate so – the order in which operations 
are performed in systems have always been of high importance. This barrier is very 
similar to the O/P-1 barrier in the organizational domain. In E1 the process of regis-
tering a sale, and thus the operations of the system that supports this task, is to first 
take the customer information and then to register the items whereas E2 might have 
defined the same process in the opposite order, i.e. register the items first and then 
taking the customers details. 

At the business level, barrier T/B-1 refers to differences in degree of computeriza-
tion. One company may for example have decided and implemented a fully computer-
ized invoice process so that once an order is sent the invoice is sent as well. Another 
company on the other hand chooses a manual process where each order is audited by 
personnel that then manually enter the invoices in the billing system. This is essen-
tially a difference in the requirements posed on IT. 

Related to the matter of requirement is the barrier T/B-2 that is concerned with 
how well IT actually supports the requirements of the organization. Even if the re-
quirements of the business on IT are matched between the interoperating organiza-
tions it’s not necessary the case that the ability of the respective IT organizations to 
fulfill these requirements are equal. This will primarily become a barrier to interop-
erability as the cooperation between the enterprises unfold, typically problems relat-
ing to a joint decision to change the cooperation in some manner and this affects IT. If 
the enterprises decide to create a joint shop, for instance on the web, this will pose 
new requirements on IT and a discrepancy in the ability to fulfill these requirements 
will become a barrier. This can be seen as a somewhat coarse black box view of this 
fairly complex issue of matching IT and business, and is also somewhat related to the 
concept of B-ITa, see for instance [10] for more information about B-ITa in collabo-
rative networked organizations. 

3.3   Organizational Barriers 

The organizational barriers are concerned with the incompatibilities of organization 
structure and management techniques implemented in two enterprises [6]. Generally 
speaking, different ways of defining and assigning responsibility and authority result 
in different organizations which may raise problems from the interoperability point of 
view. At the data level different structures for data or information ownership (O/D-1) 
is an organizational barrier. For example if E1 only allows changes in customer in-
formation to be performed by customer support whereas E2 allows the same changes 
from both customer support and sales. Generally there are four different access rights 
for data, these are Create, Modify, Access and Remove, in the above example Cus-
tomer support of E1 assigned C, M & R to customer support and A to both customer 
support and sales. In E2 on the other hand both customer support and sales were as-
signed the whole set of C, M, A & R. Another problem relating to the data level  
is differences in the amount of information each partner is willing to share, O/D-2.  
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E1 could benefit greatly from information on previous sales in order to improve the 
joint marketing but E2 have a policy stating that such information must not leave the 
company. 

Regarding the service level, O/S-1, E1 have an organizational policy where, in the 
case of workforce resources, the resources themselves determine if they are available 
to perform a task and usage of IT resources are decided by the IT department. E2 on 
the other hand have a policy where the head of each department is responsible for 
allocating the time of the employees and the IT resources are owned by the business 
rather than the IT department and the resources are thus allocated by the head of the 
business department. 

 

Collect information 
on the issue

Collect customer
information

Collect customer
information

Collect information 
on the issue

E1

E2

 

Fig. 4. An example of incompatibility in the order of business process execution, O/P-1 

The organizational barrier at the process level, O/P-1, is concerned with the behav-
ioral aspects of the processes in the enterprises. In E1s customer service department 
all information about the customer is collected before information about the cus-
tomer’s problem is attained, the order of the same process in E2 use the opposite 
order, see Fig. 4. 

E1, being listed on NASDAQ need to be compliant with the Sarbanes-Oxley Act 
while E2 that is listed on the Swedish stock exchange and by that is required to com-
ply with the Swedish Code of Corporate Governance. These two codes of conduct are 
somewhat heterogeneous thus leading to a legislative barrier, O/B-1. 

The organizational structures of the enterprise, O/B-2, is also of importance to the 
ability to interoperate, if one enterprise is organized in terms of a functional organiza-
tion with for instance a head of the sales department whereas the other defines a ma-
trix organization where the employees working with sales have two managers. For the 
respective managers to find their counterpart in the other organization could be diffi-
cult. Differences in organizational structure will most likely also lead to differences in 
methods of work which is the next and final barrier, O/B-3. One example of this bar-
rier is when one company require that working hours shall be seven hours a day and 
forty hours a week (five hours on Saturday), whereas the other company stipulates 
eight hours a day and forty-four hours a week (four hours to be dealt at anytime at the 
workplace) [8]. 

4   Relationships between the Barriers 

Many of the barriers described in section 3 are in some way related to each other. The 
most obvious relationship is those defined by the categorization of barriers in the two 
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dimensions “barriers” and “concerns”, e.g. all conceptual barriers are related and all 
process level barriers are related. This section will elaborate on how barriers are af-
fected by other barriers rather than covering these basic relationships, as long as the 
basic relationships don’t coincide with dependencies. The dependencies will be pre-
sented in models, the corresponding metamodel is very simple, with just one entity, 
the barrier, and one relationship, the affect relationship illustrated by an arrow indicat-
ing that the source barrier affects the target barrier. 

For readability reasons the barriers and their relationships have been divided into 
two clusters, the first contains primarily conceptual barriers and the second primarily 
the organizational and technical barriers. Between these two clusters only one rela-
tionship exists and in order to cover this relationship the barrier business process 
behavior exists in both models.  

The model containing most of the conceptual barriers is shown in Fig. 6. Perhaps 
most noticeable in this model is the set of double headed arrows between the different 
levels of concerns (data, service, process, business) of the same type of barrier (con-
tent, syntax, semantics). These dependencies correspond to the idea that what has 
been conceptually agreed or defined at a level of concern would affect what will be 
agreed or defined at the adjacent levels and the heterogeneities would follow the same 
pattern. For each given situation only one of the directions exist, which one is de-
pendent on whether the enterprises define their content, syntax and semantics bottom-
up (i.e. starting at the data level and working their way up) or top-down. 

 

 

Fig. 5. First part of dependency structure mainly covering the conceptual barriers 

 

Barriers at the data models content, syntax and semantics would also affect the ex-
change format since the data being exchange is based on the data model. Differences 
in the process content could influence the behavior of the business processes and 
service content heterogeneities often lead to interface problems, as described by the 
service granularity barrier. 

Turning to the rest of the barriers and their relationships, cf. Fig. 7, recall that the 
barrier business process behavior is the link from the previous model. In this model 
one double headed arrow exists as well, linking business process behavior to system 
behavior. Just as before only one of the directions is valid for each case corresponding  
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to whether the enterprise have a policy of altering the systems to conform to the busi-
ness or if the business adopts the behavior of the system. Barriers at the business 
process behavior could depend on differences in the high level methods of work. The 
methods of work in turn can mainly be affected by barriers relating to organization 
structure, vision, strategy and culture as well as legislative differences.  

The vision, strategy and culture barrier could be claimed to, at least indirectly, in-
fluence most of the other barriers, however the most direct affect is that on organiza-
tion structure, classified information and finally IT requirements fulfillment. The last 
B-ITa related barrier in turn affects the degree of computerization. Since the organiza-
tion structure often defines responsibilities within the organization both the informa-
tion ownership and resource control barriers are affected by the organization structure 
barrier. Furthermore, controlling resources often lead to controlling information as 
well and thus there is a dependency between these barriers. Finally the information 
classification barrier could, apart from what was described before, also be affected by 
legislative differences and differences in information ownership. 

 

 

Fig. 6. Dependencies between barriers primarily from the organizational and technical domain 

5   Conclusion 

This paper set out to identify the set of interoperability barriers that obstruct the inter-
operation between enterprise systems. The list presented is not exhaustive and needs 
to be further completed and refined. Incompatibility resulting from heterogeneity of 
system elements is considered as a key concept to identify barriers and to understand 
various problems of interoperability. Solutions to improve interoperability are under 
constant development, but it’s not until the problem space is exhaustively identified  
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and clearly defined that it’s possible to assure that the available solutions really miti-
gate all the barriers. Well defined problems (i.e. the barriers) can also aid in efficient 
development of solutions to these problems. 

The conceptual barriers are the most important ones because they are concerned 
with the presentation and representation of concepts to use for enterprise business and 
operations. Technological barriers are additional barriers stemming from existing 
incompatible information technologies. Organizational barriers are also additional 
barriers due to particularly incompatible human behaviors. The barriers are not inde-
pendent and the most important dependencies between barriers are also shown in the 
paper. 

Future work is to validate the proposed list of barriers through case studies and 
elaborate an interoperability maturity model based on the concepts of barriers identi-
fied. 
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Abstract. Context-aware mobile applications are intelligent applications that 
can monitor the user’s context and, in case of changes in this context, conse-
quently adapt their behaviour in order to satisfy the user’s current needs or an-
ticipate the user’s intentions. The design of such applications relies on dynamic 
middleware platforms that consist of a variety of components. These compo-
nents are distributed in the environment and interoperate by making use of each 
other’s services. In the A-MUSE project, we defined a design methodology 
based on MDA principles that relies on a SOA reference architecture for con-
text-aware mobile applications. This paper shows how abstract concepts in the 
design of such applications can be applied to realize concrete components that 
guarantee architectural interoperability. We also present a platform-specific 
framework that uses BPEL, UDDI registry and web services as target technolo-
gies to implement our reference architecture.    

Keywords: Service-Oriented Architecture, Model-Driven Architecture, con-
text-awareness, BPEL, web services, UDDI. 

1   Introduction 

Context-aware mobile applications are intelligent applications that can monitor the 
user’s context and, in case of changes in this context, consequently adapt their behav-
iour in order to satisfy the user’s current needs or anticipate the user’s intentions. For 
example, a context-aware mobile phone could be able to know when its user is sitting 
in a movie theatre and consequently mutes itself without explicit user’s intervention. 
When the user is travelling and dinner time is approaching, the same context-aware 
mobile phone could suggest a suitable restaurant based on the user’s location and 
his/her previous dining history. Anywhere and anytime, context-aware mobile appli-
cations should be able to provide relevant services to their users. The design of such 
applications relies on dynamic middleware platforms that consist of a variety of com-
ponents [1,8,11,12]. These components are distributed in the environment and inter-
operate by making use of each other’s services.  

                                                           
* This work is part of the Freeband A-MUSE Project (http://a-muse.freeband.nl). Freeband is 

sponsored by the Dutch government under contract BSIK 03025. 
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In the A-MUSE project, we have defined a middleware platform based on a refer-
ence architecture tailored to context-aware mobile applications. This reference archi-
tecture includes all the components typically used by such applications. In [4] we 
have also defined an (automated) design approach based on this reference architec-
ture. This approach refines the monolithic abstract specification of a context-aware 
mobile application into the distributed behaviour of concrete components that inter-
operate with each other in order to achieve the goals of the application. This paper 
aims at showing how the abstract concepts in the design can be mapped to concrete 
components that guarantee interoperability in our reference architecture, and how 
these components can be built with specific target technologies. Towards this aim, we 
have defined and implemented a framework based on specific target technologies that 
is correct and consistent with the original monolithic abstract specification of our 
applications. We have made a specific choice on these target technologies, namely, 
we have used BPEL, UDDI registry and web services. However, our design is plat-
form-independent and can be realized with other specific target implementations.    

The structure of the paper is the following: Section 2 introduces the design meth-
odology and reference architecture we have defined in the A-MUSE project for  
the development of context-aware mobile applications, Section 3 investigates which 
concrete architectural components are necessary to provide interoperability in the 
reference architecture and how these components can be built and integrated in a 
platform-specific framework, Section 4 presents a case study that illustrates how the 
abstract concepts of our reference architecture can be realized with the concrete com-
ponents of the platform-specific framework, Section 5 discusses some related work, 
and Section 6 presents our conclusions and identifies topics for future work. 

2   Design Methodology 

This section introduces our reference architecture and the design methodology in 
which this architecture is embedded. The reference architecture has been defined and 
applied in the A-MUSE project to realize the Live Contacts case study [13,20]. Live 
Contacts consists of a context-aware mobile application that runs on Pocket PC 
phones, Smartphones and desktop PCs and allows its users to contact the right person, 
at the right time, at the right place, via the right communication channel. The refer-
ence architecture is general enough to be reused for other context-aware mobile appli-
cations by simply redefining some application-specific components, such as context 
sources and action providers. Moreover, the use of this architecture does not limit our 
design methodology to context-aware mobile applications, since the same methodol-
ogy can be applied (with minor adjustments) to other categories of applications based 
on different reference architectures.       

2.1   Reference Architecture 

The control component of our reference architecture is the service coordinator, which 
receives events and triggers actions as reactions to these events. Events may be either 
user input events, which consist of explicit user requests to the application, or context  
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events, which consist of relevant changes in the user context. For example, a user 
input event may be a request for the user’s list of buddies, and a context event may be 
the proximity event triggered whenever a buddy is nearby the user. Actions represent 
application reactions to user input and context events, and may be an invocation of 
any internal or external service, such as the generation of a signal, the delivery of a 
notification or a web service request.  

 

 
 

Fig. 1. A-MUSE reference architecture for context-aware mobile applications 

Fig. 1 shows a single user instance that interacts with the system and a buddy of this 
user. The presentation component takes care of the interactions with the end-user and 
there is one presentation component for each user. In this paper, we do not provide any 
implementation of this component. The user agent (one for each user and located in the 
user device) interacts on behalf of the user with the presentation component to obtain 
user input and present user output, and provides the service coordinator with user input 
events. The service coordinator orchestrates all the other components, searching and 
updating a database, which contains information about users (e.g., name, password, 
preferred contact means and list of buddies). To simplify the discussion without loss  
of generality, we assume a system configuration with one service coordinator and  
one database. The service coordinator also interacts with context sources and action 
providers.  

Context sources sense changes in the user context and provides the service coordina-
tor with context events. Fig. 1 shows a (GPS) location service that provides information 
about users’ current location, a (MSN) presence service that provides indications 
whether users registered in the application are available online in the network, and a 
(Outlook) calendar service that provides information about users’ appointments and 
activities. We assume that there is one (GPS) location service, one (MSN) presence 
service and one (Outlook) calendar service for each user agent in this particular configu-
ration. These services are registered in the service trader.  
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The action providers are responsible for performing actions that follow user input 
and context events. Fig. 1 shows an SMS service, phone service, e-mail service and 
chat service, which enable users to communicate with each other through sending 
messages, making a phone call, sending e-mails or chatting, respectively. These ser-
vices are also registered in the service trader. 

The service trader registers all the available services offered by context sources and 
action providers. This allows the coordinator to dynamically discover available services 
based on the service descriptions that are published in the service trader. After discover-
ing the proper service, the coordinator can invoke it by using the endpoint location  
contained in the service description. Alternatively, the coordinator can forward this 
endpoint to the user agent, which can directly invoke the service without intervention of 
the coordinator. This use of a service trader is a well established pattern of service dis-
covery in service-oriented architectures. Examples of service traders in middleware 
platforms are the OMG CORBA trader [17] and the UDDI registry [15]. 

The interactions among components of this architecture are based on the service-
oriented architecture (SOA) approach, which considers components only from the 
point of view of the service that they provide or use without considering the internal 
details of how the service itself is implemented. According to SOA, components 
make use of each other’s services to interoperate in order to support the goals of the 
application. In this paper, we focus on the right part of Fig. 1, namely on the interac-
tions between the user agent, the coordinator, the database, the service trader and the 
action providers. Information on the interactions between the coordinator and context 
sources can be found in [3].   

2.2   MDA-Based Methodology 

The reference architecture of Fig. 1 has been defined as part of a design methodology 
based on the Model-Driven Architecture (MDA) approach [16]. Fig. 2 shows this 
methodology, which divides the design of context-aware mobile applications in differ-
ent levels of models with different degrees of abstraction and platform-independence. 
The service specification is the highest level of abstraction and describes a context-
aware mobile service1 as a monolithic behaviour from an external perspective. At this 
level, we specify the functionality that our service offers to its user and we do not con-
sider any structural detail of the service, i.e., we abstract from its internal components. 
The platform-independent service design model describes a context-aware mobile 
application from an internal perspective revealing our SOA-based reference architec-
ture. The platform-specific service design model describes the realization of a context-
aware mobile application in terms of specific target technologies. Several alternative 
Platform-Specific Models (PSMs) may implement a Platform-Independent Model 
(PIM) as long as correctness and consistency are guaranteed. Therefore, it is in princi-
ple possible to use different middleware technologies to realize the platform-specific 
service design. 
 

                                                           
1 The term service at this level denotes the observable behaviour of the whole application, as 

opposed to the use of the term service in service-oriented architectures to denote the function-
ality supported by a service provider reachable from some middleware. 
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Fig. 2. MDA-based methodology 

Our previous work [4,5] focuses on the PIM level of this methodology, namely on 
the service specification and platform-independent service design model, and the 
transformations between these models. These transformations consist of gradual 
(automated) refinements that preserve correctness and consistency particularly of 
behavioural aspects, which are usually overlooked at the PIM level in the MDA 
community [14]. This paper focuses on the transformation from the platform-
independent to the platform-specific design models and provides an implementation 
framework for a specific part of the reference architecture, i.e., user agent, coordina-
tor, database, service trader, and action providers. This implementation shows that the 
PSM level preserves the interoperability that we have designed at the PIM level. 

3   Platform-Specific Framework 

We consider the following scenario: 

“A user wants to contact one of his/her buddies with a specific communication means, 
such as SMS, phone, chat or e-mail. Therefore, the user provides the application with 
the name of this buddy and the communication means to be used. In order to fulfil the 
user request, the coordinator has to retrieve the contact details of the buddy from the 
buddy list of the user in the database, and discover a proper service in the service 
trader according to the desired communication means. Once the coordinator has 
retrieved contact details of the buddy and the endpoint location of the communication 
service, it can forward this information to the user agent, which is finally able to 
invoke the proper service and put the user in communication with the desired buddy”.   
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Fig. 3 shows our platform-specific framework for this scenario. In this framework, 
components of the reference architecture are mapped on target technologies. The 
same framework can be used with different scenarios. We realized the coordinator as 
BPEL process exposed as a web service to all the other components of the architec-
ture. These components provide and/or use services, which are orchestrated by the 
coordinator BPEL process.  
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Fig. 3. Platform-specific framework 

Fig. 3 shows that the coordinator BPEL process receives some inputs from the coor-
dinator client in the user agent (RequestInputs). These inputs instantiate a new BPEL 
process. In the above mentioned scenario, the inputs are the name of the buddy and the 
preferred communication means to contact this buddy. In order to put the user in contact 
with his/her buddy, the coordinator BPEL process has to retrieve information from the 
database component, which is exposed in the framework as a web service (database 
web service). The coordinator BPEL process also needs to discover a suitable service in 
the Service Trader to provide the communication means selected by the user.  

We realized the service trader as a UDDI registry using jUDDI [10], which is a 
Java implementation of the UDDI standard. Our jUDDI registry contains the descrip-
tions of the services available in the framework. In our scenario, the available services 
are SMS, phone, e-mail and chat services. The service descriptions consist of XML 
documents with the name, type and endpoint of the service. The service type 
refers to semantic concepts described in an ontology supported by our framework. 
The endpoint is the concrete address where the service is deployed. Fig. 4 shows an 
example of service description for the SMS service. To support the publication of 
service descriptions in this format, we have extended the jUDDI with tModels that 
represent each of the service parameters, i.e., name, type and endpoint. To group 
the name, type and endpoint tModels under the same service, we have used the 
categoryBag UDDI element. 
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Fig. 4. SMS service description 

Service descriptions are published in our jUDDI registry through the publication 
web service in Fig. 3, which offers a publication interface to the service developers. 
This interface accepts a service description, parses this description and publishes the 
service name, type and endpoint in the jUDDI registry. 

 

 

Fig. 5. Framework ontology excerpt 

The coordinator BPEL process can discover the services published in the jUDDI 
registry through the discovery web service in Fig. 3. The discovery is based on the 
service type semantic concept, as the one used in the service descriptions. The dis-
covery mechanism retrieves all the services with type semantically related to the 
requested type. For example, assume that we are looking for the service type ‘Fixed-
PhoneService’, which is a semantic concept, as shown in the excerpt of the frame-
work ontology depicted in Fig. 5. 

The discovery mechanism retrieves the following matches, which are semantically 
related to the requested type: 
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i) FixedPhoneService ⊂ PhoneService (FixedPhoneService is a subsume 
match of PhoneService) 

ii) FixedPhoneService ⊃ WorkPhone (FixedPhoneService is a plug in match 
of WorkPhone) 

iii) FixedPhoneService ⊃ HomePhone (FixedPhoneService is a plug in 
match of HomePhone) 

iv) FixedPhoneService ≡ FixedPhoneService (FixedPhoneService is exact 
match of FixedPhoneService)  
 
The discovery mechanism selects the best match among the options above. The best 
match is the exact match, followed by the plug in matches and then by the subsume 
match. The discovery web service in Fig. 3 returns the endpoint of the best match to 
the coordinator BPEL process. We realized the publication and discovery mechanisms 
as web services, so that they are eventually accessible from any component of the 
framework. The publication and discovery mechanisms are based on the work pre-
sented in [19]. 

The BPEL process finishes once the service endpoint has been discovered in the 
jUDDI registry and the contact details of the buddy have been retrieved from the 
database. Endpoint and contact details are given as output to the coordinator client 
located in the user agent (RequestOutputs). Fig. 3 shows that the user agent also con-
tains the clients to invoke the SMS, phone, e-mail and chat services (one client for 
each service). These are generic clients for the services, i.e., they do not have a spe-
cific service endpoint. Provided with the endpoint, the user agent can finally invoke 
the proper communication service (service invocation) and provide this service with 
the contact details of the buddy in order to finally put the user in contact with his/her 
buddy via the right communication channel.  

We have performed an initial implementation of the presented components, to 
demonstrate its practical feasibility.        

4   Case Study 

Fig. 6 shows an example of the platform-independent service design model, which is 
the result of the behavioural refinements at the PIM level of our methodology. These 
behavioural refinements are out of the scope of this paper and are presented in [4,5].  

Fig. 6 shows part of the functionality of the Live Contacts case study, namely con-
tactRequest, which is described in the scenario presented in Section 3. This part of 
functionality involves several components, which are the user agent, the coordinator, 
the database, the service trader, and two action providers (the SMS and phone ser-
vices). Fig. 6 uses ISDL (Interaction System Design Language) [9], which allows the 
specification of behavioural aspects of interacting components. Particularly, ISDL 
allows us to specify the control flow of each component in terms of causality rela-
tions, and the interactions between components in terms of two contributions, one for 
each component involved in the interaction.    
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Fig. 6. Platform-independent service design model (exported from Grizzle [7]) 

 

Fig. 6 shows that the user request to contact a buddy with a specific communica-
tion means (contactReq) is forwarded by the user agent to the coordinator. This re-
quest contains two parameters, which are the name of the buddy (name) and the 
communication means to contact this buddy (means).  The coordinator retrieves from 
the database the communication means available for the buddy (findContactInfo). 
Afterwards, the coordinator evaluates the parameters of the contact request. Depend-
ing on the means selected by the user (SMS or WorkPhone), a proper communication 
channel is selected (SMS or phone). In both cases, the coordinator performs two ac-
tivities concurrently, namely, retrieving from the database the number where to con-
tact the buddy (findSmsNr or findPhoneNr), and asking the service trader to discover 
the proper service to contact the buddy (discoverSmsService or discoverPhoneSer-
vice). In the discovery, the coordinator indicates the service type to dicover (sms or 
phone), and the service trader returns the endpoint of this service (serviceEndpoint). 
Once both the service discovery and the database retrieval are concluded, the coordi-
nator sends a response to the user agent (smsContactRsp or phoneContactRsp) with 
the information necessary to invoke the service, i.e., the contact details of the buddy 
(mobileNr or phoneNr) and the endpoint location of the service (serviceEndpoint). In 
this way, the user agent is able to invoke the proper action provider (SmsService or 
PhoneService) and provide it with the necessary input, which may be the mobile 
number or the work phone number of the buddy. We assume here that all the services 
published in the service trader with serviceType = ‘sms’ present the same behaviour 
as SmsService in Fig. 6. Analogously, all the services published in the service trader 
with serviceType = ‘phone’ present the same behaviour as PhoneService in Fig. 6. 
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We realized a prototype based on the platform-independent service design model 
of Fig. 6 by using the platform-specific framework described in Section 3. We ex-
perimented and tested this prototype. Fig. 7 shows the BPEL process that implements 
the coordinator, which orchestrates all the components of our platform-specific 
framework.    

 

 
Fig. 7. Platform-specific service design model: the coordinator BPEL process 

The BPEL process starts with a receive activity (contactRequest) that accepts as 
inputs the name of the buddy and the communication means to contact the buddy. The 
assign activity AssignBuddyNameToFindBuddyInfo copies the name of the buddy of 
the contactRequest activity to the invoke activity called findBuddyInfoInDB. This 
latter activity consists of an invocation of the database web service in order to retrieve 
the communication means available for the buddy. The BPEL process in Fig. 7 con-
tinues in two alternative flows, one in case the selected communication means is 
‘SMS’, and the other one in case it is ‘WorkPhone’. These flows execute two invoke 
activities in parallel: the invocation of the database service to retrieve the contact 
details of the buddy, and the invocation of the discovery web service to discover the 
endpoint of the service. When both invoke activities in the flow are concluded, their 
output is assigned to the reply activity (contactResponse) that ends the BPEL process. 
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The contactResponse activity sends the outputs of the process to the coordinator client 
in the user agent.   

5   Related Work 

Much effort has been done to develop SOA-based middleware solutions for context-
aware services and applications [1,8,11,12]. The benefits of using SOA to support the 
development of such applications have been extensively discussed in the literature 
[2,21]. In [21], the convergence of context-awareness and service-orientation in ubiq-
uitous computing is discussed by comparing context-awareness principles, such as 
adaptation and extension, to SOA principles, such as abstraction and loosely cou-
pling. Particularly, it is shown how abstraction and loosely coupling principles in 
SOA support, respectively, adaptation and extension principles in context-awareness.  

In [2], service-oriented context-aware application design is discussed and a service-
oriented architecture that separates context parameters from application data is pro-
posed. Although this architecture reflects the need to distinguish components devoted 
to context management and application core in the design of context-aware services, 
[2] does not describe a design process that supports this architecture. In contrast, we 
present a SOA-based reference architecture for context-aware mobile applications that 
is embedded in a comprehensive design methodology that supports the architecture. 

Our design methodology is based on the MDA principles and addresses behav-
ioural issues of model transformations in the design of the applications. These behav-
ioural issues are usually overlooked in common MDA approaches [14]. In this paper, 
we show that behavioural aspects, which we have addressed already at the Platform-
Independent Model (PIM) level, can be consistently realized at the Platform-Specific 
Model (PSM) level without any need to incorporate them later in the development 
process, by adding hand-written code as annotations to PSMs or to implementation 
code skeletons.      

6   Conclusions and Future Work 

This paper presented a prototype of a platform-specific framework for the realization 
of context-aware mobile applications. This prototype is one of the possible realiza-
tions with target technologies of a platform-independent model obtained through 
gradual behaviour model transformations of an abstract service specification. This 
paper shows the feasibility of this prototype. The prototype actually reflects the inter-
operability among components that we modelled in our design. Therefore, we can 
conclude that the transformation from platform-independent level to platform-specific 
level preserves correctness and consistency of the original behaviour of the applica-
tion. However, this is only a first step towards the validation of our methodology and 
further work needs to be done to validate the complete design and implementation. 

In this paper, we do not discuss the transformation from the platform-independent 
model in Fig. 6 to the platform-specific model in Fig. 7. We only provide the source 
and target models of this transformation. The mapping from ISDL to BPEL is part of 
the work presented in [6,18].  
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We realized only a limited part of the functionality of the Live Contacts case study, 
in which the coordinator handles one of the possible user request to the application. 
However, in the complete case study the coordinator has to handle several user re-
quests and context events at the same time. These requests and events are realized by 
interacting components with different but interdependent executions threads. There-
fore, the coordinator has to handle concurrency and synchronization issues of interact-
ing components. This is part of the work presented in [5]. 

We provided a feasible implementation of part of our reference architecture for 
context-aware mobile applications. We did not consider here context source compo-
nents that retrieve context information from the user environment and provide the 
coordinator with context events in case of changes in this context. The integration of 
these components in our reference architecture using a context expression evaluator is 
discussed in [3]. However, we envision an alternative realization of these components 
with web services technologies. In this work, by implementing the action providers as 
web services, we learned that this is a feasible and interesting solution to guarantee 
flexibility, interoperability and portability in our platform-specific framework. Further 
study needs to be performed in order to integrate context source components in the 
framework and expose them as web services. These components require mechanisms 
to allow the coordinator to dynamically subscribe to context events as soon as these 
components become available to the application. However, we believe that the ex-
periments we have performed in this paper by building action providers as web ser-
vices, have brought us a step forward towards the realization of context sources with 
this technology.             
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Abstract. Significant developments in information and communication

technologies and challenging market conditions have forced enterprises

to adapt their way of doing business. In this context, providing mecha-

nisms to guarantee interoperability among heterogeneous organisations

has become a critical issue. Even though prolific research has already

been conducted in the area of enterprise interoperability, we have found

that enterprises still struggle to introduce fully interoperable solutions,

especially, in terms of the development and application of ontologies.

Thus, the aim of this paper is to introduce basic ontology concepts in

a simple manner and to explain the advantages of the use of ontologies

to improve interoperability. We will also present a case study showing

the implementation of an application ontology for an enterprise in the

textile/clothing sector.

Keywords: Interoperability, Ontology, Thesaurus, Case-Study, Textile/

Clothing Industry.

1 Introduction

Nowadays, firms are required to work in an effective and efficient manner to
create greater possibilities of success in the international market. In order to
achieve this, they must collaborate with each other, and it is at this point when
communication problems arise. Thus, even if the companies in collaboration
belong to the same sector the differences in format or layout of documents or
the business logic used, may cause the collaboration process to slow down and, in
the worst case scenario, to fail, decreasing opportunities for the companies in the
market. Interoperability enables the above mentioned problems to be resolved.

According to the IEEE association interoperability is the ability of two or more
systems or components to exchange information and to use the information that
has been exchanged [1].

Three main research themes or domains that address interoperability issues
have been identified by the Thematic European Network IDEAS[2], namely: (1)
Enterprise modelling (EM) dealing with the definition of interoperability require-
ments; (2) Architecture & Platform (A&P) defining implementation solutions to

R. Poler, M. van Sinderen, and R. Sanchis (Eds.): IWEI 2009, LNBIP 38, pp. 38–51, 2009.
c© IFIP International Federation for Information Processing 2009
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achieve interoperability; (3) Ontologies (ONTO) addressing the semantics nec-
essary to assure interoperability [3]. Ontologies have critical roles in support of
browsing and searches for e-commerce and in support of interoperability for fa-
cilitation of knowledge management and configuration. Ontologies can be used
as central controlled vocabularies that are integrated into catalogues, databases,
web publications and, knowledge management applications, providing a concrete
specification of term names and term meanings [4].

The purpose of this paper is to clarify ontology related concepts to researchers,
managers and end users and present how ontologies can be used to support inter-
operability. In this paper we present a case study showing the implementation of
an application ontology for a business in the textile/clothing sector that should
serve as a basis of a public domain ontology. In next section we review the
basic ontology related concepts and we introduce the methodology followed to
develop our application ontology. Section 3 introduces the most relevant works
about enterprise ontologies. Section 4 describes the main characteristics of the
textile/clothing industry. In section 5, we introduce a textile thesaurus devel-
oped after the study of the domain and we describe the evolution from that
thesaurus to an application ontology specially designed for the case study, a
local textile/clothing company, introducing the benefits obtained from the use
of ontologies for the enterprise interoperability. Finally, conclusions and future
research proposals are included in section 6.

2 Ontology Basic Concepts

Several definitions of the concept ontology have been made, but the one by
Gruber [5] is the most popular and widely accepted, and adopted in this paper:
an ontology is an explicit specification of a conceptualisation.

Ontologies define the terms and common concepts used to describe and rep-
resent a particular domain or knowledge area, as well as the relationships among
these terms and the rules for combining them. The choice of an ontology de-
termines the way in which we perceive and represent our environment. Thus,
ontologies are no other than a formalism for knowledge representation. This
knowledge can be formalised using the following components: concepts, rela-
tions, functions, axioms and instances.

One of the most extended uses of ontologies is the support of structured,
comparative, and customised searches. But ontologies are more than just that,
they are also powerful tools for providing interoperability support. In general
Interoperability projects, approaches and frameworks developed, consider as a
requirement for their solution the development and use of Ontologies where ter-
minology can be clarified for all the stakeholders as for example in [3,6,7,2,8]. In
the simple case of considering controlled vocabularies, there is enhanced inter-
operability support since different users/applications are using the same set of
terms. In simple taxonomies, we can recognise when one application is using a
term that is more general or more specific than another term and facilitate inter-
operability. In more expressive ontologies, we may have a complete operational
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definition for how one term relates to another term and thus, we can use equality
axioms or mappings to express one term precisely in terms of another [4].

2.1 Ontology Representation Formalisms

Generally, ontologies are represented in languages that allow abstraction of the
low-level data modelling; in practice, ontology representation languages present
an expressive power close to first order logics [5]. This capacity for abstraction
is what allows ontologies to support interoperability.

Figure 1 presents the existing formalisms for knowledge specification according
to their semantic expressiveness. Genuine lexical resources are placed closer to
the left, while more formal ontologies are at the right end of the spectrum. We
consider a lexicon as a compilation of domain terms. A thesaurus is no other
than a lexicon that includes basic relationships between concepts and, generally,
classifies those terms within a hierarchy. On the other hand, domain ontologies
integrate complex rules and axioms concerning a particular case of application.

Fig. 1. Adapted Ontology Spectrum based on [4,9,10]

Lexical knowledge (i.e. lexicons, thesauri) has been integrated into ontologies
in different ways. In the simplest approach, it is introduced directly as one of the
properties of the concept. Even though the previous scenario seems to be the
preferred one by the community, authors in [9,10] propose that ontologies and
lexical resources (thesauri in our case) to be kept separated from each other.
This organisation enables the reuse of a thesauri by several resources within
the same domain. This reuse may improve ontology alignment since ontology
concepts will be linked to entries of the same thesaurus. Figure 2 shows such
linkage between ontology concepts and thesaurus terms. If the same entry in the
thesaurus is linked to several ontology concepts, this may indicate that these
concepts are potentially aligned.
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Fig. 2. Ontology thesaurus link based on [10]

2.2 Ontology Development Methodologies

There are several design criteria and development approach methodologies for
Ontologies, including those proposed by Natasha Noy et al [11], Uschold and
Gruninger [12], Guarino [13],and A. Gomez-Perez et al [14].

All these methods focus, in particular, on scenarios where a harmonisation
between similar ontologies is required or there is a need to achieve the inter-
operability of distributed knowledge sources, which may be either databases or
ontologies or both.

INTEROP Network of Excellence [6] adopts UPON (Unified Process for ON-
tology building) [15]. UPON is an incremental methodology for ontology building
that takes into account that in most cases companies require a migration of the
already existing knowledge bases (typically relational databases) to ontologies;
and generally these existing knowledge bases would still continue to exist and
need to interoperate with the newly designed ontology as well.

UPON’s characteristics stem from the Software Development Unified Process,
one of the most widespread and accepted methods in the software engineering
community, and it uses the Unified Modelling Language (UML) to support the
preparation of all the blueprints of the ontology project.

What distinguishes UPON from other methodologies, for software and on-
tology engineering respectively, is their use-case driven, iterative and incremen-
tal nature. UPON presents cycles, phases, iterations and workflows. Each cycle
consists of four phases (inception, elaboration, construction and transition) and
results in the release of a new version of the ontology. Each phase is further
subdivided into iterations.

For each iteration five workflows take place: requirements, analysis, design,
implementation and test; and a richer and more complete version of the target
ontology is produced. The incremental nature of UPON first requires the iden-
tification of relevant terms in the domain, gathered into a lexicon; then this is
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progressively enriched with definitions, yielding a glossary; adding the basic on-
tological relationships to it allows a thesaurus to be produced, until, with further
enrichments, it takes a final shape.

The methodologies for ontology design mentioned above have many points in
common, but in this paper we will mainly focus on the UPON methodology as
we consider that its iterative nature is more appropriate and adapts better to
our domain and case study. But, as we mentioned already in this paper, we will
keep the thesaurus and the domain ontology separated from each other.

3 Enterprise Ontology Review

Enterprise Ontology (EO) has its origins in the need to develop models at a high-
level of abstraction with the development of effective inter- and intra-enterprise
information systems. These models need to be understood by both business
people, who are defining their functionality, and software engineers, who are
constructing and implementing the software systems that realise the systems’
functionality. The idea of business components for modelling information systems
is very valuable since they directly reflect the business rules and the constraints
that apply to the enterprise domain [16].

Thus, an Enterprise Ontology is a collection of terms, definitions, relations
and rules relevant to business enterprises. In order to develop an enterprise on-
tology, all the terms in the business need to be considered and clearly defined.
This includes the company’s intended purposes, the processes and everything
happening in the business. From the research of AIAI (Artificial Intelligence
Applications Institute in the University of Edinburgh) the main uses for the
Enterprise Ontology include to [17]:

– Enhance communication between humans, for the benefit of integration.
– Serve as stable basis for understanding and specifying the requirements for

end-user applications, which leads to more flexibility in an organisation.
– Achieve interoperability among disparate tools in an enterprise modelling

environment using the EO as an interchange format.

3.1 Enterprise Ontology Approaches

TOVE (TOronto Virtual Enterprise) ontology is the result of the TOVE [18]
project conducted by the University of Toronto. The TOVE project provides a
generic, reusable data model that provides a shared terminology for the business
and enterprise.

The researchers in the National Institute of Standards and Technology devel-
oped PSL (Process Specification Languages) [19]. PSL, initially based on TOVE,
identifies, formally defines, and structures the semantic concepts intrinsic to the
capture and exchange of discrete manufacturing process information.

Finally, the Edinburgh Enterprise Ontology or the Enterprise Ontology (EO)
[17] project’s goal is to provide “a collection of terms and definitions relevant to
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business enterprises to enable coping with a fast changing environment through
improved business planning, greater flexibility, more effective communication
and integration”. The EO project has also developed tools for modelling, com-
municating and representing enterprises and processes in a unique way. The
EO is represented in an informal way (text version) and in a formal language
(Ontolingua).

All these efforts offer a great contribution to ontology development as a sup-
port mechanism for interoperability. But, in real life, only large companies can
afford these solutions. In fact, a large number of enterprises have a very poor un-
derstanding of what ontologies and their advantages are. Moreover, even though
a huge amount of information about ontologies and their applications has been
written, the number of tangible or free-accessible ontologies is very scarce.

The aim of this paper is make all this information accessible to the gen-
eral public and provide the reader with a practical and simple example of how
an application ontology can be designed and implemented. More precisely, we
will focus on the design of an application ontology for a local textile/clothing
company.

4 Case Study Context

Because the aim of this document is to present an application ontology devel-
oped for a textile/clothing enterprise, we will now briefly review the main char-
acteristics of this sector and describe the most significant research conducted to
introduce interoperable solutions in the domain.

4.1 About the Textile/Clothing Industry

The production process within the Textile/Clothing sector is based on collabora-
tion between a large number of small and medium enterprises (SMEs) to create
and deliver items of textiles and clothing. Each of these enterprises is responsible
for a particular aspect of the production process: such co-operation is regulated
by the exchange of request/response messages necessary to carry out all the steps
in the supply chain. The delivery timing of the final product is affected by the
communication mechanism adopted within the supply chain. In this sector the
introduction of fully interoperable solutions and standards is a harder task when
compared to other production processes, since the sophistication and specificity
of the cooperation among the enterprises of the supply chain (mainly based on
human relationships instead of Information and Communication Technologies)
are very high and represent a peculiar competitive factor.

4.2 Textile/Clothing Industry Interoperability Approaches Review

Up until 2000, most innovation was aimed at automating internal business pro-
cesses. In many cases, even this was usually only within individual departments,
leaving inter-enterprise processes as manual. The only existing interoperability
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solutions were based on EDIFACT [20] technology, and EDITEX [21], which are
described below.

The EDI, Electronic Data Interchange, defined by a UN Commission, was
focused on the simplification of international commerce. It was based on:(1)A
document structure for international electronic commerce; (2) the UN dictionary
of the words for international trade; and (3)the ISO syntax for the electronic
transfer of data within flat files. The result was a rigid technology, EDIFACT,
where customisations were made by suppressing of unused parts of a common
general structure. This approach was valuable because it conveys a universal
standard, but it was only affordable for large organisations.

In the period between 1980 and 1990, the EDITEX project developed the
EDIFACT subsets for the European Textile and Clothing industry. Despite these
efforts, the diffusion of the EDITEX solution was also limited to a few very large
organisations.

eTexML [22] is a French project coordinated by the Institut Francais du Tex-
tiles et de l’Habillement - IFTH. The project was initiated in order to provide a
set of EDI tools based on XML to allow manufacturers and retailers to implement
a reactive delivery strategy.

TEX-WEAVE [23], Standardisation and interoperability in the Textile Supply
Chain Integrated Networks, is an international project in which AITEX (Instituto
Tecnológico Textil) [24] based in Alcoi (Spain) is involved. The aim of this project
is to provide the Textile/Clothing sector with a framework for interoperability
based on standardised electronic document exchange based on XML Schemas.

Moda-ML [25] (now denominated Moda-ML initiative) was a European project
based in Italy. The project objective was to facilitate the exchange of technical
and managerial information between the companies of a supply chain in the
Textile/Clothing sector. The project is especially focused on the relationship
between textile providers and clothing manufacturers.

Regarding semantic-like interoperability, Moda-ML represents an interesting
initiative to provide semantics for the e-business vocabulary [26,27]. They carried
out the following steps based on UPON methodology: they started by identifying
the necessary vocabulary terms (i.e. lexicon), then they created a basic organisa-
tion of the terms (i.e. thesaurus), and finally they automatically built an ontology
following a set of patterns and descriptions extracted from a database.

The next section presents our case study, which is a study we carried out of the
main requirements for developing a reference vocabulary and ontology. As Moda-
ML, we have followed a three-steps approach: definition of term requirements (i.e.
lexicon), analysis and organisation of terms (i.e. thesaurus), and implementation
of a formalisation (i.e. ontology).

5 Development of an Ontology for the Textile/Clothing
Industry

The case study is an enterprise involved in the hosiery and textile/clothing indus-
try. The company expanded and diversified its operations to also manufacture
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socks and to produce all its own yarn and fibre requirements. The company has
kept growing and introduced new product areas such as underwear, beachwear,
pyjamas and lingerie.

For the sake of brevity, in this paper we will focus on the part of the ontology
developed to describe the technical specifications or characteristics of the wide
range of products manufactured and commercialised by the company.

Next we will describe the steps conducted in order to complete our ontology,
based on the UPON methodology described in subsection 2.2,. Figure 3 shows
how UPON methodology has been adapted to our particular case of study.

Fig. 3. Steps conducted in order to develop our application ontology based on [15,28]

5.1 Determine the Domain, the Benefits and the Scope of the
Ontology

During this phase of the study it is vital to determine what the domain of the
ontology is, what the ontology will be used for and who will use and maintain
the ontology.

After a precise study of the enterprise to gain a deep understanding of its
workflow, we decided to focus our ontology on the textile products that are
produced and marketed.

It is improtant to determine how the company would benefit from the devel-
opment of an application ontology. The most immediate and evident advantage
is the possibility of introducing semantic searches on the enterprise web portal
from which employees and customers would benefit.

The creation of the ontology and the introduction of a shared thesaurus for the
domain can also provide interoperability support. As shown in Figure 4, ontolo-
gies can be used to formally abstract the knowledge represented in a particular
database. Additionally, if these ontologies share a domain thesaurus, interoper-
ability support is enhanced since different users/applications are using the same
set of terms; moreover, mappings between them can be directly defined.

Regarding the semantic integration, ontologies can also be used to detect
incompatibilities between database schemas to be integrated. When merging in-
dependently developed ontologies, given a set of mappings between them, errors
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Fig. 4. Use of ontologies to support interoperability

are likely to occur due to different points of view in the respective conceptualisa-
tions [29]. In general such errors are due to global restrictions which are not true
in all contexts (e.g. only items have a name), but in a specific application. Thus,
when integrating different applications and databases with different contexts,
these global restrictions should be avoided.

In our particular case of study, the application ontology enhances internal in-
teroperability between the different departments of the company since they now
have a shared domain thesaurus defining the most common terms. A specific
ontology could also be developed for each department. This particular ontology
should take into account the most relevant processes of every unit. Moreover, a
mapping between these ontologies may also be implemented. Thus, the shared
thesaurus and the set of departmental ontologies will provide a fully interoper-
able solution within the company.

On the other hand, external Enterprise Interoperability could be also achieved
by providing the enterprises that usually collaborate with the company under
study with ontological solutions based on our shared thesaurus. This will allow
local companies to cooperate with each other in a more effective and efficient
manner.

5.2 Identification of Relevant Terms

Once the scope and the domain of the ontology have been clearly defined, the
next step is to identify the relevant terms in the application domain (i.e. the
lexicon), the textile/clothing sector in our case of study, and elaborate a lexicon
including the most general terms.

In order to achieve this, we studied and analysed several clothing catalogues
from the most important companies in the sector. We especially focused on
nightwear, hosiery, socks and underwear, as they are the main items commer-
cialised by our case study. The result of this study was a compilation of the
domain’s most relevant terms (see Figure 5). Some of the concepts included in
our lexicon are Brand, Colour, Size, Fabric, Item, Season, Collection, etc.
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Fig. 5. UML representation of a subset of the domain concepts

5.3 Introduction of Basic Relationships between Terms

The next step after the lexicon development is the introduction of the basic
relationships between domain concepts to obtain a thesaurus. As mentioned in
section one, this thesaurus will ideally be shared among different companies in
the sector or different departments within a company and it will be the founda-
tion for the development of an application ontology reflecting the particularities
of each individual enterprise in the textile sector. By basic relationships between
domain concepts, we understand: the classification of the domain concepts within
a hierarchy and establishment of linguistic relationships such as synonyms and
translations. In our thesaurus, for example, terms are defined in English and
Spanish and an equivalence between the sizes used in different countries has
been introduced.

Fig. 6. Excerpt from the developed SKOS-like Thesaurus
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We have used SKOS (Simple Knowledge Organization System) [30,31] as a
formal language to represent our textile thesaurus (TextileTh). This language
has a rich support for labelling and reporting term metadata (e.g. Preferred
label, Alternate labels, definitions, examples) as well as for defining linguistic
relationships (e.g. Has Broader, Has Narrower, Related, Exact Match). Figure 6
shows an example of a set of SKOS-like entries organised within a hierarchy
(skos:broader) and showing different synonyms and translations (skos:altLabel).

5.4 Design and Creation of the Required Application Axioms

Once we have developed a domain thesaurus, our objective is now to introduce
the required axioms to model the particular business rules and complex relation-
ships between the case study products to create an application ontology. Thus,
we will create the enterprise’s application ontology taking the shared domain
thesaurus as a reference.

Table 1. Excerpt from the product definition required in the case

XS and S are small sizes

α1 Small Sizes ≡ XS � S

XL, XXL and XXXL are big sizes

α2 Big Sizes ≡ XL � XXL � XXL

A Pack includes two or more items with the same Size

α3 Item S ≡ Item � ∃hasSize.S � ∀hasSize.S

α4 Pack S ≡ Pack � ∀hasItem.Item S � � 2 hasItem.Item S

α5 Pack ≡ Pack S � Pack XS � . . . � Pack XL � Pack XXL � Pack XXXL

A Basic Pack includes three items: 1 black, 1 white and 1 ecru

α6 White Item ≡ Item � ∃hasColour.White � ∀hasColour.White

α7 Black Item ≡ Item � ∃hasColour.Black � ∀hasColour.Black

α8 Ecru Item ≡ Item � ∃hasColour.Ecru � ∀hasColour.Ecru

α9 PackBasic S ≡ Pack S � ∃hasItem.White Item � ∃hasItem.Black Item

� ∃hasItem.Ecru Item � = 3 hasItem.Item S

α10 PackBasic ≡ PackBasic S � PackBasic XS � . . . � PackBasic XXXL

The creation of an application ontology requires a deep understanding of the
business rules, processes and particularities of the company you are developing
the ontology for. In order to fully understand how the enterprise works, we
arranged several meetings with the different departments involved in the design
and commercialisation of their products, including IT.

We have adopted OWL (Ontology Web Language) [32,33,34] as the ontology
language, and we have used Protégé 4 [35] as the OWL ontology editor. Table 1
shows some of the product definition specifications required they are enumerated
in English, but their formal representation using description logics [36] is also
included.
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6 Conclusions

Theoretically, there is no doubt about the benefits of using ontologies to support
enterprise interoperability and to facilitate the development of the semantic web.
The aim of this research is to clarify ontology related concepts to companies and
end users, so they can benefit from the actual application of these mechanisms.
Moreover, in this paper we have presented a practical approach to ontology
design and development by introducing an application ontology for the textile
sector, that should be the beginning for a development of a public ontology in
this sector.

The main problem encountered during our research is that even though there
have been plenty of efforts in the last few years to develop a textile thesaurus
that could be used as a standard in this domain, nowadays, few companies
are aware of the actual benefits of investing in these mechanisms and using
them as tools to support interoperability. In this paper, we have developed a
simplified thesaurus for the sector that could be the foundation for the creation
of a standard. Moreover, we have introduced how an application ontology can
be developed, taking this thesaurus as a reference. Even today, the creation of
a standard thesaurus is necessary for the future development and actual use of
application ontologies within the textile sector.

Thus, we can conclude that there is still a lot to do before the actual use of
application ontologies in the textile/clothing industry. As we have already men-
tioned, the main reason for this is the lack of a standard thesaurus or taxonomy
collecting the domain relevant concepts and basic relationships. We also consider
it is very important to carry out initiatives to educate companies and employees
in the use of ontologies, and to prove to them that they can benefit from these
mechanisms. Practical examples of use may be introduced so enterprises can
better understand how the use of ontologies can enhance communications with
customers, suppliers and stakeholders.
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Abstract. Enterprise Architecture (EA) as a discipline with numerous and en-
terprise-wide models, can support decision making on enterprise-wide issues. In 
order to provide such support, EA models should be amenable to analysis of 
various utilities and quality attributes. This paper provides a method towards 
EA interoperability analysis. This approach is based on Analytical Hierarchy 
Process (AHP) and considers the situation of the enterprise in giving weight to 
the different criteria and sub criteria of each utility. It proposes a quantitative 
method of assessing Interoperability achievement of different scenarios using 
AHP based on the knowledge and experience of EA experts and domain ex-
perts, and helps in deciding between them. The applicability of the proposed 
approach is demonstrated using a practical case study.  

Keywords: Enterprise Architecture, Interoperability, Quality attribute, Assess-
ment. 

1   Introduction 

Enterprises are complex, highly integrated systems comprised of processes, organiza-
tions, information and supporting technologies, with multifaceted interdependencies 
and interrelationships across their boundaries. Understanding, engineering, and man-
aging these complex social, technical, and infrastructure dimensions are critical to 
achieving and sustaining enterprise performance [1]. In order to provide such support, 
Enterprise Architecture (EA) has been emerged. Taking a holistic approach, EA fo-
cuses not only on the technical aspects but also on the various aspects of the enter-
prise upon which the IT systems operate [2]. 

As enterprise complexity rises there are many more possibilities to consider in de-
signing an optimal enterprise, and so importance of architecting grows. 

Through the emphasis on architecting, we look not just at transition from an ‘as is’ 
to the ‘to be’ state, but also at the underlying decision analysis related to considering 
the various alternative ‘could be’ states of the new (or transforming) enterprise.  

Moreover, because the risk and impact of EA are pervasive across the enterprise, it 
is critical to perform an architecture assessment before any decision about choosing a 
scenario. 
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The enterprises of this century are truly systems in themselves and as such the 
properties and design issues for complex systems also relate to complex enterprises. 
In this field, one of the new research trends is about the way various properties and 
behaviors of systems relate to enterprises, and how decisions on ‘could be’ architec-
ture alternatives may be made based on optimization around a given property.  

Considering EA, we generally believe that quality attributes (properties) of an en-
terprise are primarily achieved through EA (same as software architecture [3]). In 
other words, most of the design decisions embodied by EA are strongly influenced by 
the need to achieve quality attributes.  

One of the important quality attributes of an enterprise is interoperability. 
Interoperability is still a vague concept and has many definitions and connotations 

to different people in different sectors and domains. Starting from a pure software 
problem in the middle of 90’s, interoperability is taking on a wider meaning to cover 
the many knowledge spaces, dimensions and layers of single and collaborating enter-
prises [4]. 

There exist numerous definitions of interoperability, examples from literature are:  

• Ability of two or more systems or components to exchange information and 
to use the information that has been exchanged [5]  

• (computer science) the ability to exchange and use information (usually in a 
large heterogeneous network made up of several local area networks [6])  

• Interoperability may occur between two (or more) entities that are related to 
one another in one of three ways [7]  

o Integrated: where there is a standard format for all constituent sys-
tems  

o Unified: where there is a common meta-level structure across con-
stituent models, providing a means for establishing semantic 
equivalence  

o Federated: where models must be dynamically accommodated 
rather than having a predetermined meta-model  

• Generally speaking, interoperability is the capability for two (or more) sys-
tems to exchange information [5] and to use reciprocally their functionality.  

Although much the same, here we focus on the last (most general) definition. 
Since a decade, although some efforts have been made to develop enterprise inter-

operability, especially in Europe [8], [9], [10] where several research projects have 
been launched under FP5/FP6, there is still not an overall satisfactory solution on 
interoperability. Research in this area is still fragmented. Most of researches and de-
velopments are focused on the technology aspect to solve interoperability problems. 
Few approaches are developed to evaluate the degree of interoperability. 

The aim of this paper is to propose a quantitative assessment method of EA interop-
erability achievement for different EA scenarios, based on the enterprise’s situation.  

In this approach, a specialized weight is assigned to each interoperability criteria 
and sub-criteria according to the areas of focus in the enterprise. This is done by using  
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the knowledge of a group of EA experts and a group of domain experts. The proposed 
approach uses AHP for assessing the level of interoperability of each scenario and 
helps enterprises compare and decide about different scenarios according to the level 
of interoperability they provide. 

As mentioned above, the method in this paper has the additional benefit that the 
identification of which architecture to use is based on the situation of the enterprise 
and also the experience of groups of EA and domain experts.  The participants are 
forced to systematically consider all possible combinations. This ensures a broader 
decision base. Moreover, it allows discussions to be held focusing on the areas where 
the participants’ experiences differ. 

The term “EA scenario” is used to denote an architecture, an architecture proposal, 
or a solution for an enterprise, which can be on any level of granularity. But of course 
the architecture scenario candidates to be compared should have the same level of 
granularity. 

The case study provided at the end of this paper is an abbreviated version of a 
study under development in Ports and Maritime Organization of Iran (PMO). This is 
done to give a more comprehensive presentation of how the method can be used and 
to demonstrate the efficacy of our approach. 

1.1   Related Work 

In this part we introduce the related work to this research that consists of 3 groups:  

1. Analysis methods and tools for software quality, including the Software Ar-
chitecture Analysis Method (SAAM) [11], the Architecture Tradeoff Analy-
sis Method (ATAM) [12], Abd-Allah and Gacek [13], Wright [14] and the 
Chiron-2 Software Architecture Description and Evolution Language 
(C2SADEL) [15]. None of these methods are applicable in the EA domain 
[10]. These methods focus on evaluating a single software architecture to 
find out if and where there may be problems in it, while the method in this 
paper is more aimed towards finding out which EA scenario candidate, of a 
set of EA scenario candidates, has the most potential to support the mix of 
quality attributes for a particular enterprise to build.  

2. Software quality attribute measurement methods based on MCDM methods, 
including [16], [17], [18], [19], [20], [21], [22], [23] and [24]. 

These methods focus on prioritizing and selecting the most appropriate 
software architecture candidate that supports the desired quality attributes. In 
this paper, we extended the idea of these methods in the EA domain.  

3. The analysis methods in the EA community including [25], [26], [27], [28], 
[29], [30], [31] and [32].  

The main contributions of our approach which makes it different from the 
above mentioned approaches of group 3 are as below: 

1. In our approach, the criteria and sub-criteria of a quality attribute are 
given different weights according to the EA layers each of them belong 
to and also the importance of each EA layer in the enterprise. Above 
mentioned approaches, use causal effect and probability theory, and 
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model causal probabilities between quality attributes and criteria. The 
problem, however, with causal probabilities is that these are more time 
consuming to find and define in the EA models (compared to weights).  

2. Through our approach, we use the knowledge and experience of two 
groups of experts in our assessment; EA experts and domain experts. 
This ensures a broader decision base according to different points of 
view and allows identification of differences in participants’ experi-
ences. 

3. All above methods use formal languages such as Influence Diagrams 
or their extended version to support the analysis of EA, but we have 
used Analytical Hierarchy Process (AHP) as a multi criteria decision 
making method, which is the first experience of using this method in 
the field of EA assessment. 

1.2   Outline of Paper 

The remainder of the paper is outlined as follows:  
Section 2 is devoted to the explanation of the proposed interoperability assessment 

method in a step by step manner. In section 3, we present a case study where the pro-
posed method is used. Finally in section 4 the paper is concluded and future work are 
introduced. 

2   The Proposed Interoperability Assessment Method 

The objective of this paper is to help the decision makers of an enterprise to decide 
about different scenarios according to their level of interoperability achievement.  

This method can be used when making any decision about EA issues in the enterprise 
in each of the phases of Target EA Design, Transition Planning and development and 
EA maintenance. In other words, this method is usable after gathering complete infor-
mation about the current EA of the enterprise. 

In this approach, we have classified interoperability measures as several criteria 
and sub-criteria using [4]. 

The approach uses Analytical Hierarchy Process (AHP) for analysis and prioritiza-
tion of different elements. Different methods may be applied for prioritization [33]. 
This includes subjective judgment with or without consensus building and methods 
such as providing a total sum of points to be divided between the items or aspects you 
would like to prioritize. Most methods have however weaknesses and it is mostly hard 
to judge the goodness of the prioritization. AHP addresses some of these problems 
[34], since it allows for a calculation of a consistency index for the prioritization. This 
opportunity arises from the fact that AHP is based on all pair-wise comparisons of 
whatever we would like to prioritize.  

To better understand the proposed approach, we first precisely describe AHP and 
then explain the proposed approach in a step by step manner (Fig. 1). 

In this figure the boxes with thick border represent the steps that directly use AHP. 
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Fig. 1. Illustration of Solution 

2.1   Analytical Hierarchy Process (AHP) 

AHP, originally proposed by Saaty 1980 [34] is one of the multi criteria decision 
making methods, which is available from the management science literature. Briefly, 
AHP consists of a set of steps, where all combinations of elements are evaluated pair-
wise, and according to a certain scale. The question to answer for each pair-wise 
comparison is which of the two elements, i or j is more important, and how much 
more important is it?. This is rated by interpreting the values as presented in Table 1. 

These comparisons are then transferred into a matrix, where n is the number of 
elements, together with the reciprocal values. After this is done, the eigenvector of the 
matrix is computed. [34] and [35] propose a method called averaging over normalized 
columns to do this. This results in an estimation of the eigenvalues of the matrix, and 
is called the priority vector. The priority vector is the primary output of applying 
AHP. 

After constructing all required pairwise judgment matrices between criteria and al-
ternatives levels, for each, the consistency ratio (CR) should be calculated. The devia-
tion from consistency, the measure of inconsistency, is called the consistency index 
(CI) and is calculated using the following equation: 

max

1

n
CI

n

λ −=
−

 (1) 

where n is matrix size and maxλ  is the maximum eigenvalue of the matrix. 
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The CR is used to estimate directly the consistency of pairwise comparisons, and 
computed by dividing the CI by a value obtained from a table of random consistency 
index (RI), the average index for randomly generated weights [34], as shown in the 
following equation: 

CI
CR

RI
=  (2) 

A consistency ratio of 0.10 or less is considered acceptable even if it is pointed out 
that higher values are often obtained [34] [35]. 

Note that if the AHP hierarchy has multiple levels of criteria and sub-criteria, the 
above computations must be done for each sub-criteria (leaf node of the hierarchy) 
and then the priority vectors of the alternatives according to each sub-criteria are 
synthesized into one priority vector [36]. This vector provides the final priorities of 
the alternatives according to the specified criteria and sub-criteria. A more extensive 
description of AHP can be found in e.g. [34] and [35]. 

Table 1. Scale for pairwise comparison using AHP [34][35] 

Relative Intensity Definition Explanation 
1 Of equal importance The two variables (i and j) are 

of equal importance 
3 Slightly more  

important 
One variable is slightly more 
important than the other 

5 Highly more important One variable is highly more 
important than the other 

7 Very highly more 
important 

One variable is very highly 
more important than the other 

9 Extremely more  
important 

One variable is extremely more 
important than the other 

2,4,6,8 Immediate values Used when compromising 
between the other numbers 

Reciprocal If variable i has one of the above numbers assigned to it 
when compared with variable j, then variable j has the 
value 1/number assigned to it when compared with  
variable I. More formally if nij=x then nji=1/x 

 

2.2   Steps of the Proposed Approach 

In the proposed framework, AHP is used in steps 2.2 and 4.1. It must be regarded that in 
each of these steps, after AHP computation (according to section 2.1), the consistency 
ratio (CR) of the pairwise comparisons should be computed to determine the reliability 
of the results. Whenever CR is more than 10%, pairwise comparison should be done 
again with more precise information or by other participants with more experience.  

 
Step 1: Identify interoperability criteria/sub-criteria 
As mentioned before, in this paper we have used enterprise interoperability measures 
mentioned in [4] as EA interoperability criteria and sub-criteria. The hierarchy of 
interoperability criteria/sub-criteria is demonstrated in Fig. 2. 
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Fig. 2. Interoperability Criteria/sub-criteria hierarchy 

Step 2: Identify the enterprise-specific criteria and sub-criteria of interoperabil-
ity and their level of importance (weight);  
The defined criteria are general for enterprises. In this step, an approach is proposed 
to specify the weight of interoperability criteria and sub-criteria according to the areas 
of focus in the enterprise. According to [37] and [38], four main aspects (sub architec-
tures or layers) has been specified for EA, which are Business Architecture layer 
(BAL), Data Architecture layer (DAL), Software Architecture layer (SAL) and Tech-
nology Architecture layer (TAL). There are other classifications such as [39] that 
define 6 aspects for EA, but here we focus on the first classification.  

Step 2.1: Identify the EA layer each criteria/sub-criteria belongs to;  
As described before, we have specified four main aspects (sub architectures lay-
ers) for EA based on [37] and [38], which are Business Architecture layer, Data 
Architecture layer, Software Architecture layer and technology Architecture 
layer. In this step an EA expert should specify the EA layer(s) that each crite-
ria/sub-criteria belongs to. One criteria/sub-criteria can belong to more than one 
EA layer. We have performed this mapping. Table 2 presents the relationship 
between interoperability criteria/sub-criteria and EA layers. 
Step 2.2: Obtain Individual data about the importance (weight) of each EA 
Layer in the context of the utility;  
Regarding the fact that the analysis method used in this paper is AHP, weight of 
EA layers should be assigned by pair-wise comparison. So, a questionnaire is 
designed which contains a description of interoperability in each EA layer. For 
this purpose, the most important and tangible criteria of interoperability for each 
EA layer are described. Then some of the main experts of the enterprise are 
asked to fill the questionnaire and do pair-wise comparison between the EA lay-
ers. They should give a number between 1 and 9 to each comparison between 
two layers. This number represents the opinion of the expert about the impor-
tance of the considered layer compared to the other layer in the context of inter-
operability in the enterprise. The outcome of this step using AHP, is one vector 
per participant with relative weights on the importance of each EA layer in the 
enterprise. 
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Table 2. Interoperability Criteria/sub-criteria and their related EA Layers 

Criteria/Sub-criteria Related EA Layers 
Openness of system All layers 
Level of Decoupling BAL, SAL 

Level of Decentralization BAL, SAL 
Level of Configurability SAL 
Level of Syntactic Compatibility DAL, SAL 
Level of Semantic Compatibility BAL, DAL, SAL 
Platform Compatibility TAL 
Communications Compatibility TAL 
Organization Structure Compatibility BAL 
Clearly defined authorities at both sides  BAL 
Time of Interoperation BAL, SAL 
Quality of Conformity All layers 
Quality of Exchange All layers 
Quality of Use All layers 
Cost of Exchanging information All layers 
The Cost needed to make the exchanged information 
usable All layers 

 
Step 2.3: Synthesize data; 
The median value of the individual vectors produced in the previous step, is then 
used to create a single vector, called PEAL (Prioritized list of EA Layers). This 
vector represents the weight of each EA layer in the context of interoperability 
in the enterprise. 
Step 2.4: Specify the weight of each criteria/sub-criteria;  
The weight of each criteria/sub-criteria of interoperability is equal to the weight 
of the EA layer it belongs to and:  

− If a criteria/sub-criteria belongs to more than one EA layer, then its 
weight will be the maximum weight of the EA layers.  

− If the weight of a criteria/sub-criteria is zero, then the criteria/sub-criteria 
and all its sub-criteria should be omitted 

In this approach, the reason of indirectly giving weights to criteria/sub-criteria 
using the EA layers, instead of directly doing so by the experts, is related to the 
knowledge of the enterprises’ experts. The enterprises’ experts might not have 
enough knowledge about all the criteria/sub-criteria of a quality attribute and by 
using a more abstract grouping it becomes easier for them to prioritize the crite-
ria/sub-criteria of the quality attribute. 

Step 3: Introduce different EA scenarios (candidates) to be assessed;  
In this step, different EA scenarios to be assessed should be described completely so 
that participants understand the differences and similarities between them.  
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Step 4: Identify which candidate best fits interoperability measures; 
In this step, different EA scenarios are assessed and prioritized using AHP. Through 
this step, we use the opinion of different EA experts for selecting the best candidate 
scenario. 

Step 4.1: Obtain individual data about the priority of candidates for each 
criteria/sub-criteria; 
In this sub-step, for each of the leaf nodes in the criteria/sub-criteria hierarchy, EA 
candidate scenarios are compared with each other using pair-wise comparison 
process. 

As a result of applying AHP, each candidate scenario is assigned a normal-
ized value which represents its priority within all candidate scenarios. The out-
come of the prioritization process is one vector per participant with relative 
weights on the compliance of the EA scenarios with interoperability in the en-
terprise. We call each resultant vector individual Prioritized list of Candidates 
(iPC). 
Step 4.2: Synthesize data; 
The individual vectors created in the previous section are then synthesized into a 
combined view of all of the participants. We have found that the easiest way to 
do this is by taking the median values of all of the participants. This resultant 
vector is called Prioritized list of Candidates (PC). 

Step 5: Determine the uncertainty in the selection; 
In order to obtain the uncertainty in our selection we need to calculate the variance for 
each EA scenario candidate i. Since each value in PCQA vector set is the average of k 
values (each vector set includes the data obtained from each participant and k repre-
sents the number of participants), we can calculate the variance of these sets of data in 
the ordinary way. 

The uncertainty in our selection is equal to the variance of PCQA vector sets: 
 
Uncertainty for EA scenario candidate i  = 1/k(∑(iPCi,j-PCi,j)

2 
                                                                            i,j 

(3) 

If there is high uncertainty, this may indicate that the architecture candidates and the 
quality attribute are not so well understood by the participants, and that further inves-
tigations are necessary before the final architecture decision is taken.  

3   A Case Study Using the Method 

In order to illustrate the method described in this paper, we present a summary of an 
experiment conducted using the method. This is done to give a more comprehensive 
presentation of how the method can be used. 

Our case study is conducted in Ports & Maritime Organization of Iran (PMO). 
This enterprise as the maritime administration of Iran administers the ports and 

commercial maritime affairs of the country.  
Below, we describe how each step of the method is applied in the study. Because 

of lack of space, the application of the approach in PMO is described precisely. Note 
that in the proposed approach for interoperability, step 1 and 2.1 are always the same. 



 An Approach towards Enterprise Interoperability Assessment 61 

Step 1: Identify interoperability criteria/sub-criteria;  
As described in section 2.2, Fig. 2 illustrates the criteria/sub-criteria hierarchy of 
interoperability 

Step 2: Identify the enterprise-specific criteria and sub-criteria of quality attrib-
utes and their level of importance (weight);  

Step 2.1: Identify the EA layer that each criteria/sub-criteria belongs to;  
As described before, Table 2 presents the mapping between interoperability cri-
teria/sub-criteria and EA layers. 
Step 2.2: Obtain Individual data about the importance (weight) of each EA 
Layer in the context of the utility;  
For this purpose, a questionnaire was designed in which it described interopera-
bility by using the most important and tangible criteria in each EA layer. Then 
ten domain experts of the enterprise were asked to fill the questionnaire and do 
pair-wise comparison between the EA layers. At the end of this step, we gath-
ered 10 vectors, as the result of using AHP method, each containing relative 
weights on the importance of each EA layer in the enterprise. 
Step 2.3: Synthesize data; 
Table 3 illustrates PEAL, which is the median value of the individual vectors 
produced in the previous step. 

Table 3. The importance of EA layers as a result of using AHP 

Architecture Layer Weight 

Business Architecture Layer 0.2 

Data Architecture Layer 0.3 

Software Architecture Layer 0.2 

Technology Architecture Layer 0.3 

 
Step 2.4: Specify the weight of each criteria/sub-criteria;  
Table 4 represents the weight of each criteria/sub-criteria of interoperability. 

 
Step 3: Introduce different EA scenarios (candidates) to be assessed;  
One of the functionalities of PMO is to interoperate with some Maritime Shipping 
Agencies. These agencies give different maritime and shipping services. PMO issues 
different certificates for qualified agencies and allows them to provide related ser-
vices. Also PMO supervises their services and their quality of work. Regarding the 
fact that interoperability between PMO and these agencies is important for PMO, one 
criteria for prioritizing these agencies, is their ability to interoperate efficiently with 
PMO. There are times when PMO wants to prioritize maritime shipping agencies 
according to their interoperability levels. 

Here we consider two maritime shipping agencies and the following step presents 
the process of prioritizing them. 
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Table 4. Weight of each criteria/sub-criteria of interoperability in PMO 

Criteria/Sub-criteria Weight 
Openness of system 0.3 
Level of Decoupling 0.2 

Level of Decentralization 0.2 
Level of Configurability 0.2 
Level of Syntactic Compatibility 0.3 
Level of Semantic Compatibility 0.3 
Platform Compatibility 0.3 
Communications Compatibility 0.3 
Organization Structure Compatibility 0.2 
Clearly defined authorities at both sides  0.2 
Time of Interoperation 0.2 
Quality of Conformity 0.3 
Quality of Exchange 0.3 
Quality of Use 0.3 
Cost of Exchanging information 0.3 
The Cost needed to make the exchanged information usable 0.3 

 
Step 4: Identify which candidate best fits the interoperability measures; 
In this step, to assess and prioritize the EA scenarios, we used the opinion of five EA 
experts. 

Step 4.1: Obtain individual data about the priority of candidates for each 
criteria/sub-criteria; 
The EA experts were asked to compare the EA scenarios based on each of the 
leaf nodes in the criteria/sub-criteria hierarchy. 
The outcome of the prioritization process is one vector per participant with rela-
tive weights on the compliance of the EA scenarios with EA interoperability in 
the enterprise.  
Step 4.2: Synthesize data; 
Table 5 illustrates prioritized list of candidates of PMO for EA interoperability. 

Table 5. Prioritized list of EA scenarios 

EA Scenario Weight 

EA Scenario1 0.4 

EA Scenario2 0.6 

Sum      1 
 

 
Step 5: Determine the uncertainty in the selection; 
Here we had only two scenarios to choose from, so the VAR vector has identical 
elements as shown in Table 6: 
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Table 6. The variance of Prioritized list of EA scenarios 

EA Scenario Variance 

EA Scenario1 0.010776 

EA Scenario2 0.010776 

 
So the uncertainty of our selection is equal to 0.01 which represents that the results 

are acceptable. 

4   Conclusion and Future Work 

In this paper we present a quantitative assessment method of EA quality attribute 
achievement for different EA scenarios and use it for interoperability. This method 
can be applied to indicate the architecture candidates that best suit the interoperability 
criteria defined by the enterprise. It also can be used to hold focused discussions on 
areas where there are disagreements, between participants of the assessment, to in-
crease the confidence that the correct decision is taken. 

This paper is a customization of the idea of [40] in the field of interoperability. 
The major benefits of the method are listed as below: 
 

• It considers enterprises’ situation in specifying and giving weight to dif-
ferent criteria/sub-criteria of the quality attributes 

• It considers all possible combinations in assessing a quality attribute 
• It calculates consistency ratio of each AHP prioritization and also uncer-

tainty of the final selection. If these values are out of specified range, the 
corresponding process should be redone with more precise information 
or by other participants with more experience. 

• It uses the experience and knowledge of EA experts and domain experts 
and clearly indicates disagreements between participants.  

As future work we can consider case studies covering other quality attributes be-
sides interoperability and illustrate the tradeoff between them supported by the ap-
proach. As another future work, we can introduce the use of Analytical Network 
Process (ANP) as another MCDM method in EA Analysis. This method considers the 
interdependencies between hierarchy nodes and creates a network of nodes. This 
contradicts with AHP that considers each node independently. 
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Abstract. Enterprise architecture (EA) management forms a commonly

accepted means to enhance the alignment of business and IT, and to sup-

port the managed evolution of the enterprise. One major challenge of EA

management is to provide decision support by analyzing as-is states of

the architecture as well as assessing planned future states. Thus, different

kinds of analysis regarding the EA exist, each relying on certain conditions

and demands for models, methods, and techniques.

In this paper we present a classification schema for EA analysis ap-

proaches to examine this topic. The classification schema is used to in-

vestigate the state-of-the-art of EA analysis by characterizing existing

approaches according to the presented dimensions. Based on the results

of this classification, future areas of research regarding EA analysis are

derived.

Keywords:Enterprise architecturemanagement,EAanalysis, ex ante/ex

post analysis, behavioral/structural analysis, EA analysis classification.

1 Introduction and Motivation

In large enterprises, the application landscape, as the entirety of the employed
business applications [1], is an important asset, which forms both a critical sup-
port factor for business and a costly investment constantly demanding main-
tenance operations. Consequently, managing the application landscape has not
only recently become a challenge, today’s enterprises have to address. The man-
agement of the application landscape is not an isolated task but a far-reaching
endeavor, which has to be undertaken embedded in the context of enterprise ar-
chitecture (EA) management. The holistic perspective of EA management sets
up a framework for application landscape management, broadening the focus
to related parts of the enterprise, such as business or infrastructure aspects
(see Figure 1). These related parts of the overall architecture of the enterprise
are themselves subject to other well-established management processes – the so
called enterprise-level management processes, e.g. project portfolio management,
strategies and goals management, and IT architecture management [2]. By link-
ing these processes, to which application landscape management also belongs,
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Fig. 1. Layers and crossfunctions of a holistic EA management approach [3]

to the EA management process, the overall alignment of business and IT in an
enterprise can be fostered.

In the light of the increased interest from practitioners, different approaches
to EA management have been developed in academic research [4,5,6,7], by prac-
titioners [8,9,10,11], standardization bodies [12,13], and tool vendors [3]. These
approaches provide frameworks, methods, and tools to facilitate EA manage-
ment endeavors, but as of today they focus on structural aspects of the EA or of
parts thereof, such as dependencies between business processes and business ap-
plications. Based on analyses of these aspects, decisions about the future of the
EA are made and plans for a managed evolution (cf. [14]) are created. Currently,
the dynamic behavior of the enterprise system1 is not considered nor analyzed,
although wrong decisions and inappropriate plans on the one hand might lead
to high and long-term consequential costs, and on the other hand may have un-
foreseen impacts on the behavior of the highly dynamic system. The behavior is
usually far more complex than the topological structure of the system is likely
to indicate. The term dynamic complexity, which points to this fact, is a widely
known and accepted in many management disciplines. First references date back
to the 60ths of the last century (cf. the Forrester effect [16]).

The dynamic complexity arising from the behavior of and interactions between
the entities, which are considered to make up the EA, has yet not been an
important topic in EA management research. This is especially surprising, as
in some bordering areas many discussions on dynamic complexity have been
undertaken, e.g. in the research of Ultra-Large-Scale Systems [17]. Even more
prominent are the discussions in the area of business process management, where
also techniques and methods for analyzing and evaluating dynamic complexity
were developed (see e.g. [18,19]).

Dynamic complexity in the enterprise system seems to us as a promising field
of activity in EA management research, where the focus of the techniques for
EA analysis can be extended. As a guidance for further research, we develop
a classification schema for EA analysis, which considers the different types of

1 We use the term enterprise system to emphasize on the systems nature of an en-

terprise that is itself a system, which consists of systems, and is surrounded by

systems [15].
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complexity but also aspects as e.g. the reach of the analyses. This schema is
presented in Section 2. In subsequent Section 3, we classify existing approaches to
EA analysis according to the dimensions of the schema. From there, we elaborate
on the omissions in current research and shape different lines of activity to close
the experienced gap. These ideas are presented in final Section 4.

2 A Classification Schema for EA Analysis Approaches

In the last years, quite a few scientific publications bearing the term EA anal-
ysis in their title have been published. Before discussing selected prominent
approaches in the following, we should mention that albeit the increased popu-
larity, no common definition of the term EA analysis has yet emerged. This may
be caused by the plurality of techniques and methods that are subsumed under
the term. Additionally, the approaches differ in respect to their coverage of the
EA. To advance the development of this area, we do not try to give a compre-
hensive definition of the term, but present a classification schema (see Table 1)
for analysis approaches. The dimensions of classification introduced therein, are
explain below.

Table 1. Classification schema for EA analysis approaches

Body of Analysis structure behavior statistics dynamic behavior

Time Reference ex-post ex-ante

Analysis Technique expert-based rule-based indicator-based

Analysis Concern functional non-functional

Self-Referentiality none single-level multi-level

Body of Analysis: Structure, behavior statistics, and dynamic behavior
As discussed in Section 1, enterprises are complex systems, which encompass a
dense web of interconnections. Together with the sheer number of constituents,
this number of interconnections contributes to the structural complexity of the
enterprise system, reflected in the corresponding EA models. EA analyses have
to deal with this complexity by e.g. providing mechanisms to aggregate concepts
to a higher level of abstraction or to overleap concepts in transitive relation-
ships. Aside the complex structure, the enterprise system’s constituents exert a
complex behavior, which also forms a valuable object for analyses. In particular,
statistic information about the system’s behavior may be highly relevant to the
stakeholders of EA management. Such analyses present behavioral aspects in
an aggregated manner, e.g. as moving-average of a certain behavioral attribute.
This statistic information provides an aggregation of lower level information
concerned with the dynamic behavior of the system’s constituents, i.e. the time-
series of values of an attribute or a stream of discrete events. The dynamic
behavior is especially an interesting object of analysis, if pathological effects in
the behavior are considered, e.g. the impact of a system failure propagating over
time.
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Time Reference: Ex-post and ex-ante
EA analyses are performed on models of the architecture. Regarding these archi-
tectural models, two types can be distinguished: models of current architectures
and of planned architectures. Models of the first type describe the architecture of
an existing, i.e. implemented EA, while models of the second type mainly refer
to planning scenarios for the architecture. In this respect, analyses have to act
differently on the two types of models – in the case with current architectures,
both information on the structure and the behavior is available, i.e. can be mea-
sured2. In contrast, architectural plans describe the planned structure, where
information on the resulting behavior is not present, as the architecture scenario
is neither implemented nor operated. But not only for the question of behavior
the distinction between ex-post analyses, i.e. ones targeting current architec-
tures, and ex-ante analyses on planned architectures is sensible. The same is
true for analyses on the structure, which is fixed for current architectures, while
architectural scenarios are inevitably connected to a higher level of uncertainty.
They hence have at least a partially predictive character. The aforementioned
facts motivate the distinction concerning the point in time(ex-post and ex-ante).

Analysis Technique: Expert-based, rule-based, and indicator-based
EA analyses can employ different levels of formalization ranging from informal
expert-based techniques to formal indicator-based ones. The expert-based ap-
proaches are the most flexible but also most time-consuming ones, and depend
on the experience and expertise of the executing person. Therein, one or more
EA experts analyze properties of the EA along appropriate architecture views,
as e.g. reports or graphical visualizations. Such analyses may produce results
that range from rather concrete advices to more general and abstract ideas for
future architecture development. Rule-based analyses are performed at an in-
creased level of formalization and can consistently be automated. Thereby, rules
describe certain architectural constellations, which are either desirable or should
be avoided, i.e. they can represent patterns or anti-patterns for an EA. An even
higher level of formalization is reached by indicator-based analysis techniques.
Where rule-based techniques can only assess the absence or presence of certain
architectural patterns, indicators can be used to quantitatively assess architec-
tural properties, as e.g. complexity. Commonly, the values of these indicators are
derived from the values of observable architecture properties by computation.
While producing the most expressive and most directly interpretable analysis
results, indicator-based techniques are narrow in their focus and their results
have to be interpreted carefully. In particular, the analysts must keep in mind,
that an indicator is always based on assumptions on the architecture, who – if
not longer valid – deprive the indicator of its expressive power.

Analysis Concern: Functional and non-functional
Enterprises are designed towards performing enterprise functions, such as pro-
duction or sales. Thereby, we can assume that an EA is developed with certain

2 Nevertheless, the information might not be collected due to complexity or cost

reasons.
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functional requirements in mind. With the help of EA analysis, the fulfillment of
these requirements by the enterprise system, expressed in its architecture, can be
assessed. In contrast, the enterprise system also has non-functional properties, as
e.g. execution times or throughput. These properties might also be interesting for
analysis, especially in cases, where the fulfillment of the functional requirements
is given and alternatives for achieving this fulfillment should be compared. Some
EA management practitioners mention economic concerns [11], as e.g. operating
or maintenance costs, and want those to be analyzed especially for EA planning.
We nevertheless do not further distinguish between non-functional and economic
concerns, as we regard the latter to be a specialization of the former. The dis-
tinction between functional and non-functional concerns resembles the similar
distinction as discussed in the discipline of software engineering, where also dif-
ferent analysis approaches exist targeting both types of aspects (cf. e.g. [20]).
For the context of the EA, this distinction is also undertaken in [21], where
functional and quantitative analyses are juxtaposed. We argue that the terms
functional and non-functional are more appropriate, as quantative alludes to a
certain type of analysis result, but does not make prescriptions on the analyzed
concern. Put in other words, a non-functional requirement as e.g. security could
be analyzed in a non-quantative way.

Consideration of Self-Referentiality: None, Single-level, and Multi-level
As shown in Figure 1, organizational structures as well as strategic planning
concepts are also considered to be part of the EA. In this vein, the element of self-
referentiality is introduced into the field of EA management in general and EA
analysis in special. In particular, the groups and roles in the enterprise actually
performing the EA analysis can also be modeled in the corresponding EA model.
The situation can become even more complex, as the activities for managing,
describing, and planning the EA can be managed, described, and planned as
parts of an EA. This agrees with the interpretation of the enterprise as a living
system having the property of autopoiesis. Such system is in accordance to [22]
defined as:

a [system] organized as a network of processes of production, transfor-
mation and destruction of components which:
(i) through their interactions and transformations continuously regen-

erate and realize the network of processes (relations) that produced
them, and

(ii) constitute it [the system] as a concrete unity in space in which they
(the components) exist by specifying the topological domain of its
realization as such a network.

Regarding this self-creating and -updating characteristics of the EA, an ap-
proach to EA analysis has to decide, to which extent these higher-level inter-
actions are considered. In a simple model, the architectural aspects behind the
activities of EA management are not considered, i.e. there is no consideration
of self-referentiality. A more elaborate analysis model would include one level of
self-referentiality, i.e. it would analyze the EA management activities as EA con-
stituents. A multi-level approach goes even further and considers the activities
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of the meta-processes of EA management (such as EA management governance,
cf. [23]) to be part of the EA model. Introducing EA related activities into the
EA itself is very likely to increase the complexity of the corresponding analyses,
but may simplify the understanding of emergent behavior [24] in the enterprise
system.

In [21] another analysis dimension is presented, distinguishing between an-
alytical and simulation analysis techniques. Thereby, simulation-based analysis
techniques are understood as executing a model for performing the analysis, while
analytical techniques aim at finding a closed solution for an analysis model. In
contrast, we do not estimate the importance of that distinction high enough to
be beneficial for our subsequent classification.

3 State-of-the-Art in Enterprise Architecture Analysis

Based on the classification schema introduced in preceding Section 2, in the
following the state-of-the-art in EA analysis is investigated. In particular, promi-
nent approaches to this field are introduced and revisited in respect to the clas-
sification dimensions of the schema.

In [25], an approach to perform EA analysis with XML is presented. The
article hence puts a strong emphasis on issue how to represent the EA in a
model for performing analyses. This model is rather fine grained, proposing to
use state-machines to include behavioral descriptions as well as XML elements
to represent structural information about the architecture. The time reference in
the analyses is not explicitly alluded to, although the structural analyses can be
applied both ex-ante and ex-post, while the state-machine based modeling of EA
behavior points towards an ex-ante analysis of behavioral aspects. The question
how to calibrate behavior models against measured behavior is nevertheless not
discussed in the article. Also, the question of the employed analysis technique
is not detailed, but indications pointing towards rule-based analysis techniques
exist. When it comes to the possible analysis concerns, the paper does neither
advocate functional nor non-functional properties of the EA. The approach pre-
sented nevertheless can be regarded generic enough to support both types of
concerns. Self-referentiality of EA analysis and management is not discussed in
the article. This leads to a classification of the approach as shown in Table 2.

A more quantitative approach to EA analysis is proposed in [26], where ex-
emplary indicators for analyzing EA behavior are provided. These indicators are

Table 2. Classification of EA analysis approach of [25]

Body of Analysis structure dynamic behavior

Time Reference ex-post (ex-ante)

Analysis Technique rule-based

Analysis Concern (functional) (non-functional)

Self-Referentiality none
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developed to provide aggregated information on the behavior of certain EA arti-
facts, i.e. to compute behavior statistics. The analysis model presented in the ap-
proach integrates into the ArchiMate architecture description language3, whose
concepts are augmented with additional properties reflecting non-functional as-
pects of the EA, as e.g. the execution or completion time for a business process.
The time reference in the analysis is discussed alongside the question of the quan-
titative input for the analysis model. In particular, the authors highlight that
measuring the behavior of an existing system can provide valuable input, but
also rise the question of reproducible circumstances for the measurements. For
systems, which are still to be developed, estimates for properties, e.g. based on
comparable architectures, are noted as possible source for quantitative informa-
tion. Based on this information, performance measures for the (planned) system
are derived analytically, i.e. the values for descriptive indicators are computed.
The question of self-referentiality of EA analysis and management is not alluded
to in the article, whose approach can be classified as shown in Table 3.

Table 3. Classification of EA analysis approach of [26]

Body of Analysis behavior statistics

Time Reference ex-post ex-ante

Analysis Technique indicator-based

Analysis Concern non-functional

Self-Referentiality none

Two prominent approaches for EA analysis are presented in [27] and [28], re-
spectively. These approaches vary significantly concerning their origins and con-
cerning the concepts, which they employ. Concerning the classification schema,
both approaches are nevertheless quite similar and fit into one classification as
shown in Table 4. The two approaches support both ex-ante and ex-post analyses
of enterprise systems represented in EA models. In particular, [27] emphasizes
the importance of an indicator system, which is used for analyses there, as means
to support communication in an enterprise. The focus of both approaches lies on
statistic information arising from the behavior of the enterprise system, although
to a limited amount also structural aspects of the EA are analyzed. Beside the
indicator-based analysis technique, a prominent difference exists: the approach
of [28] aims at the development of single indicators, while [27] goes even further.
In particular, the latter approach seeks to develop integrated and consistent in-
dicator systems. Regarding the analysis concern, both approaches focus on non-
functional requirements, with the approach of [27] centering on more economic
indicators, whereas [28] puts an emphasis on classical non-functional aspects,
such as availability. Finally, it can be said that the approaches restrict them-
selves to analyses of the EA; the self-referential character of EA management is
hence not considered.
3 For more information see http://archimate.telin.nl
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Table 4. Classification of EA analysis approaches of [27] and [28]

Body of Analysis (structure) behavior statistics

Time Reference ex-post ex-ante

Analysis Technique indicator-based

Analysis Concern non-functional

Self-Referentiality none

The topic of EA analysis is also discussed in [11]. There an emphasis is put on
the utilization of EA models, which have been created during other EA manage-
ment activities. These models reflect structural aspects of the EA, thus limiting
the body of analysis on such aspects. Furthermore, existing enterprise systems
reflected in their EAs are analyzed according to different concerns. The majority
of these concerns is functional, e.g. homogeneity of the application landscape or
the interdependencies between the business applications are considered. Com-
plementing, two economic concerns, namely costs and benefits, are alluded to
as typical EA analysis concerns. Nevertheless, the measures for those costs and
benefits remain on a rather abstract level. The different analysis concerns are
addressed by different techniques, of which the majority is expert-based, i.e.
they utilize specific viewpoints to present architecture information to an enter-
prise architect, who informally assesses e.g. the level of homogeneity. When it
comes to the economic concerns, the predominance of the expert-based analysis
is broken in favor of a few quantitative indicators, which are especially used to
operationalize benefits. All the different types of analysis as proposed in [11] tar-
get the enterprise system as reflected in its EA – the corresponding management
system is not discussed in the analyses. This leads to a classification as shown
in Table 5.

Table 5. Classification of EA analysis approach of [11]

Body of Analysis structure

Time Reference ex-post

Analysis Technique expert-based (indicator-based)

Analysis Concern functional (non-functional)

Self-Referentiality none

Agreeing with the overall understanding of EA analysis as proposed in [11]
and discussed in [29], a dedicated support of impact analyses is shown in [30].
In particular, the EA is thereby understood as a directed graph reflecting the
structure of the enterprise system. On this graph, rule-based analyses are per-
formed to assess and evaluate the transitive impact of an EA constituent, e.g.
in cases of failure. Thereby, the analyses are applied to current architectures,
although the proposed method is not limited in this respect and could hence
also be applied on planned architectures. Regarding the analysis concerns, the
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approach does not make assumptions, i.e. it can handle both functional and
non-functional ones. The following two analysis questions taken from [30] exem-
plify this: Which business applications are used during the creation of a selected
product? and Which applications fail, if a certain server fails?. Due to its high
generality, the approach would not be restricted to pure EA analyses, but could
also employ higher level processes and concepts. Nevertheless, the paper does
not account for this method but limits the approach to structural analyses of
the enterprise system. This leads to a classification as shown in Table 6.

Table 6. Classification of EA analysis approach of [30]

Body of Analysis structure

Time Reference ex-post (ex-ante)

Analysis Technique rule-based

Analysis Concern functional non-functional

Self-Referentiality none

Quite different from the aforementioned analysis approaches is the approach
presented in [31], which centers around the idea of intentional modeling. Based
on this idea, not only the EA as the architecture of the enterprise system, but
also the architecture behind the EA management processes is analyzed. This
especially applies to the process of constructing an EA model, whose motivation
and stakeholders are heavily considered. To foster the analyses, intentional mod-
eling concepts from the i* language (cf. [32]) are linked to structural concepts
of the EA, such as (business) processes. The models used therein are models
of future EAs (and their related EA management processes), which are devel-
oped from current architecture models that were annotated with intentional
meta-information. The actual analyses are performed by EA experts, as they
can account for the different kinds of goals from the intentional models. Es-
pecially the so called soft-goals demand expert analysis, as they are not easily
operationalized. So expert interviews are strongly alluded to as a suitable anal-
ysis technique. In most cases, functional properties of the enterprise system are
considered during the analyses, although viability analysis (cf. e.g. [33]) further
allows to include non-functional factors, as performance or security into the anal-
ysis. The classification of the approach according to the schema from Section 2
reads as shown in Table 7.

Table 7. Classification of EA analysis approach of [31]

Body of Analysis structure

Time Reference ex-ante

Analysis Technique expert-based

Analysis Concern functional (non-functional)

Self-Referentiality single-level
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Summarizing the above classifications of the selected EA analysis approaches,
we can show a classification schema referencing the corresponding approaches
for the different characteristics in the dimensions of classification. This schema
is shown in table 8 to prepare the subsequent discussions on the state-of-the-art
in EA analysis in the subsequent section.

Table 8. Summarizing classification of the EA analysis approaches

Body of Analysis structure

[11],[25],([27],[28])

[30],[31]

behavior statistics

[26],[27],[28]

dynamic behavior

[25]

Time Reference ex-post

[11],[25],[26],[27],[28],[30]

ex-ante

([25]),[26],[27],[28],([30]),[31]

Analysis Technique expert-based

[11],[31]

rule-based

[25],[30]

indicator-based

([11]),[26],[27],[28]

Analysis Concern functional

[11],([25]),[30],[31]

non-functional

([11],[25]),[26],[27],

[28],[30],([31])

Self-Referentiality none

[11],[25],[26],[27],

[28],[30]

single-level model

[31]

multi-level model

4 Conclusion and Outlook

In this paper, we presented a classification schema for EA analysis approaches
and applied this schema to the state-of-the-art in the field. Thereby, we could
show that the different characteristics for almost every dimension of classification
are incorporated into at least one approach. The sole exception to this finding
is multi-level self-referentiality, which actually is not easy to implement, espe-
cially as EA management is a relatively new discipline without well-established
meta-processes (cf. also [23]). Aside this apparent lack of a supporting approach
for meta-EA management analyses, an interesting property can be discovered
by considering the overall coverage reached by the different approaches. Subse-
quently, we discuss this on the different dimensions of classification:

Body of Analysis: Predominantly, structural aspects of the EA such as inter-
connections, are analyzed. This might indebt to the fact, that behavioral
information is less frequently collected and mostly used in an aggregated
form, i.e. as behavior statistics. Analyzing the dynamics in behavior, e.g.
pathological effects, is only discussed in the approach of [25], although the
description of the actual analysis method remains vague there. Furthermore,
dynamic behavior and behavior statistics are not considered in combination
by one of the approaches. We nevertheless see that these bodies of analysis
are intrinsically linked to each other.
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Time Reference: Many approaches analyzed are not specifically designed to-
wards ex-ante or ex-post analyses only, but can be applied in both time
references equally. This is not surprising, as most of the approaches focus
on structural aspects, which can be handled irrespective of their planning
character. When the question comes to approaches analyzing aggregated en-
terprise behavior, the situation presents itself a bit more complicated. Most
likely, the corresponding approaches support ex-post and ex-ante analyses,
but refer to the latter only in a side-note, reading like the following: for ap-
plying the technique on planned architectures, estimations have to be made.
The question, how architectural properties for future EAs can be estimated
is hence not alluded to in detail in the majority of of the approaches.

Analysis Technique: The three characteristics of this dimension are well-
applied in the different analysis approaches. On the one hand, this might
be caused by the fact that a clear distinction between expert-based analyses
and the other characteristics is not always possible based on the approaches’
descriptions. When it comes to rule-based and indicator-based, the situation
is somewhat different. The approaches are either rule- or indicator-based,
but none of them combines both analysis techniques.

Analysis Concern: Non-functional and especially economic aspects of the en-
terprise system are clearly more in the focus of EA analysis approaches,
although especially some highly generic approaches are applicable on both
types of concerns. Nevertheless, these approaches are most likely to apply
the expert-based analysis technique. This might ascribe to the fact that de-
scribing the function of an EA constituent is not that easy to perform and
hence more structured analysis techniques are hard to apply.

Self-Referentiality: Only one of the considered approaches goes beyond a pure
EA analysis by also considering the complementing EA management process.
This might have manifold reasons aside the aforementioned novelty of the
discipline. To name just another important reason, it has to be noted that
neither a commonly accepted definition of the EA management function
yet exists nor a reference process, one could evaluate the EA management
against. This relates the question of self-referentiality in EA analysis ap-
proaches to the new and emerging field of EA maturity models (see e.g. [34]),
which is under heavy development for a couple of years now.

Concluding it can be said, that the field of EA analysis shows all signs of an
emerging discipline. Quite a few approaches to the field exist, differing in origin,
technique, and coverage. But as of today, these approaches are not well-linked to
each other, as they e.g. employ many different modeling techniques. Advancing
the field of EA analysis would hence clearly mean, bringing together the different
approaches especially concerning the dimensions body of analysis, time reference,
and analysis technique. In particular, the first two dimensions are closely related
in this respect – linking dynamic behavior models with behavior statistics models
could advance the development of ex-ante analysis. The dynamic models would
allow simulation of behavior of planned architectures, thus replacing the vague
guessing of estimates, which is widely alluded to. From these dynamic models,
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behavior statistics could be derived analytically or by simulation. Thereby, the
experienced gap in these dimensions could be closed.

In respect to the analysis techniques, a similar argument applies. Certain ar-
chitecture properties, most likely structural ones, can be easily assessed by rule-
based techniques. With the help of these techniques architectural anti-patterns
could be matched, ruling out certain planned architectures in advance. After
this, more detailed indicator-based analysis techniques could be applied to pre-
dict non-functional properties of the planned EA. Thereby, an integrated analysis
approach would be provided, allowing to narrow the search space by ruling out
some options before potentially applying extensive and time-consuming simula-
tion techniques.

Above discussions outline a line of action for future research, in which the
somewhat isolated EA analysis approaches are integrated into a conceptual
framework. We regard the classification schema as presented in Section 2 to give
quite a few indications on how such a framework could be structured. Neverthe-
less, some challenges are await on the way towards an integrated analysis ap-
proach. In particular, we expect the question of a conceptual modeling language
for supporting arbitrary EA analyses an interesting one. This would especially
be true, if such language was designed to not burden the related EA manage-
ment activities, as EA documentation or EA planning, with formal mechanisms
that are solely needed for EA analyses.
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Abstract. Service-oriented System engineering (SOSE) and traditional

software engineering mainly differ for their focus and aims. These dif-

ferences are reflected by a number of aspects peculiar to SOSE (service
aspects). In this paper we specifically discuss three service aspects: the
relevance of cross-organizational collaboration, increased importance of
the identification of stakeholders, and the need for increased effort at
run-/change time. We argue that SOSE methodologies provide better

guidance on their application when service aspects are emphasized in

associated process models. By highlighting the three service aspects in a

process model of the methodology defined in a large European project,

we show specifically how each aspect provides guidance for engineering

service-oriented systems in practice.

Keywords: Service-oriented system engineering, SOSE methodology,

Process model, Service aspects.

1 Introduction

Service-oriented systems are constructed by integrating heterogeneous services
that are developed using various programming languages and running on hetero-
geneous operating systems from a range of service providers [1]. The engineering
of such systems is different from Traditional Software Engineering (TSE) in that:
the focus is shifted from engineering applications to developing compositions of
services; the control of services is passed from their users to other owners (i.e.
users of services do not have the control of them), and the aims are not only to
satisfy required functionality and quality (e.g. performance, security, maintain-
ability) but also to have the ability of adapting to ever-changing requirements
(e.g. flexibility, dynamicity).

Many SOSE methodologies have been proposed in both academia and industry
aiming at providing approaches, methods and (sometimes) tools for researchers
and practitioners to engineer service-oriented systems (see for instance [2]). How-
ever, without being fully understood, a methodology is less valuable no matter
how perfect it is. This is particularly relevant to SOSE methodologies as they are
more complex than TSE ones, having to deal with new challenges while keep-
ing the principles of TSE. The additional complexity results mainly from open
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world assumptions, co-existence of many stakeholders with conflicting require-
ments and the demand of adaptable systems [3].

To improve the understandability of a methodology and its guidance, software
development process models (describing what activities a development process
consists of and how they should be performed) have been often used since they
visualize the development process proposed by the methodology. The role of
process models is clearly identified in a survey [4] of leading model-based system
engineering methodologies, conducted by the INCOSE1 community.

The service engineering community has realized that traditional software
process modeling techniques are no longer directly applicable or adaptable in
SOSE [5]. To overcome the mismatch between traditional software process mod-
els and SOSE, a number of service life cycle models have been proposed by both
industry and academia (e.g. [6,5,2,7]). However, none of the proposed models
has either reached a sufficient level of maturity or been able to fully express the
aspects that are peculiar to SOSE. Besides different names on the phases and
on the stakeholders, one might wonder what the real difference between these
models and many well defined and experimented TSE approaches is.

Service aspects are issues that are specifically relevant to SOSE. These as-
pects reveal the core distinctions between the service-oriented paradigm and the
traditional ones (e.g., component-based paradigm). Accordingly, the implication
of service aspects should be explicitly expressed in SOSE process models. For
instance, due to the dynamic nature of service-oriented systems, service arti-
facts (e.g. service specifications, service level agreements) are often generated
on the fly and used dynamically, whereas artifacts in TSE (e.g. requirements
specifications) are produced in a more static way, often within one single orga-
nization. Furthermore, service artifacts like service specifications are no longer
limited to local use; rather, they can be published, discovered and reused across
various SOSE projects [8] and activities scattered across multiple enterprises.
As a result, SOSE pays particular attention to the way loosely related activities
contribute to cross-organizational collaboration. Therefore, we argue that cross-
organizational collaboration should be specifically expressed in SOSE process
models to improve the guidance of applying SOSE methodologies.

In our previous work [7] we identified three service aspects that are crucial to
the SOSE development process, namely a) the relevance of cross-organizational
collaboration, b) the importance of the identification of stakeholders, and c) the
need for more effort at run- and change time. We also defined a stakeholder-
driven approach that illustrates such service aspects in a SOSE process model
developed from the literature.

Here we further build upon the previous work. In particular, we refine and
detail the service aspects and stress the necessity of expressing them in a SOSE
process model. With the aim of validating the service aspects and their rele-
vance to SOSE, we modeled the methodology developed and used in the SeCSE2

European project. This has allowed us to: 1) build on concrete examples that

1 www.incose.org/
2 www.secse-project.eu
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emphasize the relevance of the service aspects, and 2) show the applicability of
the approach in practice. The results of this case study show that, by empha-
sizing service aspects in a SOSE process model, attention is naturally brought
to those parts of the process model that are different as compared to TSE. The
benefit is that guidance for applying a certain SOSE methodology is improved,
and better service engineering management strategies can be put in place.

This work does not intend to propose a set of particular graphical notations
for the purpose of modeling the SOSE development process. Instead, we intend
to highlight what should be expressed in a SOSE process model. The graphical
patterns (and associated notations) used in this paper illustrate one possible way
of describing the service aspects expressively in a concrete SOSE process model.

The reminder of the paper is organized as follows. In Section 2, we explain
the relevance of the service aspects to SOSE. In Section 3, we present the case
study that we carried out and highlight the relevance of the three service aspects
to the SeCSE methodology. Related work on the topic of SOSE process models
is discussed in Section 4. Finally, Section 5 concludes the paper.

2 The Service Aspects

The fundamental change in developing service-oriented systems as opposed to
traditional software systems is that software is delivered as a service. As such,
users pay for and use services instead of buying and owning software. Conse-
quently, users do not have the control of services, which are owned and controlled
by service providers instead. These changes are reflected by three service aspects
identified in [7]. In this section, we refine and detail these service aspects and
stress the necessity of expressing them in a SOSE process model.

2.1 The Relevance of Cross-Organizational Collaboration

The focus of SOSE is shifted from applications to services that are collabora-
tively developed by multiple SOA roles [9,10], such as service consumer, service
provider, service broker. During the development process, activities like speci-
fication&modeling, design, implementation, testing, operation and maintenance
are all required to be performed in a collaborative manner [11].

For instance, service-oriented systems are built through discovering and com-
posing existing services from multiple service providers rather than coding as in
TSE. Consequently, the processes of discovering, selecting, composing services
require continuous interaction (or collaboration) between the participating roles
through the service development life cycle. Hence, collaboration between partic-
ipating roles becomes explicit and critical in that it enters the details of a SOSE
process that is now scattered across multiple roles. This makes their relationship
tighter but also demanding clearer governance and agreements.

What makes it more critical is that these roles are often distributed in multi-
ple departments or organizations. In this case, interactions between development
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activities associated with multiple business roles demand for collaboration be-
tween multiple organizations. We call this type of collaboration, which crosses
the boundaries of the domain of each role, cross-organizational collaboration.

In TSE, and especially in concurrent software development, component-based
software development, or outsourcing, cross-organizational collaboration also oc-
curs when one organization delegates a set of tasks to the other organization(s).
The main difference is that in TSE the first organization only concerns how
software is developed internally, but not how delegated tasks are carried out
externally. Consequently, only the results of the delegated tasks are of impor-
tance to the development process of the first organization. As a result, the cross-
organizational collaboration is a purely buying (outsourcer) and selling (supplier)
relationship, and its details are hidden from the perspective of the development
process of the first organization. In SOSE, instead, the collaborative roles coexist
in a service-oriented system rather than having an active-passive relationship.
Detailed examples of the way in which coexisting roles collaborate are further
discussed in Section 3.2.

When collaboration crosses the boundaries of each organization, barriers (e.g.,
conceptual, technological barriers, and organizational barriers) to enterprise in-
teroperability often obstruct the effectiveness of collaboration. Since collabora-
tion between multiple roles becomes part of the SOSE process, it is of great
importance to highlight this collaboration in a SOSE process model. When the
collaboration becomes explicit and clear, the need for corresponding agreements
or contracts becomes evident. Consequently, appropriate governance can be ap-
plied. As such, barriers to enterprise interoperability can be reduced.

2.2 Increased Importance of the Identification of Stakeholders

A stakeholder can be defined as a person, group or organization playing a well
defined role (or roles) in a SOSE methodology. Since cross-organizational col-
laboration becomes more critical in SOSE, the importance of clearly identifying
stakeholders increases accordingly. If stakeholders are identified at a too coarse
granularity, the represented interaction remains not fully specified. This leads
to unclear responsibilities among collaborating enterprises and thus decrease in
trust and possibly in success. Because the level of details matters, the identifica-
tion of stakeholders directly determines the level of detail expressed in a SOSE
process model.

The decision on whether a role should be identified as a separate stakeholder
in a SOSE process model depends on what type of interactions the model in-
tends to represent. For instance, if a SOSE development approach intends to
emphasize or elaborate on how service monitoring is provided, accordingly, ser-
vice monitor could be selected as a stakeholder in a SOSE process model. As
such, it offers the possibility to explicitly associate monitoring-related activities
with the service monitor and to explicitly describe the interaction between the
service monitor and other stakeholders. Of course, if service monitoring is not
the main focus, then it is not necessary to select it as a separate stakeholder since
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the detailed interaction between a service monitor and the other stakeholders is
not of interest.

As a general rule, if service monitoring (or any other activity) is performed by
an independent third party, the corresponding role should better be identified as
a separate stakeholder because it stands for an external organization. As such,
it offers the possibility to explicitly express the responsibilities across different
business domains.

The importance of the identification of stakeholders in SOSE process models
also lies in the fact that stakeholders in the SOSE development process do not
always assume the same roles as in TSE. For instance, in general a software
developer is responsible for coding or implementing software applications, while
in SOSE a service developer could be responsible also for composing existing
services, depending on specific methodologies. Without specifically associating
SOSE activities to stakeholders, one is not able to visualize the corresponding
responsibilities as one would do in TSE.

In summary, identifying stakeholders with the appropriate level of detail in
a SOSE development approach facilitates the establishment of a corresponding
SOSE process model describing associated activities and their interactions at an
appropriate level of abstraction.

2.3 The Need for Increased Effort at Run-/Change Time

In TSE, the main goal is to develop high quality applications that meet the
requirements of the end users. Consequently, most of the effort is dedicated to
design (collecting requirements, design, and implementation) and change time
(maintenance). Runtime activities are hardly addressed if not in specific do-
mains. Furthermore, change time activities are often performed off line (either
with or without execution interruption).

Different than TSE, the main goal of SOSE is not only to deliver high quality
but also agile and robust services which are able to meet the ever-changing
business requirements. Consequently, much more development effort is shifting
from design time to run-/change time. For instance, components identification is
often performed at design time in TSE; the SOSE equivalent activity is service
discovery, which is encouraged to be performed at runtime and it is regarded as
one of the major challenges in the SOSE field.

As discussed in Section 4, most existing SOSE process models do fail in em-
phasizing this shift. By explicitly modeling the two stages, a process model can
visualize the amount of activities shifted to run-/change time, hence providing
useful inputs to resource allocation.

3 Applying Service Aspects to a Concrete Methodology

With the aim of gaining insight in the extent to which the modeling of the three
service aspects improve the guidance of a SOSE development approach, we mod-
eled them in a concrete and practical context, i.e. the SeCSE methodology [12].
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In this section, we first introduce the SeCSE methodology and present its
process model (with the three service aspects being highlighted), followed by a
discussion of how each service aspect both emphasizes the characteristics of the
SeCSE methodology itself and facilitates better SOSE guidance.

3.1 The SeCSE Methodology

The SeCSE project is a EU-funded project. Its goal was to investigate meth-
ods, techniques and tools to develop and manage service-oriented systems in an
effective way. A large number of academic and industrial partners have been col-
laborating in this project. As a consequence, the resulting SeCSE methodology
has both theoretical and practical value.

The SeCSE methodology describes the main development activities and tools
that have been adopted by the SeCSE project. It provides ways to create service
compositions where component services are discovered at runtime either on the
basis of the context of usage or when a certain service fails. This focus on runtime
is one step forward towards the third generation service-oriented systems [13].

Although service discovery is regarded as one of the major activities in de-
veloping service-oriented systems, and even though techniques already exist to
support service discovery, in practice service discovery is hardly adopted. Nowa-
days, most enterprises focus on migrating legacy systems to service-oriented
systems and implementing new services rather than discovering services from a
registry (as service-oriented systems are supposed to do). In the SeCSE project,
service discovery is not only addressed by the SeCSE methodology, but also ex-
perimented in the consortium. As an advanced and relatively mature approach,
the SeCSE methodology is a good candidate to be selected as the case study in
this work to analyze the service aspects addressed by it.

Moreover, the design of the SeCSE methodology does not specifically or con-
sciously take our three service aspects into consideration. This provides us the
possibility to take the SeCSE methodology as such and model the service as-
pects addressed by the methodology. Comparing to the original process model
illustrated in the documentation of the SeCSE methodology, the SeCSE process
model proposed in this work provides better guidance for its users.

3.2 The SOSE Process Model for the SeCSE Methodology

By focusing on service aspects, our main objective is to discuss what has to be
modeled rather than how to model. For illustration purposes, we use BPMN3

as process modeling notation to be used to communicate a methodology to its
users. This is expressive enough to represent the various inter-dependencies and
multiple stakeholders involved in the SeCSE development process.

For the purpose of modeling the service aspects of the SeCSE methodology,
we illustrated the SeCSE development process by means of a process model. The
decisions and assumptions that we have made to construct the SeCSE process

3 www.omg.org/spec/BPMN/
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model were verified with the SeCSE experts to check for correspondence of the
model to the methodology. This analysis has also helped to elicit information that
were missing or left implicit in the methodology document. After the verification
from the SeCSE experts, we were able to refine and finalize the model4.

The resulting model is given in Fig. 1. In this model, we specifically modeled
the stakeholders identified in the SeCSE methodology to highlight the increased
importance of the identification of stakeholders; we specifically modeled their
associated activities and inter-dependencies to highlight the cross-organizational
collaboration. The increased effort at run-/change time becomes obvious in the
model since we separated them from the design time effort.

For each service aspect we first explain its associated graphical pattern in a
SOSE process model in general; and then we discuss how the SeCSE methodology
addresses the service aspect by observing the SeCSE process model against the
graphical pattern.

The Relevance of Cross-Organizational Collaboration. Fig. 2 graphically
illustrates the cross-organizational collaboration (COC) service aspect. The left-
hand side of the figure shows three collaboration types (COC patterns): peer
activities group, main-sub activities and distributed activities. These patterns
are exemplified in the right-hand side of Fig. 2.

Fig. 2. Service aspect: cross-organizational collaboration (COC)

– The peer activities group models same activities carried out in parallel
across multiple partner enterprises. For instance, service negotiation can be
carried out by a service provider and a service consumer with the common
objective of reaching the agreement of service provision and consumption.

– The main-sub activities model the same activities carried out partially
by one partner enterprise and completed by another. For instance, a service
consumer may perform the user-centric part of a requirement engineering
activity that the service provider is mainly responsible for.

– The distributed activities model inter-dependent activities carried out
across multiple partner enterprises. For instance, design time service discov-
ery can be carried out by a service developer and composition design can be
carried out by a system builder. The former provides input (such as discov-
ered candidate services) to the latter; the latter might also provide feedback

4 Due to the limited space, the design of the case study itself is not described in detail.
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to the former when different design decisions are taken, possibly requiring
different service candidates.

By observing the SeCSE process model (shown in Fig. 1) against the three COC
patterns defined in Fig. 2, the attention is brought to specific types of cross-
organizational collaboration.

– Peer activities group: Service negotiation occurs twice in the SeCSE de-
velopment process. One is carried out by a service provider and a service
consumer; another is carried out by a system builder and a service provider.
By nature, each service negotiation must be performed in parallel by both
its stakeholders as peers. The results of the collaborations (indicated by the
data objects attached to the peers) are SLAs. Different from TSE where
contracts are often established after software is built, SLAs in SOSE often
precede final service products (service composition in the case of the SeCSE
methodology). These SLAs are also potentially useful to other activities such
as service monitoring.

– Main-sub activities: Service centric architecture and composition design are
carried out by a system builder and service provider in a cooperative manner.
A system builder has the main responsibility for this activity, whereas a
service provider focuses only on a subset of its tasks. For instance, the service
provider might work on the definition of the list of possible candidate services
to be used at runtime; while the system builder is responsible for the overall
service composition design. In this way, the subtasks that the service provider
takes are of competence of the system builder.

Service specifications are modeled as three activities with related service
specification as data objects. They are carried out by a service developer,
system builder and service provider independently but on related artifacts.
In general, a service developer creates service specifications for a component
service, which influences a composite service carried out by a system builder.
The system builder has to make sure that the QoS characteristics defined in
the specification of the component services are compatible with those of the
composite service. When a service composition or a single service is deployed,
the service provider may add information to the corresponding specification
known at deployment time.

– Distributed activities: Service centric architecture and composition design
is carried out by a system builder at design time and binding and re-binding is
carried out by a service provider at run-/change time. Cross-organizational
collaboration occurs when new substituting services are discovered at run
time (e.g., due to a new requirement) and service composition needs to up-
date its bindings to accommodate the change.

Only when the collaboration is explicitly captured, the stakeholders of service-
oriented systems can gain insight on the impact between their own responsibili-
ties and the others’. Each stakeholder has a clearer view on at what time (“when”)
which activity (“what”) has to be carried out in cooperation with which stake-
holder (“who”) and in which manner (“how”). In the SOSE development process,
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external enterprises often continuously play important roles throughout the ser-
vice life cycle. By looking for the cross-organizational collaboration patterns in
a service process model, enterprises are brought to focus on the points needing
strategic business agreements that should regulate such tight collaboration.

Increased Importance of the Identification of Stakeholders. Fig. 3 graphi-
cally represents the stakeholders pattern (and an example), which makes the stake-
holders in a SOSE process model explicit. By observing the SeCSE process model
(shown in Fig. 1) against this stakeholder pattern, we can see that the SeCSE
methodology involves mainly four stakeholders, namely: service developer, system
builder, service provider and service consumer). These stakeholders, potentially rep-
resenting partner enterprises, play common SOA roles from the perspective of ser-
vice implementation, integration provision, and consumption.

Explicitly modeling the identified stakeholders improves the guidance of the
SeCSE methodology as follows. Firstly, by placing the SOSE activities in the
corresponding swimlanes, the SeCSE process model naturally shows the respon-
sibilities and collaborations of and among stakeholders. This is especially crucial
in SOSE where cross-organizational collaboration occurs in almost all activities.
In this way, the business dependencies requiring contractual/SLA agreements
are made explicit, and project managers can better plan the allocation of de-
velopment activities based on the skills and responsibilities of the internal and
external stakeholders.

Secondly, service composition centered characteristic of the SeCSE method-
ology is well captured by the SeCSE process model when identified stakeholders
are explicitly modeled. Fig. 1 shows that most of the development activities
are associated to the system builder and the service provider (stakeholders that
carry out service composition activities). Furthermore, the model shows that the
system builder and the service provider are tightly linked; the service developer
and the service consumer are instead loosely linked. Due to focus of service com-
position, the service consumer in the SeCSE process model is considered as the
consumer of composite services, rather than the consumer of component services.
Therefore, the service consumer does not have direct interaction with the service
developer, and the system builder must cooperate with the service provider in
multiple activities. In this way, the SeCSE process model very well captures the
fact that service composition is the main focus of the SeCSE methodology and
consequently provides better guidance in that the stakeholders are able to gain
better understanding of the focus of the (SeCSE) methodology.

Fig. 3. Service aspect: increased importance of the identification of stakeholders
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The Need for Increased Effort at Run-/Change Time. Our approach of
separating the design and run-/change time activities in a SOSE process model
is presented in Fig 4, where the left-hand side of the figure shows the 2-stages
pattern, exemplified in the right-hand side of the figure. In this example, it is
visually evident that service design is carried out at design time; while service
discovery is performed at run-/change time.

Fig. 4. Service aspect: increased effort at run-/change time (2-Stages)

By observing the SeCSE process model (shown in Fig. 1) against the 2-stages
pattern defined in Fig. 4, we are now able to easily distinguish the design time
activities (falling in the left-hand side of the figure) from the run-/change time
activities (in the shadowed area at the right-hand side of the figure). Conse-
quently, the guidance for applying the SeCSE methodology is improved in that
the process model shows its support for adaptation, service composition and
facilitates critical project plan decisions.

Firstly, we notice that about one third of the development effort is dedicated
to run-/change time activities. In particular, runtime service discovery and ser-
vice negotiation are supported by the SeCSE methodology with the objective
of increasing the adaptability and agility of resulting systems to meet on-the-
fly requirements. Thereby, related activities such as runtime service monitoring,
recovery management, and binding and re-binding are also in place.

Secondly, we notice that the development effort dedicated to run-/change
time activities is not evenly distributed among the stakeholders in the SeCSE
methodology. Instead, the service provider carries out most of the run-/change
time activities; while the system builder and service developer do not perform
run-/change time activities at all. We have discussed in Section 3.2 that the
roles of system builder and service provider are extensively developed due to
the service composition centered approach. The process model illustrates and
emphasizes further the separation of design and run-/change time activities: the
system builder focuses on the design of service compositions; while the service
provider focuses on the provision of service compositions.

Thirdly, knowing which activities are executed at which stage is also crucial
in SOSE. Project managers should be able to adjust project plans based on
the criticality of the activities since runtime activities are directly related to
executing services real-time and therefore more critical than design time activ-
ities. For instance, as shown in Fig. 1 service negotiation is supported by the
SeCSE methodology at both design time and runtime. The difference is that
at design time, service negotiation occurs between a system builder and a ser-
vice provider for component services that are selected for service composition;
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at runtime it occurs between a service provider and a service consumer for a
composite service that fulfills business requirements. This difference results in
different levels of business commitment. At design time, the failure of reaching
service level agreements or the failure of collaborating with a service provider
does not have huge business impact on the system builder; the system builder
can always decide to look for an alternative service. However, at runtime if the
composite service fails to execute or does not reach the quality it promises, the
system builder faces risks to loose its customer and even its business market.
Here, the business commitment is much higher than at design time. Being aware
of this difference, a project manager is able to decide which actions to take for
activities with various levels of criticality.

Summary. As auspicated, highlighting the service aspects in the SeCSE pro-
cess model allows those who have to exploit the methodology to have more
clear evidence of issues (cooperation between organizations, numerous stake-
holders, activities to be executed during the operaton phase) that are critical
from the managerial point of view. By observing the service aspects captured
in the model, we may conclude (and becomes more evident) that some differ-
ences between SOSE and TSE become obvious in the applied SeCSE context.
Firstly, the fact that each of the four identified stakeholders is responsible for
a common SOA role (centered on services) reflects the shifted focus from ap-
plications to service pools. Secondly, due to the fact that consumers of services
do not have the control of them, more interactions between stakeholders (cross-
organizational collaboration) occur, as shown by the many arrows crossing the
various swimlanes. Thirdly, around one third of activities are carried out at run-
/change time, which shows that resulting systems are dynamic and therefore
have the potential ability to adapt to ever-changing requirements.

4 Related Work

It has been gradually recognized that traditional software process models are no
longer sufficient to model the SOSE development process. To overcome the mis-
match between traditional process models and the SOSE development process,
a number of SOSE-specific process models have been proposed by both industry
and academia. However, as we already discussed in [7], these assume that the
development of service-oriented systems is entirely internal to an organization.
For instance, the model proposed by IBM in [6] describes four phases that are
implicitly assumed to be executed by IBM itself or any organization adopting
the IBM methodology. This results in the fact that the actual difference be-
tween SOSE and TSE methodologies remain unclear. As discussed in Section 2,
we argue instead that interactions across the organizational boundaries require
in SOSE particular attention, and should be made explicit.

While the approaches found in the literature are proposals of specific method-
ologies and lifecycles, our approach can be seen as a way to interpret and inves-
tigate different existing lifecycles. This has a value per se as it does not force
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people to adopt a specific approach for developing and managing service-oriented
systems, but it helps them to understand and make coherent all the methods
they use in their common practice. In a similar line of research, Blake in [5]
advocates the distinction between two key activities: service development and
service-centric system management. While the first activity follows a quite tra-
ditional iterative process, service-centric system management is seen as much
more dynamic of the traditional processes associated with the development and
the operation of other kinds of software. In particular, as in SeCSE, runtime
(sub)activities such as re-binding are identified. The importance of stakehold-
ers is stressed, and a number of them is identified and assigned to the various
activities of the lifecycle. We differentiate from this work as we highlight not
only stakeholders and their activities, but also the interaction between these
stakeholders and the artifacts they produce and exchange. As we have argued in
the previous sections, in fact, clarifying these aspects help all roles involved in
the lifecycle in better understanding the critical aspects of the lifecycle and
in properly drive it toward the achievement of the project goal.

Bell [14] proposes the structure of a SOSE process model, which consists of
timeline, events, seasons and disciplines. As we do, he uses timelines to indicate
a sequence of development activities. Design and run-/change time activities in
our approach correspond to seasons in Bells structure, while our development
activities can be regarded as disciplines in Bells structure. The approach is also
focusing on defining and classifying those events that have an impact on the
lifecycle. While a differentiation between runtime and design time activities is
presented, all runtime aspects are not described in detail. Also, the approach does
not seem to stress the aspects related to the interaction between the stakeholders
that we consider of paramount importance.

5 Conclusions

In this paper, we emphasize the importance of explicitly expressing in process
models service aspects that are peculiar to SOSE. We argue that having these
service aspects highlighted would provide better guidance on the SOSE develop-
ment process. We have applied our service aspects on a concrete SOSE method-
ology. The results show that these service aspects help understanding the SOSE
methodology when they are made explicit in an associated process model. More-
over, the use of the methodology and project management are also facilitated.

Further, these service aspects emphasize the SOSE support of a certain method-
ology. In this way, they help identifying if the methodology itself will deliver ‘real’
service-oriented systems. For instance, by analyzing these service aspects in the
SeCSE methodology, we can see that: it involves the standard SOA roles; it
covers the interaction among these roles; and it pays particular attention to run-
/change time activities. We therefore argue that the service-oriented systems it
delivers would potentially be dynamic, agile and have good alignment to business
requirements.
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Abstract. The increased complexity of business webs calls for modeling

the collaboration of enterprises from different perspectives, in particular

the business and process perspectives, and for mutually aligning these

perspectives. Business value modeling and coordination process model-

ing both are necessary for a good e-business design, but these activities

have different goals and use different concepts. Nevertheless, the result-

ing models should be consistent with each other because they refer to the

same system from different perspectives. Hence, checking the consistency

between these models or producing one based on the other would be of

high value. In this paper we discuss the issue of achieving consistency

in multi-level e-business design and give guidelines to produce consistent

coordination process models from business value models in a stepwise

manner.

Keywords: Business value modeling, coordination process modeling,

consistency checking, enterprise interoperability.

1 Introduction

Today, enterprises operate more and more together in networked collaborations
rather than just on their own. There are many reasons for this. Among others we
can refer to more complicated user needs, upward tendency toward specializa-
tion, changing customer demands, higher customer satisfaction indexes, etc. In
the literature collections of enterprises that jointly satisfy a complex consumer
need, are called business webs [1]. In a business web each enterprise contributes
with its own specific expertise, products and services to satisfy a consumer need.
For example, a web shop, logistics company, payment provider and authentica-
tion provider can jointly provide the service of on-line buying to consumers. Each
partner wants to be sure that participation in such a collaboration network is
economically profitable and sustainable before operational details of the coordi-
nation infrastructure are being designed. This is where business modeling comes
into play. A coordination process model will be designed only if the business case
is positive for each of the partners.

A coordination process model should specify the coordination activities (in
terms of message exchanges) necessary to make the collaboration work. But,

R. Poler, M. van Sinderen, and R. Sanchis (Eds.): IWEI 2009, LNBIP 38, pp. 94–106, 2009.
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it is hard to design a coordination process model based on a business value
model only, because there is a large conceptual gap between these two models
[2]. The main goal of business value modeling is to reach agreement amongst
stakeholders regarding the question ”Who is offering what of value to whom and
expects what of value in return?” In contrast, an important goal of coordination
process modeling is to reach a common understanding about which coordination
activities should be carried out, and in which order. Business value modeling
focuses on modeling economic sustainability of e-business while coordination
process modeling focuses on modeling operational fulfillment. These are two
different modeling goals, asking for different modeling methods with different
constructs.

The research question addressed in this paper is: how to achieve consistency
between business value models and coordination process models. The contribu-
tion of this paper consists of the description of initial guidelines to produce a
coordination process model from a given business value model.

For representing the business value perspective, we use value models of e3value
[3], and for the coordination process perspective, we use BPMN diagrams (see
http://www.bpmn.org/). Our choice for e3value is motivated by the fact that
it can express value transfers and value objects in general, as well as business
actors. Our guidelines can be applied to any notation that can express this, but
currently there is no other language that can express these things. The choice
for BPMN is motivated by the fact that it is easy to read and well-known. Our
guidelines can however be used with any other coordination language.

In section 2, we discuss the previous work published on this issue. Then, in
section 3, we discuss about business value modeling and coordination process
modeling and enumerate their similarities and differences. Based on these find-
ings, we propose a stepwise approach to generate a coordination process model
from a business value model in section 4. In section 5, we will apply our method
on a case study and then analyze the results in section 6. Finally we conclude
with a discussion of results and future research in section 7.

2 Related Work

The current approaches that consider the conceptual gap between business value
models and coordination process models can be classified in two main groups:

– Consistency Checkers: These approaches assume that we have two mod-
els (a business value model and a coordination process model) of the same
system and all we want is checking whether they are consistent with each
other or not? Most of these approaches have solely considered consistency
checking of static aspects, i.e., during design time and do not consider the
runtime behavior of a model [4,5,6]. Bodenstaff [7,8] has introduced another
approach toward consistency checking by considering the runtime behavior
of the coordination process models. These approaches don’t use the same def-
inition for consistency and none of them is comprehensive enough to justify
the consistency of these two models solely.
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– Model Generators: These approaches don’t assume the availability of both
a business value model and a coordination process model of the same system.
Hence, they try to produce one from the other (mostly a coordination process
model from a business value model) so that in the end both models be
consistent with each other [9,10,11].

Pijpers and Gordijn proposed a method that makes an intermediate
model (e3transition model) based on the business value model by extending
it with independent transfers of ownership rights of an object and the actual
object itself.

Anderson and Bergholtz proposed a method that starts with a business
value model and in a number of steps, each value exchange is analyzed and
identified as a sub-process of the coordinationprocessmodel. They break value
exchanges to components (resource, right, custody, and document evidence).

Wieringa et al. claim that coordination modeling is facilitated by making
a physical delivery model first, because the business and coordination model
are both views of a network of physical deliveries. They distinguish discrete
from cumulative goods and time continuous from time-discrete deliveries.
They also specify frequency or duration of deliveries and make a delivery
model as an intermediate model on the way to design a coordination process
model.

In our opinion, these approaches are all too complicated because they ask for
additional models and use complicated concepts such as ownership right, custody
and physical delivery that makes it hard for others to use them in practice. Our
proposed method is simpler, more general and comprehensive. By keeping it
simple, we try to increase its applicability by other people.

3 Business Value Models and Coordination Process
Models

As mentioned before, (business) value models and coordination (process) models
are two models of the same system from different perspectives. A value model
focuses on high level and static objects (e.g. value objects and actors) and value
exchanges, while in contrast, a coordination model focuses on procedural details
mainly message exchanges. A value model is built first because in that way par-
ticipating companies can know as early as possible whether the cooperation will
be economically sustainable for each of the partners. e3value is to our knowl-
edge the only method that can do this with the level of formality that we need
in order to be able to talk about consistency with coordination modeling.

In this section, we will pave the ground for the proposed method by enumer-
ating the similarities and differences between value modeling and coordination
modeling. Consider the e3value model (figure 1(a)) and its corespondent coor-
dination model in BPMN notation (figure 1(c)), in which a buyer a seller and
a transporter exchange some values. The buyer gives money to the seller and
receives good in return. The seller, in turn, gives money to the transporter and
receives transport. We will discuss these models in detail later.
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3.1 Differences

The conceptual gap between value models and coordination models is caused
mostly by the following properties of these models:

1. Ordering: The key concept in value modeling is value while its counterpart
in coordination modelling is time. In an e3value model there is no notion of
time ordering at all [3]. The goal of a value model is to understand economic
reciprocity of value transfers and to analyze the economic sustainability and
profitability of the value activities of the actors. Behavior and temporal order
are beyond the value perspective and are part of the coordination perspec-
tive. In addition, in value models there is no specific notion of cardinality or
duration of value transfers and also it does not express preconditions of value
transfers. But specifying preconditions of value transfers are an important
part of business contracts.

2. Value versus coordination objects: In a value model every object should
be of value to at least one partner (value object). Hence, there will be no
place in a value model for those objects that are not of value to a partner.
But in a coordination model objects are not included necessarily because
they are of economic value to a partner. They can also be included because
they help coordinating the activities of the partners. For example, messages
are common objects that are used frequently in coordination models but,
they don’t have a particular economic value for any partner. Hence, they
have no counterpart in value models. We call objects in the coordination
model coordination objects.

3. Third parties: A direct value exchange between two partners in a value
model does not necessarily imply that there will be a direct control object
exchange between these partners in the corresponding coordination model.
Sometimes a third party will be involved and the path for value object ex-
change becomes an indirect path for control object exchange. A well-known
example for this case is the relation between buyer, seller and transporter in
value model and coordination model. In this setting, there is a direct value
exchange between the buyer and the seller, while the physical transfer of the
good that is the subject of the value exchange will require an indirect control
object exchange between the buyer and the seller involving a transporter. All
three actors are present in a value model as well as in a coordination model,
but the economic value interactions differ from the coordination interactions
(see figure 1).

4. Paying methods: Money transfers are the most common transfers in value
models that indicate paying a partner some money in exchange of his/her
service or good. A money transfer between two partners in the value model,
does not imply the paying method. There is a wide variety of payment meth-
ods for services and goods and this must be represented in the coordination
model.

When moving from one type of model to the other, conceptual gap caused by
the above four factors may have to be bridged.
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(a) Business Value model of Buyer, Seller and Transporter

(b) All interactions (messages) Between Buyer, Seller and Transporter

(c) Coordination Process model of Buyer, Seller and Transporter

Fig. 1. From Business Value model to Coordination Process model

3.2 Similarities

Despite the aforementioned conceptual gap, value modeling and coordination
modeling also address some common aspects. First of all, they have the same
actors/partners. In the business world, a partner joins a group only if (s)he earns
something of value to herself/himself. Hence, every actor in a business network
perceives some value and therefore will be present in the value model indepen-
dently or as a part of another actor/partner. Because we are only interested
in the way that independent actors cooperate with each other, rather than the
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internal organizational process, the coordination model contains only ordered
interactions between independent actors.

Secondly, each value exchange, consisting of value transfers between two part-
ners in different directions, indicates that something should happen to realize
them. Different ways can be imagined to realize a value exchange. To start, we
make some simplifying assumptions to reduce the complexity of the problem and
converge different solutions.

In the coordination model we don’t mention the activities that are internal
to an actor, i.e. activities that don’t involve communication with another actor.
We don’t take into consideration every necessary measure in message exchanges.
For example when actor A contacts actor B three interactions can be imagined.
First A sends a request to B, then B sends back a confirmation that it has
received the request, and finally A sends back B the final confirmation. These
interactions are necessary especially from the legal point of view in particular in
situations that involve money transfers. But here for the sake of simplicity we
have abstracted from them. This does not decrease the utility of our guidelines
because any set of interactions between two actors can be preceded by a set of
setup interactions without creating an inconsistency with the value model.

An important simplifying assumption is that all actors are trusted so that
we don’t need to consider security mechanisms to avoid mitigate the risk of
frauds. In a realistic business model this assumption needs to be dropped but
before building such a realistic model, the partners need to check whether the
cooperation is economically sustainable (value model) and practically possible
(coordination model) under the assumption that they can trust each other. If
economic sustainability and practical possibility cannot be shown under the
assumption of mutual trust, it is not worth the effort to check this under the
more complicated conditions of lack of trust [12]. In this paper we therefore make
this simplifying assumption but in future work we will drop it.

4 From a Value Model to a Coordination Model

The analysis above (section 3) will give a basis for the proposed method. The
starting point is an e3value model. As an example, we consider the e3value
model in figure 1(a).

Step 1 : The first step is identifying the actors of the coordination model. As
said in section 3.2 the actors in both value model and coordination model
must be the same (buyer, seller, and transporter).

Step 2 : In this step we aim at determining the necessary interactions that
should be included in the coordination model to realize value exchanges.
Under the simplifying assumptions mentioned in section 3.2, for each value
transfer a pair of interactions (coordination objects) are enough to realize
it. This pair consists of a request message and a message referring to the
actual value object of the corresponding value transfer. Hence, we need four
interactions for realizing each value exchange in the value model. In this way
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we cover the gap caused by the conceptual difference between value objects
in the value model and coordination objects in the coordination model.

There is a special type of value exchange, which we call scheduled ex-
changes, that is excluded from this rule. An example of this type of value
exchange is scheduled payment in which a partner pays an already deter-
mined amount of money for a service/good on already scheduled times. In
these cases no party asks the other one for paying the money. Hence, in these
cases in the coordination model we have only two interactions referring to
the actual value objects.

Step 3 : In this step we consider the third factor of the gap between value
models and coordination models , namely third parties. For this purpose, we
consider the following questions:

1. Who should send a request to whom? (Which partner to which other
one?)

2. Who should give value to whom? (Which partner to which other one?)

In most of the cases, when there are no third parties in realizing value ex-
change, the answers to these questions are obvious and straightforward. In
these cases, the partner that is going to receive the value object, sends a
request message to the other one, that is going to send it, and then the
latter sends the actual value to the requester. However, when third parties
are involved in the process, we should exactly determine the sender and the
receiver of the request message and the value object (See figure 1(b)). This
model is an interaction model that shows who is causing the transfer of some
observable object to whom.

At this point we see all the necessary interactions between partners, but
still without any time ordering, so it is not yet a coordination model. Our
next goal is to put these interactions in some ordering relationship and also
determine the duration or cardinality of each of them.

Step 4 : In order to put the interactions in a correct order in the coordina-
tion model we have to ask the following two questions regarding each value
exchange of the value model:

1. Who should first send a request to whom? (Which partner initiates?)
2. Which value transfer should happen first?

Using the answers to these two questions we can put the four interactions
in a correct order. Suppose that, for the case at hand, we have the following
answers to the above two questions respectively:

1. The buyer should first send a request to the seller.
2. The seller gives the good to the buyer via the transporter.

The first answer is obvious and it indicates a request message from the buyer
to the seller in the coordination model. However, the second answer indicates
that the seller will not send the good to the buyer by himself/herself. Instead,
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(s)he should ask the transporter to do it. In other words, the seller should
send a request message to the transporter to transport the good.

Step 5 : After identifying the necessary interactions and putting them in the
coordination model in a correct order, we can ask questions about time con-
straints to determine duration or cardinality characteristics of interactions.
Using the answers to these questions, we can design the exact coordination
model for the value model at hand. For example, suppose that A provides
service S to B for 1 year, and B pays A some money every month. In this
case after including the necessary interactions in a correct order to the co-
ordination model, we should add the duration property of the provisioning
of the service and cardinality property of the payment.

Step 6 : In this step we finalize the coordination model by adding the neces-
sary and appropriate activities to each partner in order to link together
the included interactions. In this way, starting from the partner with the
start stimulus (small circle), in the value model,we go forward in the model
till we reach the partners with the end stimulus (bull’s eye). Now, the start
and the stop activities can also be added to the model (See figure 1(c)).

5 Case Study

To check whether our method indeed delivers a coordination model that is con-
sistent its correspondent value model in a non-trivial case, we took an example
that deals with the problem of clearing Intellectual Property Rights (IPR). It
involves two steps: collecting fees from IPR users, i.e. radio stations, bars, dis-
cotheques and so on, and repartitioning the collected fees to Right Owners, i.e.
artists, song writers, producers. The main IPR society interested in this problem
is SENA (see http://www.sena.nl/).

Since 1993 SENA has been designated by the Ministry of Justice of The
Netherlands to take care of the Neighboring Rights not only for Dutch right
owners but also for foreign right owners of the music tracks in The Netherlands.
It means whenever a track is played in public spaces with the aim of getting
money from it, SENA must collect fees from such entities making money (IPR
users) and repartition these fees to right owners (IPR owners). The aim is a pay-
per-play scenario. It means that for each music track, a track-specific network
of clearing organizations must be composed.

5.1 Value Model

The business model is based on the e3value methodology. The actors are:

Receivers: A receiver is an actor who broadcasts background music to get ben-
efits of it so, they are also IPR users.

Background Music Providers (BMP): A BMP is an actor who provides
specialized background music in exchange of fee.
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Fig. 2. Value model of providing music by Streaming

IPR Societies: IPR Societies perform mainly two roles; collecting fees for each
played or copied track and repartitioning it to IPR owners. This fee is related
with the public use of music (tracks). So, if an actor publicly provides music, it
has to pay for the right of providing music.

Right Owners: Right owners are those who perform a specific track, i.e., play
tracks, write lyrics, produce and publish tracks.

A BMP can provide background music in two ways. It can either deliver hard
copies or a stream of tracks. Hard copies in this context are provided by a physical
device in which a Receiver stores tracks provided by BMPs. On the other hand,
a stream is a flow of tracks that the BMP delivers to a Receiver using Internet-
based technology for direct playing. So, the main difference between these two
ways of providing music is either allowing to store tracks at Receivers or not.

This main difference also generates two value models. If the BMP delivers hard
copies, it must pay to IPR Societies which collect fees about replicating music,
so making copies of tracks. Otherwise, when providing streams, the BMP must
pay to IPR Societies which collect fees related with making a stream available
to the public. Here we only investigate the second case (see figure 2).

To be able to provide music to the public, Receivers also have to pay IPR So-
cieties. Paying BUMA/Stemra is about the copyright that the composer and/or
lyricist holds, whereas paying SENA is related to the rights of the performing
artists and producer. The process described so far is concerned with collecting
fees. Therefore the next step is to repartition all those fees. SENA repartitions
fees to Artists and Producers, and BUMA/Stemra does the same for Publishers,
Composers and Lyricists.
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Fig. 3. Coordination model of providing music by Streaming
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5.2 Coordination Model

We applied our simple method to this case. The result is shown in figure 3.
According to step 1 of the proposed method, actors are the same in the corre-
sponding models. Because of the space limitation and the high similarity that is
between right owners, we only include one right owner representing all of them.
Therefore actors are: Receivers/Users, BMP, BUMA, SENA, and right owner.

In step 2, that is the most fundamental step, we identify the necessary in-
teractions for realizing the value transfers. Under the simplifying assumptions
we include four interactions to realize each pair of value transfers (a value ex-
change). The most obvious ones in this value model (figure 2) are those tagged
as numbers 2, 3, 4, and 5. In all these four cases we have a pair of value transfers
(money and right) being exchanged between two partners. Therefore according
to step 2, using a pair of request-reply interactions they can be realized.

The value exchange tagged as number 1, has a subtle difference with the
proposed method. In this case the BMP sends back an extra confirmation to
the Receiver/User. This extra confirmation is just for the sake of efficiency. If
we remove this confirmation message, the Receiver/User has to wait until the
arrival of the stream and after that do the necessary activities (payments), before
being able to use the stream. The other value exchanges (numbers 6 through 10)
are like scheduled payments described in step 2. Hence, we include only two
interactions in to the coordination model to realize them.

We don’t have the phenomenon of third parties thus we skip step 3. Step 4
is for putting the interactions in the correct order. Therefore, starting from the
Receivers towards right owners we should find out the answers to the questions
of this step regarding each value exchange and using the answers put the inter-
actions in a correct order. Here we haven’t consider the time constraints and
durations because we suppose the provisioning of music as a simple service for
which the duration is already determined. Also the way in which the payments
are being done in real life depends on the situations and the agreements that
have been made between payers and receivers. For example, one possible case is
that BUMA and SENA pay the right owners in batch at the end of every month
or so. But, here we consider only the simple case and leave considering all the
details about payment methods and the cardinality or duration of the interac-
tions to future work. In the last step we include the activities in the coordination
model and using them connect the interactions to each other. We can also add
details and other necessary activities. For example, for this particular case we
could include the log as an additional activity in SENA and BUMA.

6 Analysis of Results

The proposed guidelines make a simple method that avoids complicated concepts
like property right, physical delivery, etc. and still is able to guide the modeler
to a coordination model that on face value is consistent with the value model.
By applying our method on the above case study we learned that:



From Business Value Model to Coordination Process Model 105

– The application of these guidelines will indeed lead to a coordination model.
– The obtained coordination model is valid in the following sense: A stake-

holder who accepts the value model (“this is how we will earn money in
this business web”) will also accept the coordination model (“this is how we
will coordinate our actions with other actors in order to realize the value
model”).

We still want to do the following in order to further validate and improve our
method:

– Comparison with the other methods. We observe that the papers do not give
enough information to apply those methods to the described case (the bits
of missing information concerning those methods will be identified in future
work). But we will in the future apply our own method to more cases, and
report the results.

– Apply our method to more complex cases to test its general applicability.
– Define an integrated consistency concept and prove that our method delivers

consistent models.

7 Conclusion and Future Work

In this paper we have discussed the problem of how to go from a business/value
model to a coordination coordination model in a stepwise and systematic way.
Thanks to the conceptual commonalities that exist between the two models,
a method could be proposed that starts with a value model where the main
actors and their relationships, in the form of value exchanges, are identified. In
a number of steps each value exchange is analyzed and by answering specific
questions a coordination model is designed. The coordination model represents
the interactions and interdependencies between the cooperating parties in terms
of exchanged messages. We consider a special collection of interactions to realize
the value exchanges of value models.

Future research involves eliminating different simplification assumptions such
as trust that we have made here in constructing the coordination model. Another
topic for future research includes investigations on different paying methods and
finding a comprehensive collection of the most common ones to be able to make
some patterns for paying methods and go from one to the other automatically.
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Abstract. This paper presents the vision considered by the REMPLANET pro-
ject for providing a platform for the discovery, design, deployment, execution, 
interaction, operation, optimization and analysis of extended business processes 
with the objective of supporting the collaborative decision processes in the con-
text of Resilient Multi-Plant Networks in the manufacturing sector. 

Keywords: Business Process Management (BPM), Software Oriented Archi-
tectures (SOA), Collaborative Processes, Workflows. 

1   Introduction 

One of the main topics of research in the enterprise interoperability (EI) [1] field 
nowadays is the Business Process Management (BPM) [2], putting special emphasis 
in the interorganizational collaboration aspects. The main goal of BPM is to increase 
the effectiveness and efficiency of enterprises through the holistic management of 
their business processes. This holistic management includes modeling, automation, 
integration, monitoring and continuous improvement of processes as a way of provid-
ing high levels of quality. Among the different aspects involved in BPM, the direct 
translation from a business process business perspective representation of business 
processes to a technical process representation that can be executed (a.k.a. workflow) 
– automated – by a workflow technology [3], takes a lot of research effort. The idea 
consists in being able to obtain an abstract representation – workflow – taking as 
starting point a business perspective description in an automated and straightforward 
way. Moreover, in enterprise network scenarios this translation has to provide facili-
ties for defining interoperable technical aspects that support the necessary level of co-
operation among partners.  

Most of traditional approaches concerning workflow automation have been focused 
on very clearly structured business process. However, this paper presents the vision that 
has been taken in the Resilient Multi-Plant Networks project (REMPLANET, http:// 
www.remplanet.eu) where BPM concepts and methodologies will be applied to resilient 
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manufacturing scenarios, where many heterogeneous partners needs be integrated and 
their processes be interconnected. 

The intended approach will consist in defining a set of extensions and restrictions 
to follow in the traditional business process definition that will facilitate the genera-
tion of executable representations in a specific platform overcoming the gaps between 
both. 

Therefore, with a single business process representation based on a business per-
spective, which can be easily defined by business analysts, the system will be able to 
obtain the executable representation supporting interorganizational collaboration. 
Thus, it will be only necessary to maintain a single representation, simplifying the 
business process management as a whole. The problem resides in the fact that usually 
a direct translation from a process business perspective representation leads to a 
workflow representation that presents some lacks which make it impossible to obtain 
all the expected benefits from its automated execution. This is due to the fact, that the 
existing models at both levels, and therefore their respective representations, have dif-
ferent goals as it has been explained in [4]. 

Business perspective process models are oriented to represent business processes in 
an easy, understandable and precise enough way for businesses experts, but not their 
automation. In fact, these representations help enterprises to: a) have a good knowl-
edge and understanding of their processes, b) ensure the quality of their processes 
and, c) to facilitate the cooperation among different enterprises, helping to establish 
the interaction points amongst their respective processes. Technical aspects needed at 
execution time are out of the scope of this business modeling. Therefore, generating 
executable representations from these models is not enough. 

Executable models, used for modeling workflows, as they should be executed 
automatically by software, in addition to the flow of activities and participant roles 
also have to define: a) repositories and sources of process related information and b) 
the way in which actors can participate in the automated execution for ensuring the 
progress and termination of the workflow. Actors represent both human and machine 
(e.g. processes) participants. This extra information should cover technical aspects for 
the automated workflow execution. 

In order to obtain workflow representations rich enough to be executed in an auto-
mated way from business processes represented using a human readable model, it is 
necessary to enrich the original representations with extra information [4]. Besides, it 
is necessary that these business human readable representations can define precisely 
all necessary types of business collaboration in a network. 

Moreover, the presented approach also considers the basic aspect of interoperabil-
ity at workflow level [5], in order to facilitate the cooperation of members belonging 
to a resilient multi-plant network being necessary to obtain maximum benefits from 
collaboration. In doing so, the business processes are offered as services to the out-
side, promoting therefore the development of new business processes based on the 
composition or aggregation of existing ones. 

This paper is structured as follows: in Section 2 an overview of the REMPLANET 
project and its main goals is presented. The environment for the SOP4EBPM is ex-
plained in Section 3. Some related work is detailed in Section 4. Finally, Section 5 
presents some conclusions. 
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2   REMPLANET Project 

This project is funded by the European Union through the 7th Framework Pro-
gramme. Its main concept is the development of methods, guidelines and tools for the 
implementation of the Resilient Multi-Plant Networks Model in non-hierarchical 
manufacturing networks, characterized by non-centralized decision making. 

The project considers that a resilient organization has the capability to respond rap-
idly to unforeseen change, even chaotic disruption. It is the ability to bounce back — 
and, in fact, to bounce forward — with speed, determination and precision. In recent 
studies, resilience is regarded as the next phase in the evolution of traditional, place-
centric enterprise structures to highly virtualized, customer-centric structures that en-
able people to work anytime, anywhere. A resilient organization effectively aligns its 
strategy, operations, management systems, governance structure, and decision-support 
capabilities, so that it can uncover and adjust to continually changing risks, endure 
disruptions to its primary earnings drivers, and create advantages over less adaptive 
competitors. From an organizational point of view, the “resilience” concept has two 
fundamental perspectives: strategic resilience and operational resilience. On one hand 
the strategic resilience is not about responding to a one-time crisis, or just having a 
flexible supply chain. It is about continuously anticipating and adjusting to disconti-
nuities that can permanently impair the value proposition of a core business. Strategic 
resilience refers, therefore, to a capacity for continuous reconstruction. On the other 
hand, operational resilience can be understood as the ability to respond to the ups and 
downs of the business cycle or to quickly rebalance product-service mix, processes, 
and the supply chain, by bolstering enterprise agility and flexibility in the face of 
changing environments. 

In order to achieve these goals several models, guidelines, tools and platforms will 
be developed. So, the combination of all these elements will provide to networks of 
manufacturing enterprises a generic way for increasing their competitiveness in a 
more and more exigent, dynamic and globalised market. 

Among these results it must be highlighted the development of an ICT platform for 
efficient real time collaborative planning/scheduling execution. Every future supply 
network member will be interconnected through this platform. The ICT platform in-
corporates interoperability functionalities, to facilitate the supply network member’s 
systems integration, and allow each new member a fast connection to the network. 
Additional ICT platform functionalities will allow to handle customer’s customized 
orders, or incidents that take place in the network, in a non-hierarchical and real-time 
decentralized decision making way. In both cases, the most suitable network configu-
ration is established in order to increase feasibility and accuracy of customer service. 
In next section it is presented this platform. 

3   REMPLANET SOP4EBPM 

In the context of the REMPLANET project, the Service-Oriented Platform (SOP) for 
Extended Business Process Management (EBPM) will provide support for the col-
laborative work in a resilient network as it has been said before. The REMPLANET 
environment in which the SOP4EBPM will work is shown in Figure 1. On the sequel, 
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the different elements composing this environment and how they interact in order to 
provide the maximum performance for the platform are described. 

One of the challenges to face in the project is to select and validate the right com-
bination of notations, languages, mappings and tools appropriate for the requirements 
of REMPLANET EBPM. Thus, it is necessary to review standard proposals of col-
laboration initiatives like ebXML [6], RosettaNet PIPs – Partner Inferface Process – 
[7], OAGIS [8] in order to select the most suitable approach for the initial extended 
process harmonization. The goal is to be able to define the appropriate level of inter-
operability in the resulting processes for supporting the collaboration in the Resilient 
Organization. This study will provide several Modeling Constructs that will be used 
in order to obtain the Collaborative Business Process Models necessary for the 
SOA4EBPM platform. 

 

 

Fig. 1. REMPLANET SOP4EBPM Environment 

The Integrated REMPLANET Framework will link the Strategic REMPLANET 
model and Operational REMPLANET model developed in the project context for ob-
taining the maximum benefits. On one hand, the former will provide tools, methods, and 
guidelines to enable enterprises to profit from open innovation along the entire multi-
plant value network. On the other hand, the second will provide an Operational Resilient 
Supply Network Model, as well as its tools, methods, and guidelines to help globalised 
manufacturing organisations to decide where to buy-manufacture-assembly, and how to 
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deliver, the different customized products demanded from different markets, as cheaply 
and as quickly as possible. Their combination within the Integrated REMPLANET 
Framework will provide and define the Business Processes that best fit the efficacy and 
efficiency requirements (see Fig 1). 

So, the combination of collaborative modeling constructs and business processes 
requirements will allow the definition of Collaborative Business Process Models. 
These models will represent the collaborative business processes in a readable and 
understandable way for business analysts. Moreover, these models will be taken as 
inputs for generating the Collaborative Executable Representation using Business 
Service Interfaces as a way of introducing interoperability among the network mem-
bers in the executable representation. 

The next step in the REMPLANET SOP4EBPM environment process consists  
in implementing the necessary services (if they don’t exist) in order to prepare the 
whole system for being operative. Once it has been done, the business process can be 
deployed among all the participants at different levels (company network, group net-
work and external network) in order to be used in production. These obtained imple-
mentations will be deployed in the SOP4EPBM platform supporting their execution. 
The SOP4EPBM will provide support for the discovery, design, deployment, execu-
tion, interaction, operation, optimization and analysis of EBP with the objective of 
supporting the collaborative decision processes. Moreover, it will provide capabilities 
for services re-use and composition to support and create resilient and agile resource 
networks based on the SOA paradigm [9]. The design and implementation of the 
SOA4EBPM platform will be based on Open Source tools and will follow interna-
tional standards. 

4   Related Work 

In regard to the coordination of the business perspective and the technical perspective, 
the paper [4] proposed two additional approaches to the Aspect Oriented Architecture: 
Layered Architecture and Domain Service Architecture. The Layered Architecture 
takes as starting point the technical process –workflow– and enriches it for obtaining 
the business perspective. This facilitates the separation among both perspectives but 
severe limitations are introduced due to synchronization problems. In the Domain 
Service Architecture technical and business aspects are encapsulated in modules, fa-
cilitating the isolation of technical details but depending on the selection of decompo-
sition criteria. As the three presented architectures have different advantages and 
drawbacks they encouraged to combine these alternatives in order to maximize the 
advantages of the architectures. 

Many proposals have appeared in last years in order to specify workflows and most 
of them have considered the necessity of workflow collaboration among enterprises. 
The authors of [5] presented a framework of requirements to consider for interorgani-
zational workflows and compared several approaches considering the facilities they 
provided for defining these collaborative workflows. They observed how none of 
them supported correctly all the proposed requirements. Therefore, they proposed the 
option of extending existing languages or combining them. 
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5   Conclusions 

In this paper it has been presented the vision of the REMPLANET project for obtain-
ing a platform, SOP4EBPM, that will support a fully non-centralized decision making 
process, as is expected to be achieved in non-hierarchical manufacturing networks. 
Complementary, this platform will enable dynamic and fast-responsive adaptation of 
IT-based organizational mechanisms needed to fully achieve the resilience structure 
that REMPLANET is proposing. 

This platform will based on open standard tools and international standards will put 
a special emphasis in the collaborative business process modeling for Resilient Multi-
Plant Networks of the manufacturing sector, and their corresponding translation to 
executable representations. Moreover, it will take advantage of interoperable services 
as a way of facilitating collaboration and coordination in the whole network context. 
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Abstract. Decision Support System (DSS) tools provide useful information to 
decision makers. In an Extended Enterprise, a new goal, changes in the current 
objectives or small changes in the extended enterprise configuration produce a 
necessary adjustment in its decision system. A DSS in this context must be 
flexible and agile to make suitable an easy and quickly adaptation to this new 
context. This paper proposes to extend the Hierarchical Production Planning 
(HPP) structure to an Extended Enterprise decision making context. In this way, 
a framework for DSS in Extended Enterprise context is defined using compo-
nents of HPP. Interoperability details have been reviewed to identify the impact 
in this framework. The proposed framework allows overcoming some interop-
erability barriers, identifying and organizing components for a DSS in Extended 
Enterprise context, and working in the definition of an architecture to be used in 
the design process of a flexible DSS in Extended Enterprise context which can 
reuse components for futures Extended Enterprise configurations.  

Keywords: Decision Support System, Extended Enterprise, Interoperability, 
Hierarchical Production Planning. 

1   Introduction 

The decision system allows to reach the stated objectives in the organizations. In 
order to provide the necessary information for decision-making, the information sys-
tem becomes a key element within this decision making process. A Decision Support 
System (DSS), as a computer technology solution that can be used to support complex 
decision-making [1], relates to decision and information systems.  

The increasing collaboration among enterprises during the entire product life cycle 
and constant changes in inter and intra organizational environment is a trend in the 
global market [2]. This is generating news inter-enterprise relationships like Extended 
Enterprise or Virtual Enterprise. 

An Extended Enterprise is defined as the formation of closer coordination in the 
design, development, costing and the coordination of the respective manufacturing 
schedules of cooperating independent manufacturing enterprises and related suppliers 
[3]. Relationships between the participating enterprises are for a long term integration 
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and more stable than other configurations like Virtual Enterprise [4]. In this decision 
context, the decision process is more complex than inside a single organization and a 
DSS for an extended enterprise must consider these inter-dependencies [5]. Environ-
ment changes where organizations are becoming more complex yet more agile and 
flexible, and global regulatory, and competitive factors rapidly change, affecting the 
design and use of these tools [1]. 

On the other hand, the legacy software systems play a key role in any inter-
organizational DSS. These legacy systems, located in the participating enterprises, are 
the main data source for the DSS. In this sense, ERP users highlight the importance of 
decision support and trans-organizational objectives in ERP planning. 

This paper proposes a framework for a Decision Support System in a Hierarchical 
Extended Enterprise Decision Making (HEEDM) context. We make a hierarchical 
approach to this decision context, where the coordination between decision activities 
in strategic, tactical and operative levels is made according to a hierarchical structure. 
This means that each one will pursue its own goals, but always considering those of 
superior levels, on which they depend, and those of inferior levels, at which they 
restrict. We propose to extend the Hierarchical Production Planning structure to a 
HEEDM context. In this way, a framework is defined using components of Hierarchi-
cal Production Planning. 

2   Hierarchical Production Planning 

In the Hierarchical Production Planning (HPP) systems, the decisions are split in sub-
problems. Each sub-problem is referred to a decision-making level in the organizational 
structure and an optimization model is constructed for solving each sub-problem. To 
ensure effective decision-making, a linkage must exist between these models at each 
hierarchical level and an adequate aggregation/disaggregation process of information 
between levels. The decisions that are taken in an upper level impose restrictions on 
lower decision levels. In response, the detailed decisions provide the necessary feedback 
to evaluate the quality of the decision. Each hierarchical level has its own characteris-
tics, including length of the decision horizon, level of detail of the required information 
and forecast, scope of the decision, and type of manager in charge of executing the 
decision [6][7][8][9][10][11][12][13]. The utility to use this hierarchic approach in inter-
enterprise systems appears in works as [13][14][15][16][17]. Some modeling frame-
works provide a structured approach to model the decision system, e.g. the GRAI model 
divide the decision system into level of decision-making and can be used in to provide a 
methodology for the design of the hierarchical production planning systems [13]. 

The Information System is a key tool for the HPP systems and appears since the first 
works in HPP, by example, [6] include technical characteristics about procedures, func-
tions, inputs and outputs in the computer. Others works in this area have also included 
information about the Information System [7][18][19][20][21][22][23][13][24][25]. 

3   Logical Constructs for Information and Decision Systems 

According to the Principle of Graduated Flexibility: “A model’s mathematical struc-
ture and detailed data should be represented and implemented in such a way that, over 
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the lifetime of an application, the most commonly required model changes are the 
easiest to make, while less commonly required changes may be more difficult”. The 
independency between model’s mathematical structure and data allows defining DSS 
that solve these models for different data sets [26][27]. 

Data Modeling, Decision Modeling and Model Investigation, are logical con-
structs, which play a leading role both in the interaction of information systems and 
decision technologies, as well as in rational decision making [28]: 

 
− Data Modeling refers to the ‘structured’ internal representation and external 

presentation of recorded facts. Broadly speaking this provides the decision-
maker with information about their decision problem. 

− Decision Modeling is the development of a model, or a range of models that 
captures the structure as well as the decisions in respect of a given problem. 
These models are used to evaluate possible decisions (actions) in a given prob-
lem domain, and the probable outcomes of these actions. 

− Model Analysis and Investigation refers to the instantiation of the model with 
data, and the evaluation of the model parameters as well as the results in order 
to gain confidence and insight into the model. 

Following this classification, we have made a framework for a DSS in HEEDM con-
text with the necessary components for data modeling, decision modeling and model 
analysis and investigation. 

4   A Framework for Decision Support Systems in Hierarchical 
Extended Enterprise Decision Making 

This section is structured in four parts, firstly the components of the framework are 
defined, secondly, the relationships between components are explained, thirdly, the 
main roles needed to model and operate are identified, and finally a DSS platform is 
introduced. 

4.1   Components 

The components are defined for data modeling, decision modeling and model analysis 
and investigation. 

The Data Modeling components included in this framework are defined in order to 
obtain a structured representation of the data used in a hierarchical extended enter-
prise decision making context. IDEF1 [29] and E-R Diagram [30] have been used to 
define these components. Each decision level works with a data set. The structured 
representation of these data sets, by means of entities, relation and attributes, for all 
decision models make up the data modeling. 

The Decision Modeling components are defined in order to obtain a structured rep-
resentation of hierarchical decision models. The hierarchy design process [13] has 
been employed to define these components. 

On the other hand, the Model Analysis and Investigation components are defined in 
order to the instantiation of the models with data. Separation of Models from problems 
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statements and solvers, and separation of general structure and instantiating data 
[26][28] have been utilized. 

Data Modeling 
Decision Data Model’s Entity. Represents the information maintained in organiza-
tions about physical or conceptual objects (e.g., people, places, things or ideas) and 
which appears in decision problems in hierarchical extended enterprise decision mak-
ing (HEEDM). These elements can be described in a low or high abstraction level. 

Decision Data Model’s Relation. Represents an association between Decision Data 
Model’s Entities or between instances of the same Entity. 

Decision Data Model’s Attribute. An attribute is a property or characteristic of a De-
cision Data Model’s Entity or Relation. This is one element of information that is 
known about a particular Decision Data Model’s Entity or Decision Data Model’s 
Relation, and useful for a decision problem in HEEDM. 

Decision Data Model. Subset of data model’s entities, relations and attributes which 
are used in a single decision model. These decision data models will be instanced with 
data for a decision model in the Model Analysis and Investigation and will be associ-
ated with a Level Model inside the Hierarchy Level in a hierarchical extended enter-
prise decision. 

Decision Modeling 
Hierarchy. Identifier of a hierarchical ordered set of decision problems in which a 
complex decision problem in an extended enterprise context is divided. 

Hierarchy Level. Identifier of a level in the hierarchy. Each level has associate a deci-
sion sub-problem. 

Decision Model. A mathematical representation of a decision problem to find the best 
solution. The decision model uses the entities, relations and attributes of the problem 
as index, data entries, decision or bounds variables for its definition, but not their 
values. The decision model will be associated with a Decision Data Model. 

Level Model. A Decision Data Model and a Decision Model associate to a Hierarchy 
Level. 

Aggregation/ Disaggregation Process. Each Level Model is treated at a certain degree 
of abstraction (e.g., products-families or machines-cells). The Aggregation/ Disaggre-
gation Processes link information between lower and upper levels of a hierarchy. 

Model Analysis and Investigation 
Decision Context. Identifier of a Decision Context. A hierarchy is appropriate in a 
particular setting which is necessary to identify. A hierarchy could be extrapolated to 
others decision contexts. 

Data Source. Data bases, files or spreadsheets in organization information systems 
where the data of a Decision Data Model are located. 
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Level Resolution Process. Process to obtain Definitive Decision Data at a Level 
Model. This is a complex process in which others components have been identified. 
The following components are included in this process. 

Extract, Transformation and Load (ETL) Process of Data for a Level Model. The data 
of the Decision Data Model associated to this Level Model are extracted, transformed 
and loaded from the Data Source to an Analytical Database. The Entities, Relation-
ships and Attributes defined in the Decision Data Model are instancied from the Data 
Source and stored in an Analytical Database. This process uses the aggrega-
tion/disaggregation process in order to complete these Analytical Data. (e.g. an entity 
“worker” from the Decision Data Model is instanced in all workers from a Data 
Source –a company- to the Analytical Database)  

Analytical Data. Data obtained from the Data Sources according to a Decision Data 
Model and an aggregation/disaggregation process. These Analytical Data are stored in 
the Analytical Database. 

Solver Process. A resolution process, which is capable of understanding a Decision 
Model and processing a data set (Analytical Data) to produce results. The results 
obtained after its execution are the Decision Data. 

Decision Data. Data obtained for the Solver Process after its execution with a set of 
Analytical Data for a Decision Model.  

Definitive Decision Process. The process by which the decision-maker consider addi-
tional factors in order to make its definitive decision. 

Definitive Decision Data. Data about the definitive decision taken by the decision-
maker in a Level Model. Decision Data obtained by the solver can be updated by the 
decision-maker in function of their judgments and choices. 

4.2   Relationships 

The relationship between the components of the framework for a DSS in HEEDM 
context defined above is showed in figure 1.  

Concerning the relationships between components in the data modeling, these exist 
between entities with their attributes, between entities with other entities and the at-
tributes that arise, and the subgroups of these components that form a valid decision 
data modeling for a single decision model in a hierarchical extended enterprise deci-
sion making context. 

Libraries of entities, relations and attributes valid for different Decision Data Mod-
els can be built. In this way, these components are re-usable for different decision 
models (e.g. in a hierarchy, an entity can be used in several decision model, or in 
different hierarchies, this entity can be used with other extended enterprise configura-
tion using the same or new attributes). 

Concerning the relationships between components in the decision modeling, these 
exist between the hierarchies defined with its levels (each hierarchy can have a different  
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Fig. 1. Relationship between the components of the framework 

 

number of levels). Also, each hierarchy level has associated a decision sub-problem in 
the level model. This level model encloses the Decision Data Model and the Decision 
Model necessary to solve a decision sub-problem. Moreover, aggregation/ disaggrega-
tion processes are associated with a Level Model to link information between lower and 
upper levels in a Hierarchy. 

In this case also, it is possible to create libraries of Decision Models valid for dif-
ferent Hierarchies. 

Finally, concerning the relationships between components in the Model Analysis 
and Investigation, the Level Resolution Process is used to solve a decision sub-
problem in an extended enterprise Decision Context. The Data Source in an extended 
enterprise decision context must be identified in order to Extract, Transform and Load 
all data necessary to instance the Decision Data Model. Analytical Data are obtained 
from this instantiation and completed with data obtained from the aggrega-
tion/disaggregation processes. The Solver Process use these Analytical Data for the 
resolution of a Decision Model and Decision Data are obtained. The decision-maker 
considers this information and additional factors in order to make a definitive decision 
(Definitive Decision Process). This Definitive Decision Data can be included in the 
Data Sources of participating enterprises. 
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4.3   Roles 

We have defined the main roles needed to model and operate this DSS. The roles 
identified are: 

Table 1. Roles and Tasks 

Role Task 

Decision-Maker 
Person(s) in charge of a decision making for a 
certain level in a decision problem hierarchy. 

Decision Model Designer 
Person(s) in charge of constructing the suitable 
Decision Models for each level. 

Information System Designer 
Person(s) in charge of constructing the suitable 
Information System to give service to the  
information necessities 

 
In an extended enterprise context is necessary to assign these roles between the 

participating enterprises. The tasks assigned to each role will be detailed in the next 
section. 

4.4   DSS Platform 

To perform a HEEDM supported by a DSS is necessary to develop a software tool. 
This tool can be developed to be used in different HEEDM contexts. Once the tool 
will be built, a parameterization and customization to a particular HEEDM context is 
required. The defined roles must participate in this parameterization and customiza-
tion process to configure, in an easy way, the DSS platform. 

The extended enterprise have usually at the heart of its organization a large final 
assembly plant or a service company procured by its suppliers (1st tier supplier, 2nd 
tier supplier) and serviced by its engineering units, sales units, banks, etc. [4], this 
main organization must encourage to the other extended enterprise participating to 
built and use this DSS Platform.  

Built a DSS Platform 
This platform must include the Data Model, Decision Model and Model Analysis and 
Investigation constructors of the hierarchical models (Fig. 2), that is, this platform 
must allow to include information about the structural components in a hierarchy. 
Also, the Aggregation/ Disaggregation Process, Extract, the Transformation and Load 
(ETL) Process, Solver Process or Definitive Decision Process can be included in this 
platform or can be outside but linked to this platform. To locate the process outside 
the platform can increase the flexibility if it is possible to change or adapt this process 
in an easier way. 

A variety of software visions with interoperability orientation can be used in its 
implementation: Plug and Play Business Software [31], an integrated, unificated or 
federated structure [32], the implementation of the interoperability framework [33], 
the design of Decision Support System for Extended Enterprise [5], the information 
repository [34] or the Enterprise Model Management [35]. 
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Fig. 2. DSS Platform 

Use of the DSS Platform for Modeling and Operations 
Modeling. Decision makers must use the platform to include information about a new 
hierarchy. Information about the Decision Data Model and the Decision Model for 
this hierarchy must be incorporated in the platform.  

Decision Model Designer helps the Decision Maker in order to make the suitable 
Decision Models for each level in the hierarchy, the aggregation/disaggregation proc-
ess and decide the solver process to use.  

Information System Designer helps the Decision Maker to connect the DSS Platform 
with the Data Sources with the Extraction, Transformation and Load (ETL) Process and 
connect the DSS Platform with the other process (Aggregation/Disaggregation Process, 
Solver Process and Definitive Decision Process). 

Operations. Only the Decision Maker in each level uses the DSS Platform to obtain 
results and decide yours definitive decision. The components included in the model 
analysis and investigation are used to operate with them to obtain Definitive Decision 
Data. The DSS Platform must manage these components and launch the necessary 
processes.  

Remodeling. A new goal, changes in the current objectives, or small changes in the 
extended enterprise configuration, produce a necessary adjustment in the DSS. Depend-
ing on the type of change will be necessary only the decision maker participation, or 
Decision Model Designer and/or Information System Designer for more complex 
changes. 

Simulations. Simulation scenarios can be used by the decision makers when they 
define fictitious hierarchies where they can play with real (or fictitious) organizational 
data and use different decision models.  
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5   Interoperability Aspects 

The proposed framework for a Decision Support System in a hierarchical extended 
enterprise decision context impacts into some interoperability aspects: enterprise 
levels, interoperability barriers and maturity models.  

Although an extended enterprise context must have some interoperability charac-
teristics solved, we approached these aspects from a general point of view.  

The interoperability is achieved if the interaction between two enterprise systems 
can take place at various enterprise levels: data, services, processes and business [4]. 
The proposed framework includes: 1) the interoperability of data, in order to find and 
sharing information from heterogeneous data sources. 2) the interoperability of ser-
vices, composing and making various application functions together. 3) the interop-
erability of processes which is limited to decision processes, and not other kind of 
processes; and 4) the interoperability of business where is necessary to harmonize the 
inter-enterprise decision making process in a hierarchical mode. 

About the interoperability barriers (conceptual, organizational and technological) 
[36] (Fig. 3). Conceptual barriers related to the problems of syntactic and semantic of  
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Fig. 3. Interoperability barriers 
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information to be exchanged appears in the Data Modeling. Organizational barriers 
related to the definition of responsibilities and authority so that interoperability can 
take place under good conditions appears in the Decision Modeling, specifically in the 
hierarchy definition, levels, decision models and aggregation/disaggregation proc-
esses, also appears in the Decision Context as a particular setting which is necessary 
to identify and, finally appears in the Definitive Decision Process in order to identify 
the decision maker who make the definitive decision. And Technological barriers 
appears mainly in the Extraction, Transformation and Load Processes where the deci-
sion context include one, two or n data sources. This framework allows to identify 
and organize components to overcoming interoperability barriers and reuses these 
components for futures configurations. 

With reference to the degree of integration of the considered enterprises, in [37] are 
identified some maturity models such as LISI, LCIM, OIM or EIF. In order to carry 
out a HEEDM supported by a DSS, it is necessary to reach the necessary integration 
level of the maturity models for each shared decision process. 

6   Conclusions 

The proposed framework allows identifying components for a DSS in an inter-
enterprise decision context. The framework structure (Data modeling, Decision mod-
eling, and Model analysis and investigation) has allowed organizing the identified 
components according to its characteristics. 

The close relationships between participating enterprises in an extended enterprise 
are a key factor in this framework. These relationships are for a long term integration 
and more stable than other inter-organizational configurations. In this context is possible 
to extent the Hierarchical Production Planning structure to a Hierarchical Extended 
Enterprise Decision Making. A hierarchical inter-organizational decision making is not 
possible between organization without conceptual, organizational and technological 
links. The more stable context in extended enterprise allows build a DSS with the neces-
sary conceptual, organizational and technological links for a long term hierarchical 
decision making, but flexible and agile to adapt to environment changes. 

The framework allows working in the design process of a DSS in a HEEDM context. 
In this sense, it is possible use this framework in order to made a flexible DSS that can 
be used in a variety of settings in where a hierarchical approach allows an improvement 
in the decision making. The identification of these components is essential for its reus-
ability. A flexible DSS can reuse components for futures configurations. In order to 
obtain a comprehensible framework with components easily identifiable, we have not 
include other factors like the user inferface (data presentations and interaction proc-
esses), the consistency problems associated with the aggregation/disaggregation proc-
ess, the interval of time after which the set of decisions is reconsidered, or database 
structures (data warehouse, data marts, OLAP and so on). 

A DSS in an extended enterprise decision context can increase the flexibility of the 
decision making in these enterprises where global regulatory and competitive factors 
rapidly change. Using this framework, a DSS can be designed to be parameterized 
and customized in an easy way for different context with reusable decision models 
and data access. 
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An extended enterprise decision process implies communication and transactions 
between the participate enterprises, this paper review some interoperability aspects 
which impact in the proposed framework. In an HEEDM the interoperability barriers 
need to be overcome and this framework helps in this objective.  
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Abstract. This paper describes a service architecture which is especially suited 
for networked enterprises to provide services cooperatively. The overall archi-
tecture is described as well as the service composition process. The architecture 
is evaluated from a business perspective and the advantages and disadvantages 
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1   Introduction 

Service industry is gaining more and more attention in the USA and the European 
Union. [1] There are mainly three reasons for this development. First of all, labor 
costs for production are too high in Europe and the USA to be competitive any longer 
when concentrating on basic production. Second, the role of services is growing even 
in industry, thus leading to an increasing share of product-accompanying services on 
the overall value of the product. This leads to growing revenues for the companies 
who are performing well in defining that kind of enriched product offering. Third, the 
average age of the population of most of the European countries is ever-growing, 
leading to customers who are less in need for new products, but far more in need for 
special services in the health sector, medical treatment, nursing and personal care as 
well as everyday services. 

So the business is in a dramatic transformation, leading to new chances for enter-
prises which are performing well in delivering those services, but also to harder con-
straints for enterprises which are not able to master this transformation. 

With a deeper look at the service industry, it is possible to differentiate between 
basic services, which can be performed without a special qualification (we can call 
them low-level services), and very sophisticated services which can only performed 
by specialists with a high qualification (hereafter called high-level services). In the 
low-level service market, there is a big competition with the main constituent of the 
price of the service. This leads to shrinking revenues for the companies providing 
those low-level services, and to a tendency of off-shoring those services (if possible) 
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to low-salary regions of the world, where they could be performed with less costs for 
the service-providing companies and the customers of the services. In the high-level 
service market the competition is based on differentiation of the offering. This differ-
entiation is achieved by the uniqueness of the service offering and/or the high quality 
of the service provisioned. 

Especially these high-level services are becoming more and more complex, being 
constituted by a huge set of service primitives, which are combined in a special man-
ner to provide the high-quality service offering specific for the customer. 

Winners of this business are the enterprises who are able to provide these rich ser-
vices to their customers. Competitive advantages can be achieved by building up 
networks of service providing specialists who are able to jointly deliver high-quality 
services. In this situation, technology is needed to help in the service composition, 
service qualification, and the service provisioning. 

2   State of the Art 

To achieve the goal of the paper, this section concentrates on the state of the art in the 
service composition, service provisioning, and service quality. The proposed architec-
ture should solve the problems arising on these topics; therefore there is a concentration 
on the state of the art in the decision theory, helping to solve the problem of service 
composition, and on service interoperability, which helps on the service provisioning 
and the service quality. 

2.1   Service Composition 

The idea of combination of services out of basic service constituents is already widely 
used by service-oriented architectures (SOA) [2]. With SOA, it is possible to techni-
cally include services, which can be defined, provisioned, and billed at another place 
of the world. The services are usually provided on the Internet, by using special pro-
tocols to locate, and use service components. These service components consist 
mainly of software, but the basic SOA definition could easily be enhanced to other 
services which are not consisting of software alone. The composition of the services 
is mostly done by building business process models where the services, which should 
be used by some providers in the Internet, are explicitly named and some constraints 
on these services are defined, helping to identify the appropriate service on run-time 
of the business processes. 

The service providers can be located anywhere in the world. The actual identifica-
tion of the appropriate services at run-time is done by world-wide lookup in a reposi-
tory of service descriptions, which are written in a formal kind of service pattern 
(WSDL) [3]. This mechanism is very useful for the composition of primitive basic 
services, but it totally lacks the ability to build up networks of corporations working 
together to provide first-class services on a high level to some common customers. 
The lookup of the services is mainly done by a service signature; there is little addi-
tional information on the service providers. So there is little information to help with 
the choice between different service providers. There is a need to use higher levels of 
support for the choice of the most appropriate service providers. This can be achieved 
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by using decision aiding systems [4]. These kinds of systems are assisting in making 
rational decisions. They are not trying to automatically choose service providers. The 
decisions of choosing and combining services should have a simple yet powerful 
model based on some common economic methodologies. This provides a solution to 
the identification and combination problem of services. The decision aiding system 
should 

• provide a negotiation aid on the business level, 
• explicitly include business interoperability, 
• provide a basic pricing model for the service constituents, 
• show a simple interface to the customer shielding the complexity of the ser-

vice provisioning from the customer, but at the same time provide a full 
choice including a rich set of services,  

• model user requirements which can be helpful when there is a need for re-
negotiation of the services consumed in case of a necessary mediation, 

• explicitly address interoperability. 

2.2   Service Provisioning 

To provide a complex set of services, there is a need to match the requirements of the 
customers to several service providing companies. This leads to an interoperability 
problem, because there is no common understanding on the definition of the services, 
the context of the services, and the way of providing the service to this special customer. 
There is already a wide set of literature in the area of interoperability (e.g. [4], [5], [6], 
or [7]), but most publications still concentrate on technical levels of interoperability. 
Only in the latest time, there are some first research efforts on service interoperability, 
which has a different focus than the (technical) definition of service-oriented architec-
tures (SOA). SOA concentrates on low-level, automated, technical-oriented services. 
The business-oriented terms of service industries, on the contrary, are defining services 
as immaterial “products”. This has to be understood well inside of the IT-industry. In 
the roadmap of interoperability research of the European Union [8] there is a distinction 
of the technical interoperability levels from the business level of interoperability.  

There is some research done in the enterprise interoperability scientific commu-
nity, which can be useful for the definition of high-quality service interoperability. 
The work on model-driven interoperability, like [9], [10] and [11], provides some 
opportunities for an enhancement to service interoperability. There are some models 
of service interoperability existing, (e.g. [12] and [13]), which are very useful as a 
fundamental basis to solve the choice and combination problem. However, these 
models are rather complicated and lack simplicity in the practical usage. Severe prob-
lems, which are typical for service interoperability, are discussed in [14]. 

2.3   Service Quality 

There is some work done to define service quality for the context of service interop-
erability. Especially the work on SQFD [15] shows, how some common models of 
service quality [16] can be enhanced to be used in the context of different service 
providers and different service consumers.  
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But there are some hard restrictions to these models, coming from a lack of com-
mon understanding on the nature of services at all. There are no common definitions 
of service standards, so the service providers and the service customers are individu-
ally defining their own model of the “ideal” service. This often leads to unsolved 
conflicts in provisioning of the services. The extent of the problem may be best seen 
by the statistics on failed software projects (a very special kind of services), which are 
talking about numbers of 24 % failed and 44 % challenged projects [17] leading to 
enormous economic losses. 

There is a big need for pragmatic ways of solving these problems of service quality 
and resulting re-negotiations of the service goals and measures, which should be ad-
dressed in the architecture proposed by the author in the next section. 

3   Components of the Service Architecture 

The authors have proposed a business architecture for service interoperability [18]. 
The main components of this architecture are sketched in Figure 1. (For a complete 
description of the architecture, cf. [19]).  

The highest level of the architecture consists of a set of business service classes, 
forming the service portfolio of the (networked) company. The customers of the ser-
vice can choose from the different service classes, and are able to get individual ser-
vice portfolios which are exactly suited to their needs. 

In each business, there is a set of standard service classes, from which the custom-
ers are choosing. Especially high-level service providers are able to deliver a great 
variety of instatiations for those service classes. To provide a simple yet powerful 
way of presentation for the choice of the individual services, they are combined to 
decision trees, helping the customer to take a choice in a very limited time. In these 
decision trees, the services directly provided by the service company are listed near 
the services of the network partners. For the customer, the service portfolio is at that 
step of service choice transparent. There is a possibility that there are competitive 
services in this architecture, but there are clear rules defined, in which case which of 
these competitive services will be chosen. These rules are manifesting themselves in 
the decision trees. The task of the networked service company lies in the definition of 
the service classes, and the choice of the business partners in the service network and 
their responsibilities. 

The composition of services is done on the third level of the service architecture, 
where the different services which are chosen, are combined by the combination of 
the service process models into some kind of skeleton service process. 

In case of software services, these services can be easily provided by model trans-
formation of the service processes to workflow models, which may be compiled to 
efficient code. In case of personal services, the workflows can be used to generate ser-
vice provision orders to the people who are involved in the provision of the service. 

The quality of the service is defined by the satisfaction of the customer with the 
service provisioning. There are a huge number of influencing factors when customer 
satisfaction is measured. Especially when the quality of complex services is evalu-
ated, there are two big classes of these factors. The first class consists of the quality of  
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Fig. 1. The upper levels of the interoperability architecture for networked service delivery 

 

the service components, which are mainly influenced by the choice of the right per-
sons delivering the individual service, the choice of the right process steps and the 
pricing of the service which should be fair for the customer. There are additional 
constraints, like the timeliness of the service provision, which are influencing the 
evaluation of the individual service from the point of view of the customer. But there 
are other factors stemming from the complex service composition out of single ser-
vices. They are mainly influenced by the composability of the service components. 
This means that the processes of the service components have to be seamlessly inte-
grated. The customer is expecting that information he provides, is transferred along 
the overall service process, so the knowledge of the customer has to be provided from 
the service partners to each other. The customer does not want to explain his ideas 
more than once, he does not want to suffer from a distributed service provision, and 
he does not want to pay for transaction costs stemming from interoperability problems 
of the service-providing companies. The customer wants to have an impression of the 
services coming “from one hand”, including a common timeline for all individual 
service components. 
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4   Discussion of the Service Architecture 

The proposed service architecture has some obvious advantages, but also some limita-
tions, which are discussed in this section. 

The advantages of the service architecture can be divided into advantages for the 
owner of the service architecture, the (networked) service providing company, and the 
advantages for the service recipient, namely the customer of the service company. 

The networked service company is getting much help in the definition of the ser-
vices. The services are modelled in a pragmatic way and on a very high level, leading 
to a high-level overview of the service offering. This overview helps in negotiations 
with prospective service partners, leading to clearer partner contracts and more inte-
grated service portfolios. The architecture helps in identifying the different service 
partners and their responsibilities and opens up measures to minimize risk of being 
dependent from special partners by scattered partner offerings, leaving enough room 
for business relationships with competitive partner companies. 

The architecture also defines clear rules for the networked service provisioning, by 
a fixed definition of the partitioning of business. Each partner is informed, in which 
cases his offering is chosen by the customers. This may increase satisfaction for the 
business partners (if they are getting revenues out of the cooperation). 

The service customer has some advantages as well. The clear structure of the ser-
vice components by the service classes, from which he can choose the appropriate 
services, leads to a greater transparency for the customer. He is informed on the ser-
vice components, he can expect. The customer gets a clear description of his choice, 
which could be enhanced with fixed prices for the service components, if they are not 
too complex. This is leading to target pricing for the services, thus the customer can 
give some price constraints restricting the service choice for him.  

And if there are problems with service quality, it is easier to divide the service 
components which are problematic from the point of view of the customer, and re-
place them by other service components, which have similar properties, and may be 
better suited to the customer. Due to the pricing model which is pricing the individual 
components, it is easier to compromise on compensation for the work already done by 
the service provider, and the time invested by the service customer. This leads to a 
solution-oriented discussion about the conflicts in the service provisioning, and fol-
lowing to a higher satisfaction of both the customer and the service provider.  

The architecture still shows some open issues which are not addressed now. First 
of these, there is no explicit description of company politics. But these politics always 
plays an important role in reality. There are often partnerships in service provisioning 
with companies, which are interesting from strategical reasons like being a key to an 
important future customer, or having other partners themselves, which are interesting 
from the view of the service company building up the network. These political part-
nerships cannot be modelled in an adequate manner. Second, the company building 
up the decision trees, is dividing the market share on the service revenues from the 
customers. It is hard to find objective choice criteria for the decision trees, especially 
when building a network with competing partners with very similar service offerings. 
Third, the compatibility of the services is dependant on some standardization on the 
interface description for the individual service processes. But this leads to some 
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common black-box views of services. In this area, there is still a great need for re-
search to define these standard service repositories. 

5   Conclusion 

In this paper, an architecture is defined, which is suitable for service composition. The 
advantages are described, as well as the open issues which should be solved to help 
for becoming a standard architecture for service interoperability. The authors are 
convinced that this kind of standardization is needed for service industry, especially 
when enterprises are operating on a global market with a big competition in the deliv-
ery of services. The networking aspects of service delivery are relevant competitive 
factors for service companies, so they need robust, pragmatic approaches to define 
these networks and their own role as well as the role of their network partners. 
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