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Preface

The 14th Portuguese Conference on Artificial Intelligence, EPIA 2009, took place
at Hotel Meliá Ria, in Aveiro, Portugal, in October 12–15, 2009. This interna-
tional conference was organized by the University of Aveiro and, as in previous
years, was held under the auspices of the Portuguese Association for Artificial
Intelligence (APPIA). The purpose of EPIA 2009 was to promote research in all
areas of Artificial Intelligence (AI), covering both theoretical/foundational issues
and applications, and to encourage the scientific exchange among researchers,
engineers and practitioners in related disciplines.

To promote discussions among participants, EPIA 2009 was structured as
a set of thematic tracks proposed by the international AI research community.
Thematic tracks are intended to provide an informal environment that fosters
the active cross-fertilization of ideas between researchers within specific sub-
areas of AI, including theoretical/foundational, integrative, application-oriented
and newly emerging areas. The proposals received in response to a public Call for
Thematic Tracks were evaluated by the Program Chair and the General Chairs
in consultation with the Advisory Committee. The following tracks were selected
and included in the conference program:

AITUM – Artificial Intelligence in Transportation and Urban Mobility
ALEA – Artificial Life and Evolutionary Algorithms
CMBSB – Computational Methods in Bioinformatics and Systems Biology
COLA – Computational Logic with Applications
EAC – Emotional and Affective Computing
GAI – General Artificial Intelligence
IROBOT – Intelligent Robotics
KDBI – Knowledge Discovery and Business Intelligence
MASTA – Multi-Agent Systems: Theory and Applications
SSM – Social Simulation and Modelling
TEMA – Text Mining and Applications
WNI – Web and Network Intelligence

Each track was coordinated by an Organizing Committee composed of, at
least, two researchers in the field, from different institutions. An international
Program Committee, with recognized researchers within the track’s scientific
areas, was created.

In response to the Call for Papers, a total of 163 paper submissions were re-
ceived from 21 countries, namely Australia, Austria, Belgium, Brazil, Bulgaria,
Cuba, France, Germany, Hungary, India, Iran, Italy, Kuwait, The Netherlands,
Portugal, Singapore, Spain, Taiwan, Tunisia, UK and USA. All submissions were
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evaluated by at least three members of the Program Committees of the respec-
tive tracks and were selected for presentation at the conference on the basis of
quality and relevance to the issues addressed in the track. The present volume
contains a selection of higher quality full papers presented in the different tracks.
These papers are organized in chapters, one for each track. The numbers of sub-
mitted papers in each track and the respective numbers of papers accepted for
this volume are given in Table 1. The overall acceptance rate for this volume
was 33.7%. All remaining papers presented at the conference are included in a
separate proceedings volume published by the University of Aveiro.

Table 1. Numbers of submitted and selected papers.

submitted selected

AITUM 11 3
ALEA 12 3
CMBSB 5 2
COLA 10 5
EAC 7 3
GAI 11 3
IROBOT 27 10
KDBI 17 7
MASTA 22 7
SSM 10 4
TEMA 25 7
WNI 6 1

Total 163 55

This edition of EPIA featured, for the first time, a Nectar Track, that is, a set
of plenary sessions with a selection of top-quality papers accepted in the different
tracks. The Nectar Track aims to promote the dissemination of information
between research groups with different interests within the AI field, as well as the
cooperation between different research groups and the development of integrative
research projects. The Nectar Track also aims to provide increased visibility to
some of the best papers in the conference program and, in so doing, provide a
general view of the AI field and its current hot topics. After consultation with
the EPIA 2009 Advisory Committee, the following papers were included in the
Nectar Track:

– “A Data-Based Approach to Integrating Representations of Personality
Traits, Values, Beliefs and Behavior Descriptions”, by Boon-Kiat Quek, Kayo
Sakamoto, and Andrew Ortony

– “Comparing Different Properties Involved in Word Similarity Extraction”,
by Pablo Gamallo Otero

– “Constraint-Based Strategy for Pairwise RNA Secondary Structure Predic-
tion”, by Olivier Perriquet and Pedro Barahona
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– “Cost-Sensitive Learning Vector Quantization for Credit Scoring”, by Ning
Chen, Armando S. Vieira, João Duarte, Bernardete Ribeiro, and João C.
Neves

– “Efficient Coverage of Case Space with Active Learning”, by Nuno Filipe
Escudeiro and Aĺıpio Mário Jorge

– “How Much Should Agents Remember? The Role of Memory Size on Con-
vention Emergence Efficiency”, by Paulo Urbano, João Balsa, Paulo Ferreira
Jr., and Luis Antunes

– “Roles, Positionings and Set Plays to Coordinate a RoboCup MSL Team”,
by Nuno Lau, Lúıs Seabra Lopes, Nelson Filipe, and Gustavo Corrente

– “Semantic Image Search and Subset Selection for Classifier Training in Ob-
ject Recognition”, by Rui Pereira, Lúıs Seabra Lopes, and Augusto Silva

– “Sensitivity Analysis of a Tax Evasion Model Applying Automated Design
of Experiments”, by Attila Szabó, László Gulyás, and István János Tóth

– “Type Parametric Compilation of Algebraic Constraints”, by Marco Correia
and Pedro Barahona

– “Using Operator Equalisation for Prediction of Drug Toxicity with Genetic
Programming”, by Leonardo Vanneschi and Sara Silva

In addition to the parallel sessions for the different tracks and the plenary nec-
tar sessions, the program of EPIA 2009 included plenary talks by distinguished
researchers in the AI field, namely:

– Hod Lipson, from Cornell University, with a talk on “The Robotic Scien-
tist: Mining Experimental Data for Dynamical Invariants, from Cognitive
Robotics to Computational Biology”.

– Marie-Francine Moens, from the Katholieke Universiteit Leuven, with a talk
on “More than Just Words: Discovering the Semantics of Text with a Mini-
mum of Supervision”.

– Demetri Terzopoulos, from the University of California, Los Angeles, with
a talk on “Artificial Life Simulation of Humans and Lower Animals: From
Biomechanics to Intelligence”.

Finally, the program of EPIA 2009 also included the 2nd Doctoral Symposium
on Artificial Intelligence (SDIA).

EPIA 2009 was organized in cooperation with the Special Interest Group
on Artificial Intelligence of the Association for Computing Machinery (ACM-
SIGART) and the Portuguese Chapter of the IEEE Computational Intelligence
Society. The conference was co-sponsored by the Portuguese Research Foun-
dation (FCT) and IEEE Portugal Section. The participation of Demetri Ter-
zopoulos as invited speaker was funded by the Organizing Committee of the
ALEA Thematic Track. We highly appreciate and thank the collaboration of
the members of all committees, namely the Advisory Committee, the Organiz-
ing Committees and the Program Committees of the different tracks and the
Organizing Committee of SDIA. We also thank invited speakers, authors, refer-
ees and session chairs for their contributions to the conference program. Thanks
are also due to Microsoft Research, for their Conference Management Service
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(CMT), which was freely used for managing the paper submission and evalua-
tion processes in EPIA 2009. Last but not least, we thank Springer for publishing
this volume.

October 2009 Lúıs Seabra Lopes
Nuno Lau

Pedro Mariano
Lúıs M. Rocha
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Antônio Rocha Costa Universidade Católica de Pelotas, Brazil
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Hélder Coelho, Portugal
Jonathan Connell, USA
Juan Corchado, Spain
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Abstract. A genetic algorithm was used to search for optimum calibra-
tion parameter values for the vehicle performance models used by two
well-known microscopic traffic simulation models, CORSIM and Inte-
gration. The mean absolute error ratio between simulated and empirical
performance curves was used as the objective function. Empirical data
was obtained using differential GPS transponders installed on trucks
travelling on divided highways in Brazil. Optimal parameter values were
found for the “average” truck for each truck class and for each vehicle in
the sample. The results clearly show the feasibility of the proposed ap-
proach. The simulation models calibrated to represent Brazilian trucks
individually provided average errors of 2.2%. Average errors around 5.0%
were found when using the average truck class parameters.

Keywords: Genetic algorithm, performance curve, traffic simulation.

1 Introduction

Microscopic traffic simulation models have become a very useful tool for plan-
ning, design and operation of transport systems. The greatest advantage of using
such tools is the ability to evaluate alternatives prior to their implementation.
However, the adequate use of simulation models requires calibration of the model
parameters to ensure a proper representation of the real traffic behavior [1].

The accuracy of the results provided by a simulation model is highly depen-
dent upon its calibration parameters [2]. The values adopted for those parame-
ters are used by the model’s internal logic to govern the movement of vehicles
and driver behavior. The vehicle performance model is one of the logics used to
represent the movement of vehicles and thus its travel speed along the modeled
network. It is especially important in links where heavy vehicles climb steeper
grades and other situations where the available engine power is fully utilized.

Most users simply use the default values for the vehicle performance calibra-
tion parameters. The accuracy of simulations involving networks in mountainous
or hilly terrain with traffic containing a significant fraction of heavy vehicles can,
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however, be compromised and could be improved by a properly conducted ca-
libration of the performance model for the typical trucks in the traffic stream.
The calibration of such models, however, is not a simple task given the com-
plexity of the models and the difficulties in obtaining optimal parameter values
empirically. This paper proposes a genetic algorithm approach for this task and
presents an application of the proposed approach to two widely different traf-
fic simulation models based on truck performance data collected on Brazilian
highways.

2 Traffic Simulation Models

Traffic simulation models are efficient and powerful tools for the operational
analysis of traffic streams. Their main advantage is to allow for the evaluation
of alternatives prior to their implementation or under conditions that would
be very difficult to observe in the real world, without submitting the users to
any inconveniences that such tests might cause [1,2]. Simulation models are now
widely used for the planning, design and management of highway networks and
intelligent transportation systems. For instance, in the development of proce-
dures within the Highway Capacity Manual, traffic flow computer simulation
was extensively used [3,4]. The use of simulation, however, requires an exten-
sive knowledge about the model itself and its limitations, as well as an excellent
understanding of the traffic flow theories upon which the model is based [5].
Two microscopic simulation models were used in this study: CORSIM, one of
the most used traffic simulators, and Integration, which uses a more sophisti-
cated vehicle performance model. The next section briefly discusses the relevant
aspects of them.

2.1 CORSIM

CORSIM (CORridor SIMulation), developed by US FHWA in the late 1970s,
consists of two integrated microscopic simulators, NETSIM, which simulates
traffic flow on arterials and roads with interrupted flow, and FRESIM, which
simulates freeways and other roads with uninterrupted flow [6]. It is one of mo-
dels most used by practitioners and researchers, due to its ability to simulate
all types of road, from freeways to local streets, subjected to all types of con-
trol, in addition to having a friendly user interface and high-quality graphical
representation of the simulated traffic flow [7,8].

CORSIM is an stochastic model that assigns random attributes to drivers,
vehicles and decision-making processes, allowing for a realistic representation of
the road network [6]. Driver behavior is defined by random attributes (varying
degrees of aggressiveness); vehicle performance (acceleration and speed) is ran-
domly defined in a similar fashion. Vehicle movement in the network is based on
the Pitt car-following behavior [9], which is based on the distance headway and
speed differential between the leading vehicle and follower. The model updates
position, speed and acceleration for all vehicles in the network every second.
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Thus, vehicular locomotion is determined by the car-following and acceleration
behavior.

CORSIM’s heavy vehicle performance model is based on average accelerations
that may be achieved based on the vehicle’s instantaneous speed. The perfor-
mance model adopted assumes fixed acceleration values for speeds ranging from
0 to 110 ft/s (120 km/h), for four truck types (light, medium, heavy and extra-
heavy). The user manual does not explain how the default values were obtained.
However, these values are stored in RT173 (Maximum Acceleration Table) and
may be modified by the user to better reflect the performance of the trucks being
simulated.

The calibration of this performance model requires the collection of speed and
acceleration data for trucks representative of the four truck types. Compared to
Integration’s, this approach is less sophisticated, but is computationally less
intensive – something that made sense at the time the model was originally
developed.

2.2 Integration

Integration is a model capable of simulating from freeways to local roads using
the same logic. Created by Michel Van Aerde in the late 1980s, Integration is
not as widely used as CORSIM but is widely recognized as a very sophisticated
model capable of modelling a wide range of traffic conditions [10]. While Inte-
gration is a microscopic simulation model, its car-following model parameters
can be calibrated macroscopically, from speed-flow data [11]. Vehicle movement
along the links is controlled by three logics: car-following, lane-changing and
acceleration (as a function of vehicle performance). Vehicle position, speed and
acceleration are updated every 0.1 s.

Integration stores parameters for its vehicle performance model in a file called
maxi acc.dat. The logic calculates acceleration from the resultant of the forces
acting on the vehicle and assumes that engine power is constant. The acceleration
a is

a =
F −R

m
(m/s2), (1)

where F is the tractive force (N), R is the total resistance (N) and m is the
vehicle mass (kg). The tractive force F (N) produced by the engine is

F = min
{

3600 η P/V
Wta μ

(N), (2)

where η is the transmission efficiency (0 ≤ η ≤ 1); P is the nominal engine power
(kW); V , the vehicle speed; Wta, the weight on the tractive axles (N); and μ the
tyre-pavement friction. The total resistance R is the sum of three components –
drag (Ra), rolling resistance (Rr) and grade resistance (Rg):

R =Ra + Rr + Rg (N), with
Ra = c1 CD Ch AV 2 (N)
Rr =Cr (c2 V + c3)W/1000 (N)
Rg =W i (N)

(3)
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where c1 is constant and equal to 0.047285; c2 and c3 are constants reflecting
the tyre characteristics; CD is the drag coefficient; Ch is the correction due to
altitude; A is the cross-section area (m2); V , the speed (km/h); Cr is the rolling
resistance coefficient; and i is the grade (m/m).

Due to the number of parameters involved, calibration of this model is more
complicated than CORSIM’s. The complexity of the calibration process and the
number of calibration parameters involved suggests that a genetic algorithm
would be an efficient approach to the calibration of these models, perhaps with
an edge over other possible approaches, as the literature suggested [1,2,12,13].
The next sections present a brief review on the use of genetic algorithms for
calibration of simulation models.

3 Calibration of Traffic Simulation Models Using Genetic
Algorithm

Calibration is the process through which the user fine tunes model parame-
ters, compares simulation results to empirical data and verifies the ability of the
simulation model to represent adequately the observed traffic stream [2,12,14].
Model developers provide default values for model parameters that reflect the
data used in the validation of the software. Users applying the model to other re-
gions should ideally recalibrate model parameters to improve the representation
of local vehicle and driver peculiarities by the simulation.

Genetic algorithm (GA), which were first created by Holland [15], is a search
method based on the principles of evolution and natural selection. One of its
advantages is to search for solutions from multiple points, increasing the proba-
bility of finding a global, instead of a local, optimum [1]. Thus, it is particularly
useful for problems with a complex search space – as in the case of traffic flow
simulation. GAs have been successfully applied to many aspects of transporta-
tion engineering: traffic flow simulation modelling [1,2,12,13,16,17], traffic signal
timing [18] and even infrastructure maintenance planning [19].

GAs simulate the process of natural evolution, with the possible solutions (in
this case, the set of calibration parameter values) representing individuals in
a population. An initial population is randomly generated, with the individual
level of adaptation to the environment (the quality of the solution) measured by
a fitness function. Individuals are represented by strings – called chromosomes –
which represent the individual characteristics, genes. Each gene represents one
of the calibration parameters.

The search consists in creating successive generations of individuals. At each
new generation, new individuals are created from the previous generation using
selection and reproduction processes to exchange genetic material. One of these
processes, elitism, consists in selecting the individuals who are best adapted to
the environment for reproduction, to assure that the best traits are propagated
to their descendants. Other genetic operators, predation and mutation, are used
to introduce variability (new solutions) into the gene pool. The former consists
in replacing the less adapted individuals in the population by new chromosomes,
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randomly generated. Mutation is used to randomly modify some of the genes in
a population.

A literature survey shows that most of the previous applications of GA to
traffic flow simulation models have focused on the calibration of car-following
parameters [9,13,16,20,21]. Schultz and Rilett [16], however, emphasize that the
use of default parameters for the performance model might affect the quality of
the simulation results for networks with a large number of trucks, as it is the case
in Brazil. The need for a method to calibrate the vehicle performance models
used by CORSIM and Integration was identified. The next section explains the
adopted approach.

4 The Proposed Approach

The proposed approach consisted in using a GA to find the best values for the
parameters of CORSIM and Integration performance models using empirical
performance data collected on divided highways. The accuracy of the simulation
was evaluated comparing empirical and simulated performance curves (speed vs.
distance travelled along a grade). Initially, the GA was used to find parameter
sets to best represent the performance each truck observed during the data
collection. This step was the validation of the process. Subsequently, the GA was
modified to obtain parameter sets representative of the performance of typical
vehicles for four classes: light, medium, heavy and extra-heavy trucks.

4.1 Field Data Collection

Data for the observed performance curves were collected on a divided highway
in the state of São Paulo, Brazil. Total truck mass, nominal engine power, as
well as axle number and configuration data were collected at a mobile weigh
station. With the agreement of the driver, a differential GPS receiver was in-
stalled in the truck to collect kinematic speed and position data. The trucks were
monitored along a section of approximately 10 km. The GPS data provided ver-
tical and horizontal alignment and truck speed at 1-s intervals. From this data,
performance curves were constructed for all vehicles in the sample.

Trucks were grouped in 4 classes according to the number of axles: light (two-
axle rigid trucks), medium (three-axle rigid trucks), heavy (five- and six-axle
articulated trucks) and extra-heavy (seven- to nine-axle articulated trucks). The
sample consisted of 62 trucks (light: 5; medium: 13; heavy: 22; extra-heavy: 22)
travelling on grades varying from 0.6% to 5.2%, although most of the observa-
tions were made on 1.8% (22 trucks), 2.9% (13 trucks) and 3.4% (14 trucks)
grades.

4.2 Genetic Algorithm

The genetic algorithm was coded in Microsoft Excel’s Visual Basic for Applica-
tion. Figure 1 shows a simplified flowchart of the GA’s main components. In the
next sections the main features of the GA are explained.



8 A.L. Cunha, J.E. Bessa Jr., and J.R. Setti

Fig. 1. Simplified flowchart of the genetic algorithm used

Initial Population. An initial population of 40 individuals was used. The popu-
lation size was chosen after a sensitivy analysis using light trucks, whose results
suggested that the best combination would be 40 individuals and 50 generations.

Each individual in the population is a string (chromosome) containing model
parameter values (genes). Parameter values for the initial population were ge-
nerated randomly, within predefined search space limits. For CORSIM, the genes
are the acceleration for 10 ft/s speed intervals, from 0 to 110 ft/s, and search
spaces are shown in Table 1. The search spaces were established assuming that
the upper and lower limits should follow a monotone decrescent function. Special
care was also taken to avoid acceleration ranges that could result in the truck
not being able to climb a steep grade.

Table 1. Search space for CORSIM calibration parameters

Speed (ft/s)

Acceleration (ft/s2) 0 10 20 40 50 60 70 80 90 100 110

Minimum 2 1.5 1 0 0 0 0 0 0 -1 -1
Maximum 20 15 10 6 4 3.5 3 2.5 2 1.5 1.5

The chromosome used for Integration’s calibration was made of 8 genes, con-
taining the parameters listed in Table 2, which also lists the search spaces for
each truck class. The search spaces for mass W and nominal engine power P
were defined as the confidence interval (α = 5%) for the sample mean, for each
class. Search spaces for the other parameters were defined from the literature
[11]. An additional parameter, η2, was included in the chromosome to represent
driver aggressiveness and is a multiplier of the nominal power.

Simulation Input Files. The next step is the preparation of the input files
for the simulation of each chromosome. For CORSIM, a .trf file is created, in
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Table 2. Search spaces for Integration calibration parameters

Truck class

Parameter Light Medium Heavy Extra-heavy

W (kg) 5,998–12,510 19,222–23,464 42,164–44,074 58,844–59,401
P (kW) 95–110 115–158 252–264 281–292
η 0.7000–0.9000 0.7000–0.9000 0.7000–0.9000 0.7000–0.9000
CD 0.5000–12.000 0.5000–12.000 0.5000–12.000 0.5000–1.2000
c2 0.0100–0.0500 0.0100–0.0500 0.0100–0.0500 0.0100–0.0500
c3 20.000–90.000 2.0000–90.000 2.0000–90.000 2.0000–9.0000
Cr 10.000–20.000 1.0000–20.000 1.0000–20.000 1.0000–2.0000
η2 0.5000–15.000 0.5000–15.000 0.5000–15.000 0.5000–1.5000

i = 0%
2 km

i(%) = variable
L(km) = variable

i = 0%
2 km

Fig. 2. Vertical alignment of the simulated road network

which the line corresponding to RT173 contains the parameter values for that
individual. For Integration, a maxi acc.dat file is created for each individual in
the population, containing the corresponding parameter values.

Simulation Runs. In this step, the model is called to run the simulation for
each chromosome in the population. The simulation experiments used an hipotet-
ical road section composed of three segments, as shown in Figure 2: an initial
2-km level segment, an intermediate segment with variable grade and length,
and a final 2-km level segment. The initial segment was used to adjust the ve-
hicle speed to the initial speed of the observed truck. This assured that both
the simulated and observed performance curves had the same entry speed. The
grade magnitude for the second segment was set to the observed grade magni-
tude. The simulated traffic flow was set to 10 veic/h to avoid interaction between
vehicles and the consequent effects of the car-following logic on the acceleration.
The simulation time used was 30 min and just one type of truck was used in
each simulation. The simulation results are then used in the next step.

Simulation Output Files. The simulation results are used to create perfor-
mance curves, which were built using instantaneous speeds at every 100 m along
the grade. The data were extracted from the simulation output files, .tsd for
CORSIM and detector.out for Integration. At the end of this step, the ob-
served and simulated performance curves were available to be compared.
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Fitness Calculation. In this step, the quality of the solution provided by each
chromosome is evaluated using a fitness function which, in this case, was the
mean absolute error ratio (MAER). The fitness function measures the chromo-
some’s ability to represent faithfully the behavior of all trucks in a class and is
given by:

MAERjk =
1

Nk

Nk∑
l=1

IMAERjkl (4)

in which MAERjk is the average MAER for the k-th truck class using chromo-
some j; and Nk is the number of trucks in the k-th truck class. IMAERjkl is a
measure of the discrepance between the simulated and observed speeds, which
are determined at every 100 m along the grade:

IMAERjkl =
1
m

m∑
i=0

∣∣∣∣VSIM kl(i)−VOBSkl(i)
VOBSkl(i)

∣∣∣∣ (5)

in which IMAERjkl is the MAER for l-th truck in the k-th truck class using
chromosome j; VSIM kl(i) is the simulated speed at the i-th station along the
grade for the l-th truck in the k-th class; VOBSkl(i) is the observed speed at
the i-th station along the grade for the l-th truck in the k-th class; and m is
the number of speed observation stations along the grade. The values of the
observed speed used to calculate IMAER were “raw” — i.e., they were not
filtered to remove any observational noise.

The smaller MAERjk is the better the quality of the solution provided by
chromosome j; the greater MAERjk is the poorer the solution provided by this
parameter set.

Stop Criteria. Two stop criteria were adopted for the GA used to find the
calibration parameters for truck classes: MAER≤ 3.0% or 50 generations. For the
calibration for individual trucks in the sample, the criteria were MAER≤ 0.1%
or 10 generations. Once one of these criteria is reached, the best solution is
provided by the chromosome with the smallest MAER.

New Generation. If the stop criteria is not satisfied, a new generation is cre-
ated from the current population, through the use of genetic operators. Different
strategies were adopted for each model. The one used for CORSIM was more
aggressive, given the paucity of information about its performance logic and
how the default values were found [16]. For Integration, however, a less agres-
sive strategy was utilized because ranges of values for the parameters used in its
performance model can be easily found in the literature [11].

For CORSIM, at the end of each generation, predation is used to cull from
the gene pool that half of the population with the highest MAER. These least
fit individuals are replaced by randomly generated chromosomes. Next, the best
fit individual of that generation – the chromosome with the smallest MAER
– is selected (elitism) to exchange genetic material with the remainder of the
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population (crossover). The chromosomes thus created are then subjected to
mutation, which is a random change in one of the genes; the mutation rate used
was 30%. The resulting population is the new generation, which is subjected to
all steps until one of the stop criteria is satisfied.

For Integration, elitism was used to select the chromosome to crossover ge-
netic material with the remainder of the population. The main difference is that
predation and mutation are applied only after five generations. The mutation
rate used was 10% and the predation rate, 30%. The new generation is made
of the chromosomes thus obtained and the process repeats until one of the stop
criteria is met.

5 Analysis of the Results

Initially, the GA was used to obtain calibration parameters for each truck ob-
served, to validate the proposed approach. The calibration results are illustrated
in Figure 3, which shows the simulated (GA individual) and “raw” observed per-
formance curves (GPS) for one of the heavy trucks in the sample. Also shown in
the figure is the simulated performance curve using the calibration parameters
obtained for the heavy truck class (GA category), which are discussed next.
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Fig. 3. Simulated and unfiltered observed performance curves for one of the heavy
trucks in the sample (CORSIM on the left; Integration on the right)

The histograms in Figure 4 show the distribution of MAER found in the cali-
bration of each model. MAER was greater than 5% in only 7 of the 62 trucks ob-
served for the CORSIM calibration; for Integration, 5 trucks had MAER greater
than 5%, which clearly demonstrates the efficiency of the proposed approach.

5.1 Calibration for Truck Classes

Once the proposed approach was tested and validated, the GA was used to
find calibration parameter sets for typical trucks that would represent each of
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the four truck classes adopted. The results for this are summarized in Figure 5,
which shows the improvement obtained with the use of the new parameter values
to replace the default values. It can be easily noticed that the default values
could not simulate the performance of Brazilian trucks adequately and that
the models recalibrated using the GA are able to provide better results. The
recalibrated parameters are shown in Tables 3 and 4, which show the best results
(least MAER) produced by the GA. The last generation, however, had several
individuals that provided solutions only marginally worse than the best, for both
CORSIM and Integration.
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Fig. 4. Mean absolute error ratio distributions found in the calibration of the models
(CORSIM on the left; Integration on the right)
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Fig. 5. Mean absolute error ratios disaggregated by truck class, before and after the
calibration of the models (CORSIM on the left; Integration on the right)

Table 3. New values found for Integration’s performance model parameters by the GA

Truck class W (kg) P (kW) η CD c2 c3 Cr η2

Ligth 11,383 106.1 0.7486 0.6632 0.0150 3.1638 1.6049 1.0372
Medium 21,974 142.5 0.7227 0.7584 0.0212 2.5301 1.3168 0.7153
Heavy 43,954 253.8 0.7515 0.8217 0.0108 5.1679 1.8076 1.1992
Extra-heavy 59,076 284.9 0.8062 0.8210 0.0426 3.6663 1.2803 0.7507
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Table 4. New values of acceleration (ft/s2) found for CORSIM by the GA

Truck class

Speed (ft/s) Light Medium Heavy Extra-heavy

0 12.56 12.95 11.76 16.29
10 10.25 4.32 6.36 1.68
20 5.76 1.94 3.11 1.60
30 3.09 0.65 2.30 0.75
40 2.24 0.35 1.79 0.50
50 1.20 0.35 0.84 0.48
60 0.73 0.28 0.54 0.35
70 0.31 0.23 0.46 0.06
80 0.27 0.02 0.45 0.00
90 0.15 0.02 0.06 0.01

100 −0.05 0.01 0.02 −0.84
110 −0.13 −0.10 −0.10 −0.97

6 Concluding Remarks

This research has shown that a GA can be used to calibrate the performance
models used by two traffic flow simulators, CORSIM and Integration. Specif-
ically, new parameters were found for Brazilian trucks using empirical speed
data collected with a differential GPS. Furthermore, the GA was able to find
parameters to represent the average performance of trucks in four classes: light,
medium, heavy and extra-heavy. When using truck class parameters found by
the GA, the differences between observed and simulated speeds, measured as the
mean absolute error ratio, for trucks climbing grades from 0.6% to 5.2% ranged
from 4.5% (light trucks) to 7.5% (heavy trucks) for CORSIM. For Integration,
the differences ranged from 4.2% (heavy trucks) to 6.4% (extra-heavy trucks).

The vehicle performance models used in CORSIM and Integration, while very
different, proved capable to represent the climbing performance of most trucks
in the sample with high fidelity. When using parameters found by the GA for
individual trucks, the difference between simulated and observed speeds was
greater than 5% for only 7 of the 62 trucks for CORSIM and 5 out of 62, for
Integration. The average MAER was 2.2%.
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Abstract. A framework based on the concept of service-oriented architectures 
(SOA) to support the assessment of vehicular ad-hoc networks (VANET) is 
herein presented. Concepts related to SOA, as well as technologies that allow 
real-time data acquisition and dissemination within urban environments, and 
simulation tools to aid the simulation of VANET were preliminarily studied. A 
two-layered architecture was specified on the basis of the requirements for our 
simulation framework resulting in the specification of a multi-agent system 
formed of vehicle entities that are able to communicate and interact with each 
other and with their surrounding environment as well. A prototypical applica-
tion was implemented, which was used to demonstrate the feasibility of the ap-
proach presented through experimental results. 

Keywords: Intelligent Transportation Systems, Service-Oriented Architectures, 
Vehicle-to-Vehicle Communication and Simulation, Multi-Agent Systems. 

1   Introduction 

Most urban areas all over the globe have increased considerably in the last few dec-
ades, giving rise to important mobility issues. Unfortunately, virtually all people tend 
to opt for using private car instead of public transport. This trend has turned infrastruc-
tures unable to cope with the ever increasing demand, which work most of the time in 
saturation regime. This problem motivates the scientific community that strives to 
devise different solutions. Some approaches suggest the physical improvement of in-
frastructure by means of increasing road capacity. Others try to enhance the control 
systems responsiveness, with relative success. More recently, though, researchers have 
experimented promising innovative information technologies to aid driving tasks  
and traveller decision-making. The latter underlie the concept of intelligent transporta-
tion systems (ITS), which attempts at integrating contemporary and breakthrough 
computer and information technologies to better managing and controlling modern 
urban transportation systems. ITS is intended to turn future urban transport (FUT) into 
greener, cheaper, reliable, secure, and sustainable systems, functionally, energetically 
and environmentally efficient. 



16 J.F.B. Gonçalves et al. 

Indeed, high-class vehicles will very soon be equipped with short-range wireless 
communication interfaces, bringing about major concerning issues as well. Thus, 
simulation tools will need to be adapted to support the assessment of V2V communi-
cation infrastructures and performance. This work is based on our study of the com-
munication technologies underlying vehicle-to-vehicle interactions then. We aim at 
studying concepts related to SOA and ways in which such concepts can be adapted to 
VANET. The work started by the specification and implementation of a simulation 
framework on the basis of the concept of multi-agent systems, and preliminary results 
allowed us to gain further insight into such motivating and challenging new arena. 

2   Related Technologies 

ITS-based technologies have proven a great impact and influence on future urban 
transport scenarios. As the automotive industry starts marketing vehicles equipped 
with wireless communication capabilities, some technologies are being deemed be 
potentially applicable and beneficial. 

2.1   Service Oriented Architectures 

Service-oriented architectures are devised as software architectures whose main goal 
advocates that application functionalities must be made available in form of services. 
Thus, services from SOA’s point of view are functions of a computational system that 
are made available to other systems. Such a novel approach might be well represented 
by the “find-bind-execute” paradigm, which is analogous to the Deming’s cycle ap-
plied to services, involving planning, execution, monitoring and pro-active decision-
making phases to improve systems’ performance. The “find-bind-execute” paradigm 
allows a consumer of a service to ask for registering in a service provider that suits its 
criteria and requirements. If the service of interest is found, the provider sends the 
consumer a contract and the address in which the service can be found. Such a 
mechanism is depicted in Figure 1. 

According to [1], the entities that support such a service infrastructure are service 
consumers, providers, registry and contract. 

 

Fig. 1. Find-bind-execute paradigm (adapted from [1]) 
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Service consumers are basically an application, a service, or another type of soft-
ware requiring a service. This is the entity who initiates the process, looking for a 
service capable of supplying its requirements. The consumer executes the service by 
sending a request formatted in accordance with the contract. 

Service providers are addressable entities that accept and execute services. These 
entities might be a mainframe, a component or another type of software that executes 
a requested service. Service providers publish their contract in the service registry for 
other potentially interested consumers to access them. 

The service registry is a sort of network directory that “knows” the available ser-
vices. It accepts and stores contracts of providers and provides consumers with these 
service options. Finally, a service contract is a kind of specification of the way in 
which a service consumer must interact with the provider. This entity rules the proto-
col for requests and respective answers from services. A contract may require a set of 
pre- and post-conditions representing the state of a service to be deemed acceptable to 
execute certain functions. Contracts may also contain information on quality of ser-
vices, as well as conditions to which consumers must comply. 

2.2   Vehicle-to-Vehicle Networks 

Vehicle-to-vehicle communication networks are, as its designation suggests, networks 
formed by several vehicles equipped with wireless communication devices that can 
communicate with each other. In V2V networks, each vehicle analyses, within a cer-
tain radius, other vehicles that are in range, and can inform its position, velocity, di-
rection and other characteristics. This kind of communication has been one of the 
fields of interest in telecommunications that grew very quickly lately. Thus, vehicles 
with such capabilities can form a special type of mobile ad-hoc network with particu-
lar applications, known as Vehicular Ad-hoc Networks (VANET). VANET are a 
special type of Mobile Ad-hoc Networks (MANET) that supports communications 
between vehicles. According to [2], VANET inherit some characteristics from the 
MANET, but also improve the former with new features, which differentiate it from 
other ad-hoc mobile networks. These characteristics include high mobility, open net-
work with dynamic topology, limited connectivity, potential to achieve larger scale, 
all nodes are providers, forwarders and consumers of data and the wireless transmis-
sion can suffer from much noise and interferences. 

These characteristics make VANET sufficiently different from other networks and 
significantly affect their properties. For example, in [3] it is demonstrated that the 
movement of vehicles has a significant effect on the latency of messages delivery. 
Most applications that can be implemented on a MANET require a certain type of 
data dissemination. Studies argue, however, this must be implemented through spe-
cific routing protocols, as long as VANET are concerned, basically due to their par-
ticular characteristics, such as in [4]. Nonetheless, there are other studies that suggest 
it is possible to use the available MANET protocols. Some of those protocols are 
designed to support dedicated short range communications (DSRC), which is already 
implemented in USA, such as VITP and PAVAN. Due to its topology, the MANET 
already have a large set of protocols. 

There are several ways to classify routing protocols for such networks, some of 
which are listed below: 
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− According to the range, they can be either unicast or multicast. 
− According to the route discovery, they can be either pro-active, reactive or 

hybrid. 
− According to the search algorithm they are based on, they can be either Dis-

tance Vector, Link State, based on geographic information, or Zone based. 

In Figure 2, the protocols previously mentioned are related, as well as are their classi-
fication according to the characteristics presented above. 

 

Fig. 2. MANET routing protocols classification 

2.3   Simulation Tools for VANET 

The development of applications and protocols associated to VANET can be studied 
through simulation, especially when a real traffic network in urban environments, 
which must involve a large number of nodes, is subject to study. Through simulation 
models, the performance of V2V networks, as well as other characteristics can be 
assessed and improved. Indeed, conducting experiments and studies on such a large 
scale within the real scenario has proven extremely difficult and expensive. Thus, 
simulation has become an indispensable and even an imperative tool. 

Basically, simulation of V2V networks requires two different components, namely 
a communication networks simulator, capable of simulating the properties of a wire-
less network, and a vehicular traffic simulator, able to monitor and represent the ki-
nematic aspects of mobility through the VANET nodes. Recent studies [5] suggested 
that the vehicular mobility model is very important to obtain significant results and 
should be well integrated with the wireless communication networks model. Other 
authors further suggested that the use of an inappropriate model, such as the popular 
“random waypoint model” (which can work very well for some mobile ad-hoc net-
works, but very likely is not an appropriate representation of mobility in wireless 
vehicular networks) can lead to erroneous results [5], [6]. 

Nevertheless, traffic simulators have been subjected to enormous developments 
and greatly improved in recent years to include communication between vehicles. 
Several ways to achieve such an advanced feature have been proposed and actually 
implemented. The greatest trend in most studies moves towards the creation of simu-
lators that include traffic and wireless communication simulation models in one single 
simulation tool. Some examples of such tools include GrooveNet and Divert. 
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However, other studies prefer to use two independent simulators, combining stand-
alone traffic and communication networks simulators, which are interconnected by an 
application that ensures the exchange of information between them. Among traffic 
simulators used for this purpose, one can mention the popular SUMO, as well as 
VISSIM and CARISMA. Wireless communication networks simulators include Glo-
MoSim, QualNet and the NS2. The interested reader is referred to [7] for a more de-
tailed discussion on the above simulation tools, including their respective references. 

3   Coupling SOA and V2V Communication 

Currently, services that both drivers and travellers in general can use on-board in 
journey time demand a great deal of hardware and software. Each new feature must 
be implemented in a new device to be embedded in the car. Such an approach has 
proven very expensive, with little flexibility, which contradicts the increasing trend of 
services made available on-demand, for instance. On the other hand, services made 
available as software to be executed in an on-board unit (OBU) based on an embed-
ded computer with considerable processing and memory, as well as communication 
capabilities seem to be very promising and present great potentials and advantages. 
According to such not-so-much futuristic scenario, we intend to specify and imple-
ment an extensible architecture based on OBU computers and featured with commu-
nication capabilities to the level of services. 

Bearing in mind that such architecture was intended to promote services through-
out V2V communication networks, we opted for a layer-based structure. Thus, the 
proposed architecture is divided into two main levels, namely the network services 
level and the end-user services level. This approach is illustrated in Figure 3, in which 
the two different levels are identified. The first level in such a structure is responsible 
for network-related tasks, such as building network topology, as well as discovering 
and exchanging services among vehicles (the nodes of the communication network). 
The second level, on the other hand, implements the necessary basis underlying the 
management of the so called high-level services, to be made available to end-users. 

 

Fig. 3. SOA layered architecture for V2V networks 
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3.1   The Network Services Layer 

For the first level, and accounting for its functions within the proposed structure, we 
adopted the solution suggested in [8]. The scenario illustrated in Figure 4 is a good 
representation of the adopted solution, as explained below. 

 

Fig. 4. SOA-based V2V communication interactions 

Let us consider the communication network formed up by vehicles as illustrated in 
Figure 4. In (a), the network is actually set-up. All nodes (A to D) are vehicles 
equipped with mobile wireless V2V communication devices. Initially, A node is not 
connected for there is no other vehicle within its range vicinity. As soon as it finds 
other vehicles within its range, then they get connected. All connected nodes thus 
form a VANET, allowing V2V communication. After all the necessary automatic 
configurations are set up, the VANET is ready for routing any messages sent by any 
node and addressed to any other node of the network. 

After the VANET is ready, the SOA-based features must be deployed too. All 
nodes that provide any service must publish it alongside a comprehensible descrip-
tion, so that other nodes will be able to discover the service and use it as needed. The 
service discovering capabilities of each node must be implemented in such a way that 
the node may be able to find the needed service throughout the VANET which every 
configuration must apply. Thus, in (b), provider nodes publish their services, whereas 
any consumer will be able to find them whenever necessary. 

An illustrative service use example is demonstrated in (c). A node gets connected 
to the service interface of service whose ID is 3, hosted in C node. All information 
necessary to message exchange between consumer (A node) and provider (C node) is 
available in the description of service 3, needing A no further information about C. As 
A and C nodes are not directly connected to each other, messages must be routed 
through B node. 

Two basic components are necessary for the example presented above to be possi-
ble, namely a routing protocol for VANET and the implementation of SOA function-
alities. One of the most important SOA features is the service discovering mechanism. 
Two approaches are then possible for us to implement such a mechanism. First, we 
can integrate it within a VANET routing protocol or, alternatively, we can implement 
it on top of the network layer, as a separate functionality. In the current work we 
opted for the first solution, and integrated it in the VANET routing mechanism. Such 
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a decision proved advantageous as both the routing tables and protocol routing tech-
niques are used in the service discovering process. For this purpose, we chose the 
optimised like state routing protocol (OLSR) for it is a pro-active protocol, which 
facilitates the propagation of services description throughout a network of known 
topology. Among pro-active protocols, OLSR has the advantage of using multi-points 
relaying (MPR) and offers an open source application (OLSR Daemon) allowing it to 
be extended. 

Routing in MANET is based in the cooperation of participating nodes; all nodes 
must run the protocol in such a way they collectively achieve routing goals. Such a 
behavior is also desirable in VANET, as all nodes are expected to collaborate in ser-
vices discovery as well. In practice, it means all nodes manage message routing even 
though they may not know its contents. This way all service provider nodes may use 
the entire network and routing protocol. 

A node intending to publish its services must generate and propagate SOA mes-
sages periodically, carrying the service information, according to certain transmission 
interval. Whenever a node receives a SOA message, it must resend it and, if it sup-
ports SOA services, process it too. 

The format of a SOA message has two basic fields, namely the message length and 
the service description, which describes the service as a unique service (no other ser-
vice will have the same description). This sort of message is carried within OSLR 
packages and propagated throughout the network. Nonetheless, there is no specific 
format for the content of a service descriptor, which will depend on the type of ser-
vice and the way it is implemented. XML might be used for this purpose, though. 

3.2   The High Level Services Layer 

The second layer of the proposed architecture consists of the necessary structure to 
adequately manage the high level services to users. In other words, high level services 
can be seen as final applications presenting some degree of interaction with users, 
most of the time through a graphical user interface (GUI), which can be accessed 
from inside the vehicle. Thus, all hardware and software components somehow neces-
sary to effectively run such services are specified in this level. Some examples in-
clude traffic jams detection, collision avoidance and emergency calls among others. 

Once again, we consider that vehicles are equipped with some sort of OBU as dis-
cussed earlier. Figure 5 depicts the main components of this level in a UML develop-
ment diagram, illustrating the distribution of components both embedded in a vehicle 
and those that are present in the surrounding environment, and eventually in other 
vehicles. 

Before we can go a bit further into the description of each component, the service 
concept must be clarified in this context. In this architecture, services are abstract 
resources able to carry out tasks that are coherent both from provider and from re-
quest entities’ point of view, and are classified according to their abstraction level. 
Thus, low level services are basically pieces of software that access physical devices 
of a vehicle. On the contrary, high level services are responsible to carry out tasks that 
are expected to transform information somehow. Such a hierarchical structure of 
services has a two-fold purpose. Firstly, it offers a modular programming infrastruc-
ture that is extensible and scalable. Secondly, it seems to be adequate to overcome 
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synchronisation issues while a variety of devices are accessed. Indeed, for the latter 
case, the vehicle component can be actually seen as an agent, whereas multiple vehi-
cles interacting within an urban network environment form a multi-agent system. This 
metaphor becomes quite intuitive when we consider that vehicles are equipped with 
sensors, are able to determine their geographical location and to interact with the 
surrounding environment, as well as with other vehicles. From this standpoint, the 
OBU is their reasoning kernel that executes tasks of both levels. 

 

Fig. 5. UML development diagram of a vehicle service-oriented architecture 

As for the low level platform, it contains the hardware and software elements of a ve-
hicle in charge of critical services such as driving aids (e.g. ABS and ESP). Also, it 
features a number of diverse actuation software pieces reacting to vehicle’s sensors to 
ensure a minimum answer time and meet real-time constraints. Thus, sensors compo-
nents represent the necessary interface for vehicles to define their current state with 
regard their surrounding environment and neighbouring counterparts. Actuators, on the 
other hand, automatically trigger assisted driving capabilities whenever they are needed. 
The relationship between sensors and actuators is basically implemented through moni-
tors. These components manage sensors and are constantly observing their activities. 
Whenever sensors accuse an event, monitors give the appropriate warning and evaluate 
the situation. Critical events are then reported to actuators so as they can react accord-
ingly, while others are submitted to the analysis and planning unit. Assisted driving 
elements contain all functionalities to aid the low level driving tasks triggered by actua-
tors and managed by monitors, after sensors’ events have been evaluated. 

Drivers and passengers alike interact with active services in the high level platform. 
They can receive information and select commands to trigger, stop or adapt services 
through the driver-vehicle interface. The service platform is a subcomponent accessi-
ble from the vehicle that contains a service repository and features the necessary  
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functionalities to manage services’ specificities, such as service discovery and orches-
tration. An analysis and planning unit evaluates events reported by other elements such 
as the monitor, the driver-vehicle interface and the communication gateway, and other 
current plans to define the appropriate course of actions accordingly. We intend to 
extend this feature with a BDI-like (belief, desire, intention) architecture, as initially 
proposed in [9]. 

The service repository is the place where services and other necessary applications 
are locally stored in the vehicle. This element can be inquired by certain services, local 
or remote, and asked for a specific function or action. It features functions such as ser-
vice registry, discovery and update as well. Local service discovery allows local services 
to be found. In this structure, an orchestrator is responsible for pursuing and achieving a 
given goal through the invocation of one or more services combined, whereas a selector 
analyses and selects services based on certain criteria that are set in advance. 

Both platforms, namely the low level and the high level as discussed so far, are 
features of the vehicle element and interact through the communication interface. 
Nonetheless, vehicles can also interact with external services, hosted in other remote 
elements. The vehicular communication gateway is responsible for that, sending mes-
sages to external components (e.g. other vehicles or servers), on an abstract basis 
firstly. Then the most appropriate communication technique is selected (e.g. GSM, 
GPRS or VANET) and the message is effectively sent. Mobile phones and PDA, for 
instance, are used to build long range communication connections, and can be em-
bedded in vehicles or borne by drivers and/or passengers that normally use them in 
other environments. A global positioning system (GPS) receiver, on the other hand, 
keeps track of the vehicle’s position. 

Apart from vehicles, services can be executed in other environments, which is a 
more classical perspective. The beauty behind vehicular ad-hoc networks is their 
great potential to provide transport systems with a great number of diverse services as 
people move. The services centre is a remote execution platform that offers services 
discovery and other applications that support active services’ requests in a more tradi-
tional way, but now including requests from VANET. It also features a remote dis-
covery function that finds appropriate services throughout the network, which can be 
present in diverse environments such as web servers (e.g. web services on the Inter-
net) or traditional service providers implementing private client-server environments. 

4   Experimental Set-Up and Results 

The experimental framework carried out was based on a simple network. Despite its 
simplicity, results showed promising potentials of the proposed approach. The net-
work was coded in the XML format supported in the simulation engine of MAS-T2er 
Lab, as defined in [10, 11, 12], which was extended to support the current prototypi-
cal implementation. Readers are referred to [7] for more details.  

4.1   Scenarios Definition 

Three different traffic flow configurations were set up, which allowed us to test the 
system behaviour under different flow regimes. The effects of these flow regimes on 
the V2V communication performance were analysed then. 
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A low traffic flow regime was implemented in the first scenario, in which source 
nodes were set to yield 100 to 250 vehicle/hour traffic flows, representing a free-flow 
regime. The second scenario is intended to represent an average traffic flow regime. 
In this case, source nodes were set to yield 250 to 850 vehicle/hour traffic flows, al-
lowing us to analysis V2V performance under average conditions. Finally, in the third 
scenario source nodes were set to yield 850 to 1300 vehicles/hour traffic flows, repre-
senting traffic under saturation conditions. Such a scenario is quite common in must 
urban areas, during peak hours, for instance, or during the occurrence of some inci-
dents strangulating road capacity, such as accidents. 

Each simulation run was set to last for 10 minutes’ time, corresponding to 30 min-
utes in real time. To test the communication interaction between vehicles, a car ap-
proaching an intersection sends a message (this is done with a 2 minutes’ frequency). 
Intersections are selected sequentially, following a clockwise order. Allowing cars to 
send messages at intersections is required as an attempt at maximizing the neighbour-
ing cars within the range of the sender’s wireless range. Indeed, as intersections are 
spots of converging traffic streams, then it is very likely the number of cars at inter-
sections, especially in the second and third scenarios, will be considerable. 

4.2   Preliminary Results 

Preliminary results are plotted in the graph of Figure 6. The graph shows how much 
of the network is covered by the V2V communication mechanism over time. The 
results are very interesting and demonstrate the ability of the implemented prototype 
to cope with both communication and vehicular traffic simulation. As we expected, 
the results of different scenario set-ups suggest different behaviours for the system 
under varying traffic conditions. 

In the low traffic flow scenario, message dissemination through the V2V infra-
structure é quite poor, basically due to the discontinued coverage of the network. Only 
a small part of the network, circa 27%, can be affected by the message propagation. 
In such circumstances, it is possible that even none of the vehicles will receive the 
message sent. 

Scenarios in which traffic flow follows an average flow regime, such as in the sec-
ond experimental set-up above, a larger part of the network can be easily covered. In 
our case, about two thirds of the network was covered in the most appropriate circum-
stances, meaning the increasing number of cars propitiated a better coverage and 
improved communication. 

Only in the third scenario it was possible to achieve a full coverage of the network, 
which is quite expectable too. Indeed, in nearly saturated traffic conditions, network 
links tend to work in their full capacity, meaning the density is very high and vehicle 
headways tend to the average vehicle unit. In these circumstances, it is most probable 
that neighbouring vehicles will be within the range of other vehicles’ wireless sensors, 
improving the connectivity of the network. 

In all simulation scenarios, nonetheless, coverage increases as time evolves, which 
can be associated to the small network used and to the semaphore control at all junc-
tions. Indeed, controlled intersections tend to group vehicles together at red lights, 
especially if traffic flow is higher than the saturation flows of each phase of the con-
trol plan. In such a situation, intersections will never be empty improving the connec-
tivity of the V2V communication network. 
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Fig. 6. Comparison of the three different scenarios, relating simulation time and the percentage 
of network covered by the V2V communication 

The three different scenario set-ups were inspired in a typical daily flow profile of 
a urban network, in which the first scenario might represent a free flow regime, at 
high night and dawn, the second scenario might represent average situation of off-
peak hours during the day, and the third one the morning and afternoon peak hours. 
Nonetheless, the first scenario might also be associated to rural areas, whereas the 
third scenarios might well be representative of a bottleneck caused by an incident, 
such as accident, for instance. 

In either case, results corroborate the idea that V2V communication presents a 
great potential and is a promising technology of future urban transport, whereas im-
plementing SOA beneath such communication infrastructure can contribute a great 
deal for a better transport service and quality of life in urban areas. 

5   Conclusions 

In this work, a V2V architecture based on the concept of services was specified. A 
layered architecture based on different levels of abstractions of services providing 
SOA in V2V networks was devised in terms of a multi-agent system, as well as was a 
prototype implemented for testing and evaluating the approach proposed. For the first 
level of our architecture, we have implemented a SOA-based feature that allows ser-
vices discovering within the routing protocol of VANET networks. This resulted in 
the specification of a dynamic and adaptable routing structure compliant with the 
abstract nature inherent in any SOA-based applications. For the second level, on the 
other hand, we presented a modular and easily extensible architecture that allows 
services to be made available in vehicles, based on the concept of multi-agent sys-
tems. We have specified the vehicular architecture that underlies the implementation 
of on-board services, as well as the adequate means to request services from exoge-
nous sources and other vehicles too. In general terms, the developed prototype and 
experimental results demonstrated the feasibility of the proposed approach. The simu-
lation environment resulted from the improvements implemented is an important asset 
for testing and experimenting new generation intelligent transportation systems, 
which will strongly rely on V2V communication capabilities. Further developments 
will also include implementation of more complex scenarios and adequate tools to 
support the assessment of a whole urban network. 
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Abstract. Sensor-based traffic management systems have to cope with a high 
volume of continuously generated events. Conventional software architectures 
do not explicitly target the efficient processing of continuous event streams. 
Recently, Event-Driven Architectures (EDA) have been proposed as a new 
paradigm for event-based applications. In this paper we propose a reference  
architecture for event-driven traffic management systems, which enables the 
analysis and processing of complex event streams in real-time. In particular we 
are going to outline the different stages of traffic event processing and present 
an approach based on event patterns to diagnose traffic problems. The  
usefulness of our approach has been proven in a real world traffic management 
scenario.  

Keywords: Event Stream Processing (ESP), Event-Driven Architecture (EDA), 
Complex Event Processing (CEP). 

1   Introduction 

Current traffic control systems are mostly sensor-based: loop-detectors installed in the 
roads emit data in form of events when cars pass by and thus making traffic data 
available in real-time [1]. The sensors provide a very high volume of events that must 
be processed for analyzing the current traffic situation and for triggering appropriate 
control actions. There are several key issues sensor-based traffic management systems 
have to cope with: 

• Fine-grained and uncorrelated sensor data: Traffic control systems are not inter-
ested in a single sensor event, but in correlated events to build temporal and spa-
tial granules [2]. For instance, data of all the sensors located in one road segment 
must be correlated to evaluate average traffic density and occupancy. In a subse-
quent processing step, the calculated traffic data must be interpreted to diagnose 
emerging traffic problems, like jams or accidents.  

• Continuous event streams: Sensor-based systems have to deal with continuously 
arriving data, i.e. infinite data streams [3]. Therefore, data must be continuously 
processed, and data analysis cannot be applied in retrospect. 
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• Short latency: A key issue in traffic management is short latency. Despite of its 
high volume, sensor data must be processed in short latency. The gap between the 
time the sensor data is emitted and the time the analysis results are available 
should be as short as possible in order to react immediately on traffic jams or ac-
cidents. Appropriate systems must provide real-time decision support [4] or “zero 
latency” responsiveness as proposed by Gartner Group [5].  

Current software architectures do not target on sensor-based systems, i.e. they cannot 
deal with the efficient processing of continuous event streams. Instead, they are based 
on a process-oriented control flow, which is not appropriate for event-driven systems. 
Due to the high volume of events and their complex dependencies it is not possible to 
specify a predefined process flow. Other approaches, such as mainstream, AI-based 
multi-agent architectures ([6], [7], [8], [9]) focus on knowledge processing, but do not 
explicitly target the problems associated to real-time high-volume event processing. 
Furthermore, they lack inherent concepts for describing temporal dependencies be-
tween events, which are crucial to react appropriately on specific situations [10]. 

In recent years, Event-Driven Architecture (EDA) has gained significant attention 
and is emerging as a new architectural paradigm for event-based applications [11]. 
The main idea lies in the processing of events as the central architectural concept. The 
key concept is to use Complex Event Processing (CEP) as the general process model. 
Event streams generated by sensors contain a large volume of different events, which 
must be transformed, classified, aggregated, and evaluated to initiate suitable actions. 

In this paper, we propose a reference architecture for event-driven traffic control 
systems, which enables the analysis and processing of complex event streams in real-
time. In particular, our architecture shows the different stages of traffic event process-
ing. Furthermore, we introduce a general approach for deriving and classifying event 
patterns suitable for diagnosing traffic problems. We have successfully applied our 
approach to model to a real-world traffic management scenario similar to [21]. 

The remainder of the paper is organized as follows. In the next section, we briefly 
introduce the key concepts of event stream processing. In section 3 we show an event-
driven architecture for sensor-based traffic management systems. In this section, we 
present a general event hierarchy for traffic management and explain the different 
building blocks of event stream processing. Additionally, event pattern and rules 
appropriate for traffic diagnosis are classified and discussed. Section 4 shows the 
usefulness of the approach presenting a real world scenario as well as some simula-
tion experiments. Finally, we summarize the most significant features of our approach 
and provide a brief outlook on future lines of research. 

2   Event-Driven Architecture – Overview  

Event-Driven Architecture provides an architectural concept for dealing with event 
streams using Complex Event Processing as the event processing model [11]. Because 
sensor-based traffic management systems emit continuously a high volume of data 
they can be considered as event-driven systems. Consequently, they are particularly 
suited for CEP. Figure 1 illustrates the main CEP concepts: 

• Events: Each event emitted by a sensor contains general metadata (event ID, 
timestamp) and event specific information, e.g. sensor ID and certain traffic data.  
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• Event Patterns: The main task of CEP is Event Pattern Matching, i.e. to identify in 
a huge event cloud those patterns of events that are significant for the application 
domain. In traffic management millions of sensor-emitted events must be analyzed 
to discover event patterns signifying upcoming traffic problems. In particular, 
event patterns must take temporal dependencies between events into account. 

 

Fig. 1. Complex Event Processing components in traffic management system 

• Event Processing Rules consist of two different parts: event patterns specify a 
certain situation of events; and event actions are executed when the event pattern 
is fulfilled. Essentially, event processing rules are used to filter, split, aggregate, 
transform, and enrich events [8]. In particular, new events can be generated within 
the event action part. Essentially, the event processing rules should transform sim-
ple sensor events into more abstract and sophisticated domain events for evaluat-
ing the actual traffic situation and initiating appropriate traffic control actions.  

• Event Processing Languages (EPL): The rules are expressed by event processing 
languages (EPLs) based on event algebras [14] and processed by a corresponding 
rule engine. Basically, two different kinds of EPLs can be distinguished: ECA 
rules (event condition actions) [12], [13] or SQL-like continuous queries over 
event streams [14]. Therefore, the pattern matching is characterized by continu-
ous queries that are issued once and then run continuously over the data stream.  

• Sliding Windows: Due to the continuously arriving data, the event processing has 
to cope with the infinite number of data. For that reason, sliding windows are 
used, where only the set of the least recently occurred events is considered. 
Therefore, each event has a certain lease time and is deleted when it has expired. 
An appropriate rule language should allow the specification of sliding windows.  
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• Event Processing Agents: Pattern matching and event processing can be distrib-
uted among the so-called event processing agents (EPAs), which are connected to 
an event processing network (EPN) [15]. The events processing agents can access 
the operational traffic control system to enrich the sensor events. For instance, 
they use knowledge about the road structure and sensor locations for deriving ap-
propriate event rules. 

3   Event Stream Processing for Traffic Analysis 

Basically, EDA-based traffic management systems transform raw sensor events into 
more abstract and sophisticated domain events. For traffic control systems, Fig. 2 
illustrates the transformation process that consists of mainly two different steps:  

 

Fig. 2. Event stream transformation in traffic control systems 

A stream of continuously arriving Raw Sensor Events emitted by the loop detectors 
must be transformed into a Traffic Event stream. The Traffic Events contain traffic 
indices as traffic density or occupancy characterizing the actual traffic situation in a 
certain road section during a certain time period. Traffic Events are generated by ag-
gregating Raw Sensor Events. Subsequently, the stream of Traffic Events must be 
analyzed to identify upcoming traffic problems. This is achieved by applying event 
patterns on the Traffic Event stream that diagnose traffic problems. If a problem de-
tection pattern matches a corresponding Problem Event is created specifying a certain 
problem like traffic jams or accidents. When a problem is identified, an action-
planning step is needed, which yields a sequence of appropriate actions. Traffic re-
routing to bypass a blocked road is an example of a possible action. In the following 
section we will derive a more-detailed event model for traffic management systems.  

3.1   Event Hierarchies 

Obviously, events are the key concept of EDA. Therefore, they should be defined 
precisely by a formal event model, which provides a complete understanding of the 
different event types, its properties, constraints, and dependencies. A semantically 
rich event model is the indispensable basis to derive the software architecture of an 
EDA-based system [16].  

All events can be structured in a layered hierarchy: fine-grained events processed 
by the sensors are aggregated and correlated to more meaningful events (here: Traffic 
Events or Problem Events). Furthermore, the hierarchy of events reflects the sequence 
of event processing steps. For traffic control systems, Fig. 3 shows the relevant event 
types, which split the types of Fig. 2 into appropriate sub types. 
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Fig. 3. Fine-grained event hierarchy in traffic control systems 

Abstract Event is an abstract event class that contains meta data, which is common to 
all events types, i.e. the occurrence time and an event Id. All event types inherit from 
this class to make use of these properties.  

Raw Sensor Events are the events directly produced and emitted by the different 
sensors incorporated in the road network. These events contain the raw and unmodi-
fied sensor data. We can distinguish the following subtypes: 

• Loop Detector Event is the general class of sensor events emitted when cars 
pass a loop detector. Depending on the sensor type the events contain different 
traffic data, as the number of passed cars or velocity. Loop Detector Events 
contain data related to a single car or aggregated data of a certain period of 
time.  

• Cleaned Sensor Events: Due to technical problems sensor data is often incon-
sistent. Missed or duplicated readings, as well as unreliable readings causing 
outliers must be treated to overcome these inconsistencies [17] [18]. Cleaned 
Sensor Events fulfill all the constraints defined for the sensor data. Event con-
straints can be specified by constraint languages, for instance OCL [19]. The 
following OCL invariant defines that two Loop Detector Events emitted from 
the same sensor with a difference in their occurrence time smaller than 0.01 are 
identical. 

 
Note that Cleaned Sensor Events do not add any new information to the origi-
nal events. 

• Filtered Events: To accelerate event processing the high volume of sensor 
events should be reduced as early as possible. Therefore, all irrelevant events 
must be filtered out. For instance, some sensors emit events periodically, even 

context Loop Detector Event inv: 
    forAllInstances(e1, e2 | 
        (e1.time - e2.time) < 0.01 AND 
        e1.sensorID == e2.sensorID 
        implies e1 == e2) 
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if no cars have passed. Thus, the stream of Filtered Events can be considered 
as the stream of Cleaned Sensor Events reduced by all unnecessary events.  

• Control Signal Events are all the further sensor events available in the road 
network, which are not related to car data. Examples are events emitted by 
traffic lights, weather stations, emergency telephone calls, etc. 

Traffic Events: A single sensor event is not sufficient for deriving a meaningful state 
of the actual traffic situation. In general, sensor data is uncorrelated and too fine-
grained, and therefore must be aggregated and correlated.  

• Correlated Traffic Events: Traffic management systems are not interested in 
individual readings in time or individual devices in space, but rather in corre-
lating events on base of temporal and spatial observations [13]. For instance, a 
temporal correlation aggregates the data at a certain sensor over a period of 
time for calculating average traffic measures, like average velocities or average 
densities. Spatial correlations combine the data of several sensors at a certain 
time instant; for instance to calculate the traffic behavior in a certain road seg-
ment, where numerous sensors are located.  

• Qualified Traffic Events: Traffic engineers use symbolic rather than numerical 
values in their knowledge representation of problem detection patterns; e.g. 
low speed, high density. Numerical measures, e.g. an average velocity of 50 
km/h, have no significance if not related to the characteristics of the road net-
work (here the allowed speed limit). Qualified Traffic Events map numerical 
values to meaningful qualitative statements by enriching the sensor data with 
structural road network information. 

Problem Events: In a problem identification step the Qualified Traffic Events are 
analyzed and in case of an undesirable situation a Problem Event is created and emit-
ted. Identified accidents and traffic jams result in Accident Events or Jam Events, 
respectively. Furthermore, two different preliminary stages of traffic jams are consid-
ered. If the traffic has slowed down under a certain threshold a Slow Traffic Event is 
emitted; if the traffic is continuously slowing down a Slow Trend Event is created.  

3.2    Event Processing  

The hierarchy of events reflects the traffic analysis process, which can be understood 
as a sequence of event processing steps. The system transforms the Raw Sensor 
Events into more abstract Traffic Events, which are used to analyze the actual situa-
tion and to identify emerging problems described by Problem Events.  

The event transformation steps are processed by corresponding event processing 
agents (EPA), which are connected to an event processing network (EPN) [15]. Each 
event processing agent consists of a rule engine with a set of event processing rules. 
The distribution of the processing rules on different agents has two advantages: each 
agent has a definitive task with a relative small number of rules and, as a result, yield-
ing high cohesion. Furthermore, the agents can be distributed on different processing 
components achieving a scalable architecture.  

The event processing network connecting the event processing agents is shown in 
Fig. 4. It is a refinement of the Complex Event Processing components in Fig. 1. This 
EPN has much in common with the processing models used in Data Fusion [20].  
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Fig. 4. Event Processing Network for traffic problem diagnosis 

However, EDA and CEP focus on real-time processing of arbitrary events instead of 
defining generic approaches for combining incoherent sensor data. 

The Sensor Processing Agent processes the Raw Sensor Events, especially the 
Loop Detector Events to reduce the number of events and to achieve consistency. 
Firstly, in a filtering step all unnecessary events, e.g. no-car events are filtered out 
from the event stream. Secondly, the Filtered Sensor Events are cleaned to cope with 
events that violate the constraints defined in the event model. For instance, duplicate 
events or outliers are corrected. The Sensor Processing Agent emits a stream of 
Cleaned Sensor Events that contains only problem-relevant and consistent data.  

The Traffic Analysis Agent tries to extract meaningful measurements from the 
Cleaned Sensor Event stream. At first, the agent correlates the fine-grained sensor 
events on base of the spatial or temporal characteristics. To derive spatial correlation 
rules structural information of the road network is required, e.g. about sensor prox-
imity. These rules are often structurally identical, so that they can be generated on 
base of the road network topology. Temporal correlations consider the traffic behav-
ior over a longer period of time regarding a certain sensor. In current event processing 
languages appropriate sliding windows can be defined and arithmetic operations for 
calculating average and covariance are available. Note, that such average traffic 
measurements characterize the normal traffic behavior and can be used to identify 
abnormal problematic situations. 
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At second, the Traffic Analysis Agent transforms numerical event data into mean-
ingful qualitative statements, like FAST or SLOW velocity instead of absolute values. 
This step is some kind of data enrichment, because additional knowledge of the road 
network is integrated into the events (e.g. the speed limits). 

The Diagnosis Agent processes the problem diagnosis step: it applies problem de-
tection patterns on the stream of Qualified Traffic Events to identify upcoming traffic 
problems. When a problem detection pattern matches, a corresponding Problem Event 
will be created and send to the operational traffic control system that triggers an ap-
propriate control action. Possible actions are road blocking, traffic rerouting, modify-
ing speed limits, etc.   

In the following section we are going to discuss a general approach on how event 
patterns can be used to diagnose traffic problems in the emitted event streams.  

3.3   Traffic Diagnosis  

Generally speaking, traffic problems are unusual yet critical situations resulting from 
unusual behavior in road traffic. Thus, traffic diagnosis can be understood as identify-
ing deviations from usual traffic behavior. 

 

Fig. 5. Levels and Dimensions of Problem Detection 

Abnormal traffic situations can be detected according to different dimensions as il-
lustrated in Fig. 5. Basically, temporally or spatially correlated events can be distin-
guished: This means to analyze individual traffic events over a period of time or 
across street sections. 
 
 



 Applying Event Stream Processing on Traffic Problem Detection 35 

Threshold violations: The easiest case is considering just one street section at a cer-
tain point in time. A traffic problem is identified when the current traffic measure 
violates a threshold, e.g. the average speed falls below a specific value (see Fig.5, first 
row). In a pseudo language, rules for detecting these problems look as follows. 

 
Usually, applying rules in such an atomic and instantaneous manner is not suffi-

cient. The state that indicates “slow traffic” must last for a certain period of time or 
the average speed within a certain time frame must not rise above the given threshold 
value. Time is an inherent concept of CEP and can be expressed in event processing 
languages by using sliding windows. Consequently, the previous rule may be adapted 
as follows. 

 
The thresholds defining normal behavior can either be defined statically with help 

of expert knowledge or determined dynamically by applying long-term rules on the 
streams of traffic events. Note, that the Traffic Analysis Agents, which continuously 
observe the traffic behavior, can calculate traffic measures characterizing normality. 

Abrupt Changes: Apart from those simple comparisons against a threshold, traffic 
problems can be identified by means of abrupt changes or significant contrasts in 
subsequent time instants or adjacent street sections. This includes, for example, sud-
den drops in speed and discrepancies in recorded data between sections of the same 
street (see Fig. 5 second row). This rule reflects the experience that severe problems 
like accidents cause abrupt changes.  

A rule that detects a sudden drop in speed possibly indicating an accident looks as 
follows in a pseudo language. Note that event sequence operators like followed-by 
allow expressing temporal relations in a very natural manner. 

Local discrepancies between adjacent street sections can be detected with this rule. 

 

rule "local discrepancy" 
for TrafficEvent.within(15 seconds) as t1, 
    TrafficEvent.within(15 seconds) as t2, 
    TrafficEvent.within(15 seconds) as t3 
if t2.speed.average() < t1.speed.average() / 2.0 and 
   t2.speed.average() < t3.speed.average() / 2.0 and 
   isAdjacent(t2.streetSectionID, t1.streetSectionID) and 
   isAdjacent(t2.streetSectionID, t3.streetSectionID) 
 

rule "slow traffic" 
for TrafficEvent.within(30 seconds) as t 
if t.speed.average() < 20 and t.streetSectionID = 4711 

rule "slow traffic" 
for TrafficEvent as t 
if t.speed < 20 and t.streetSectionID = 4711 

rule "sudden drop in speed" 
for TrafficEvent.within(15 seconds) as t1 followed-by 
    TrafficEvent.within(15 seconds) as t2 
if t2.speed.average() < t1.speed.average() / 2.0 and 
   t2.time – t1.time < 20 seconds and 
   t2.streetSectionID == t1.streetSectionID 
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Continuous Trends: Other traffic problems as jams evolve rather slowly. Some kind 
of trend prediction is thus required in order to identify them. Again, this can be per-
formed in the dimensions of both time and space. A prediction that is evolved over a 
period of time may continuously analyze changes of the average speed. A problem 
will be reported when a progressive decrease in speed is detected within a certain time 
frame. Spatial trends include, for example, successive decrease of speed across adja-
cent street sections and help identifying bottlenecks from a global point of view. 

Regarding the different dimensions and levels of problem detection illustrated in 
Fig. 5 we can observe similarities to analysis of functions and their derivatives. While 
problem detection via threshold value react to discrete values of the “speed function” 
itself, detection of significant changes takes the slope of the speed progression (either 
temporally or spatially) into account. Trend analysis even involves the development 
of the speed progression over a longer period of time or across several spatial areas. 

4   Case Study and Implementation Issues 

In recent years, EDA has been used successfully applied for implementing event-based 
applications. Several products, both open source and commercial, supporting EDA are 
available. We have implemented a prototype of an EDA-based Decision Support Sys-
tem for traffic control [21] on the base of Esper, an open source CEP engine. 

Esper provides an SQL-like event processing language that enables developers to 
perform continuous queries on streams of events. The Esper engine is implemented in 
Java and both languages integrate into each other. 

As stated before, the syntax of Esper’s EPL is quite similar to SQL. For instance, it 
makes use of SELECT and WHERE statements for event instance selection. However, 
while SQL processes rigid table data, EPL statements are applied permanently on 
continuous event streams. Additionally, the Esper EPL introduces the concept of 
sliding windows which provide views on a certain number of consecutive events or on 
those events that occurred within a specific time frame. Esper also offers a powerful 
pattern matching language that allows complex correlations of events. An Esper rule 
that detects slow traffic within a certain time frame (see the second rule in section 3.3) 
can be expressed as follows. 

 
This rule uses the GROUP BY and HAVING statements in order to correlate the aver-

age speed of the given street section within the past 30 seconds. If the average speed 
is less than 20 km/h, the respective street section ID and the actual average speed are 
returned. In similar way, the other rules presented in section 3.3 can be implemented 
in Esper. 

The applicability of Esper and the usefulness of our problem detection rules have 
been evaluated by simulating several scenarios. It has shown up that Esper is able to 
cope with quite a large volume of events in real-time. Language concepts of CEP like 
sliding windows and event sequence operators assist developers in writing rules that 
refer to temporal constraints. 

SELECT streetSectionID, avg(speed) 
FROM TrafficEvent.win:time( 30 sec ) 
WHERE streetSectionID = 4711 
GROUP BY streetSectionID 
HAVING avg(speed) < 20; 
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5   Conclusion 

Sensor-based traffic control systems generate continuous streams of low-level data at 
a very high volume. The challenge is to utilize this ever growing data flow to analyze 
the current traffic situation and to release suitable control actions if necessary. 

In this paper, the Event-Driven Architecture (EDA) has been presented as a novel 
approach for intelligent traffic management. The approach is different from other 
approaches in that it is based on the detection of patterns of events in the streams of 
sensor data leading to a deep understanding of the current traffic situation. A concrete 
reference architecture for event-driven traffic management systems has been pro-
posed, which is implemented by a network of communicating (lightweight) rules 
engines. The different steps of event processing have been discussed by identifying 
the involved event types and event processing agents. Especially, we proposed a gen-
eral approach for deriving event patterns for traffic problem diagnosis. Problem detec-
tion patterns may use temporal and spatial correlations to identify abnormal traffic 
behavior characterized by threshold violations, rapid changes or traffic trends.  

By means of a case study with real-world traffic data the applicability of the ap-
proach has been investigated with the result, that event processing can significantly 
improve the real-time analysis and control capabilities of a traffic control system.  

While the Event-Driven Architecture provides promising benefits for event-driven 
business processes, some severe challenges need still to be overcome before the bene-
fits can be realized. One important obstacle in order to exploit the full power of Event-
Driven Architecture is still the lack of standardization. At the moment, no generally 
accepted standards exist for event definition, event pattern languages, and rule engines. 
However, some promising efforts in the standardization process are in progress. 

Next steps for future research are the investigation of design patterns and architec-
tural guidelines for the development of event-driven systems in practice.  
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Abstract. We investigate the aspects that influence the instability of
spatial evolutionary games, namely the Prisoner’s Dilemma and the
Snowdrift games. In this paper instability is defined as the proportion of
strategy changes in the asymptotic period of the evolutionary process.
The results show that with the Prisoner’s Dilemma, when the level of
noise present in the decision process is very low, the instability decreases
as the synchrony rate decreases. With the Snowdrift this pattern of be-
havior depends strongly on the interaction topology and arises only for
random and scale-free networks. However, for large noise values, the in-
stability in both games depends only on the proportion of cooperators
present in the population: it increases as the proportion of cooperators
approaches 0.5. We advance an explanation for this behavior.

1 Introduction

Spatial evolutionary games are used as models to study, for example, how co-
operation could ever emerge in nature and human societies [14]. They are also
used as models to study how cooperation can be promoted and sustained in ar-
tificial societies [12]. In these models, a structured population of agents interacts
during several time steps through a given game which is used as a metaphor
for the type of interaction that is being studied. The population is structured
in the sense that each agent can only interact with its neighbors. The under-
lying structure that defines who interacts with whom is called the interaction
topology. After each interaction session, some or all the agents, depending on
the update dynamics used, have the possibility of changing their strategies. This
is done using a so called transition rule that models the fact that agents tend
to adapt their behavior to the context in which they live by imitating the most
successful agents they know. It can also be interpreted as the selection step of an
evolutionary process in which the least successful strategies tend to be replaced
by the most successful ones.

Spatial evolutionary games were created by Martin Nowak and Robert May
in a seminal work in 1992 [11]. They showed that cooperation can be maintained
when the Prisoner’s Dilemma game is played on a regular 2-dimensional grid.
This is not possible in well-mixed populations, in which each agent can play the
game with any other player in the population. Since then, a large number of
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works have been published about how different input conditions influence both
the level of cooperation and the evolutionary dynamics. For example, in [13]
and [7] the influence of the interaction topology is examined. Also, in [16] the
influence of the interaction topology, the transition rule and the update dynamics
in the Hawk-Dove or Snowdrift game are studied. The influence of the update
dynamics is addressed, for example, in [8] and [9]. We also studied the influence
of the update dynamics and found that, in general an asynchronous dynamics
supports more cooperators than a synchronous one [3, 4, 5, 6].

In this paper we address the problem of how different conditions influence
the instability of the system. That is, once the system enters an asymptotic
phase, where the proportion of cooperators in the population stabilizes, we are
interested in knowing how much agents change their strategies, from cooper-
ation to defection and vice-versa and what are the factors that influence this
phenomenon. The proportion of surviving cooperators is undoubtedly a relevant
measure of interest and this is why it has captured almost all the attention in
previous works. However, the proportion of cooperators in an asymptotic phase
rarely is a constant value: it varies within an interval. Even if nearly constant,
it may be the result of agents changing strategies from cooperator to defector
an the other way around. Instability is an important measure because a volatile
society, where agents often change their strategies, turns it difficult to identify
defecting agents and, therefore, to undertake measures for the promotion of co-
operation. It can also be interpreted as a measure of the level of dissatisfaction
in the population since unsatisfied agents tend to change their way of acting. As
far as we know, until now instability was only studied by Abramson and Ku-
perman [1]. They studied the Prisoner’s Dilemma game played on small-world
networks under the best-neighbor transition rule (see Section 2). They found
that instability grows as the interaction topology approaches a random network.

We apply the study of instability to the Prisoner’s Dilemma and the Snowdrift
games, which are the two most used games in this area. There are at least two
good reasons to use more than one game in this type of investigation. The first
one is that both the similarities and the differences in the results achieved with
different games can lead us to a better understanding of the problem. The second
reason follows from the difficulty that field researchers frequently experience
in the evaluation of the relative value of the payoffs involved in concrete real
situations [7]. Different payoff relations may define different games and that
reinforces the need to experiment with several games. Frequently in this area,
conclusions are driven based only on a limited number of tested conditions.
Here, we use a broad number of conditions so that a better identification of how
each aspect influences the behavior of the model is achieved. Namely, different
interaction topologies, noise levels and synchrony rates are used.

The paper is structured as follows: in Section 2 we describe the model used in
our experiments and the experimental setup. In Section 3 we present and discuss
the results and, finally, in Section 4 some conclusions are drawn and future work
is advanced.
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2 The Model

2.1 The Games

The Prisoner’s Dilemma (PD) and the Snowdrift (SD) are two-player games in
which players can only cooperate (C) or defect (D). The payoffs are the following:
R to each player if they both play C; P to each if they both play D; T and S
if one plays D and the other C, respectively. These games differ in the relations
existing between the payoff values: while in the PD game these values must obey
T > R > P > S, in the SD game they must obey T > R > S > P . Given these
conditions, it follows that, in the PD game, D is the best action to take regardless
of the opponent’s decision. In the SD the best action depends on the opponent’s
decision: the best thing to do is to take the opposite action the opponent takes.
For practical reasons, it is common to rescale the payoffs such that the games
can be described by one parameter only [13]. The PD’s payoffs are defined as
R = 1, T = b > 1 and S = P = 0, where b represents the advantage of D players
over C ones when they play the game with each other. It was shown that with
this payoffs the game keeps its essential properties [11]. In the SD game, payoffs
are defined as T = β ≥ 1, R = β − 1/2, S = β − 1 and P = 0 which leads to a
cost-to-benefit ratio of mutual cooperation r = 1/(2β − 1), 0 ≤ r ≤ 1.

2.2 Interaction Topology

We used two types of interaction topologies: small-world networks (SWNs) [17]
and scale-free networks (SFNs) [2]. In order to build SWNs, first a toroidal
regular 2D grid is built so that each node is linked to its 8 surrounding neighbors
by undirected links; then, with probability φ, each link is replaced by another
one linking two randomly selected nodes. We do not allow self or repeated links
nor disconnected graphs. Networks built this way have the property that, even
for very small φ values, the average path length is much smaller than in a regular
network, maintaining a high clustering coefficient. Both these properties are very
commonly observed in real social systems. As φ → 1, we get random networks
with both small average path lengths and clustering coefficients.

SFNs have a power law degree distribution P (k) ∼ k−γ that is also very com-
mon in real social networks1. SFNs are built in the following way: the network is
initialized with m fully connected nodes. Then, nodes are added, one at a time,
until the network has the desired size. Each added node is linked to m already
existing nodes so that the probability of creating a link with some existing node
i is equal to ki∑

j kj
, where ki is the degree of i, that is, the number of nodes to

which it is connected. After t time steps, the network has m + t nodes and mt
links (plus the links connecting the initial set of nodes). The resulting γ exponent
is approximately 2.9 and is independent of m in large networks. This method of
link creation is called preferential attachment, since the more links a node has,
the greater is the probability of creating links to it. This has the effect that a

1 P (k) is the probability of a node with k neighbors.
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small proportion of nodes has a big connectivity while a large majority has a
very low connectivity.

2.3 Interaction and Strategy Update Dynamics

On each time step, agents first play a one round PD or SD game with all their
neighbors. Agents are pure strategists which can only play C or D. After this
interaction stage, each agent updates its strategy with probability α using a
transition rule (see next section) that takes into account the payoff of the agent’s
neighbors. The update is done synchronously by all the agents selected to engage
in this revision process. The α parameter is called the synchrony rate and is the
same for all agents. When α = 1 we have a synchronous model, where all the
agents update at the same time. As α → 1

n , where n is the population size,
the model approaches sequential dynamics, where exactly one agent updates its
strategy at each time step.

2.4 The Strategy Update Process

The strategy update process is done using a transition rule that models the fact
that agents tend to imitate the most successful agents they know. In this work,
we used the generalized proportional transition rule (GP) proposed in [10]. Let
Gx be the average payoff earned by agent x, Nx be the set of neighbors of x and
cx be equal to 1 if x’s strategy is C and 0 otherwise. According to this rule, the
probability that an agent x adopts C as its next strategy is

pC(x, K) =

∑
i∈Nx∪x ci(Gi)1/K∑

i∈Nx∪x(Gi)1/K
, (1)

where K∈ ]0, +∞[ can be viewed as the noise present in the strategy update
process. Noise is present in this process if there is some possibility that an agent
imitates strategies other than the one used by its most successful neighbor. Small
noise values favor the choice of the most successful neighbors’ strategies. Also,
as noise diminishes, the probability of imitating an agent with a lower payoff
becomes smaller. When K → 0 we have a deterministic best-neighbor rule such
that i always adopts the best neighbor’s strategy. When K = 1 we have a simple
proportional update rule. Finally, for K → +∞ we have random drift where
payoffs play no role in the decision process. Our analysis considers the interval
K ∈]0, 1].

2.5 Experiments Setup and Instability Measure

All the experiments were performed with populations of 50× 50 = 2500 agents,
randomly initialized with 50% of cooperators (Cs) and 50% of defectors (Ds).
When the system is running synchronously, i.e., when α = 1, we let it first run
during a transient period of 900 iterations. After this, we let the system run for
100 more iterations during which the proportion of cooperators varies around a
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value that depends on the input conditions. During this asymptotic period, we
measure the instability of the system as described in the next paragraph. When
α �= 1 the number of selected agents at each time step may not be equal to the
size of the population and it may vary between two consecutive time steps. In
order to guarantee that these runs are equivalent to the synchronous ones in
what concerns the total number of individual updates, we let the system first
run until 900× 2500 individual updates have been done. After this, we let the
system run during more 100 × 2500 individual updates. Each experiment is a
combination of b or r (for the PD and the SD, respectively), φ or m (for SWNs
and SFNs, respectively), α, and K parameters. All the possible combinations of
the values shown in Table 1 were tested. For each combination, 30 runs were
made and the average instability values of these runs is taken as the output, as
well as the standard-deviation. For each run, a different random number seed is
used, including the generation of the interaction topology.

Table 1. Parameter values used in the experiments

Parameter Values

b (PD) 1, 1.1, 1.2, 1.3, 1.4, 1.5, 1.6, 1.7, 1.8, 1.9, 2

r (SD) 0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1

φ (SWNs) 0 (regular), 1 (random), SW: 0.01, 0.05, 0.1

m (SFNs) 2, 4, 8

α 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1

K 0, 1/100, 1/10, 1/8, 1/6, 1/4, 1/2, 1

In this paper we consider the instability of the system as a measure of how
much agents change their strategies in the asymptotic period. The instability of
the system is, therefore, measured as follows:

Instability =
Number of strategy changes in the asymptotic period

Number of individual updates in the asymptotic period
, (2)

where a strategy change means that an agent changed its strategy from C to D
or vice-versa. Instability could be interpreted, instead, as the level of variation of
the proportion of cooperators present in the population. We have also considered
this in the experimental work by measuring the average standard-deviation of
the proportion of cooperators. All the values are, however, very small, never ex-
ceeding 0.05 and rarely exceeding 0.01, which means that the level of cooperation
is very stable in the asymptotic period.

3 Results

The first observation that can be made from the results is that the noise level,
K, has not a direct consistent influence on the instability of the model. By
this we mean that, other parameters being constant, we do not observe a direct
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(a) (b)

Fig. 1. Instability as a function of α when the PD (a) and the SD (b) are played
without noise (K = 0) on SWNs (φ = 0.1)

dependency of instability on the noise level. However, there is a kind of second
order type of influence. We observe that in the PD game, when the noise level is
very small (K = 0 and K = 1

100 ), the instability decreases as the synchrony rate
(α) decreases. Saying it another way, the model becomes more stable, or less
dynamic, as α decreases. Fig. 1(a) shows an example of this for the PD game.
This pattern is common to all the interaction topologies we experimented with.

In the SD game, this pattern is, however, strongly dependent on the interac-
tion topology: on SFNs, instability slightly increases as α is changed from 1.0 to
0.8. Then, from α = 0.8 to α = 0.1 it decreases, as in the PD game. On networks
generated with the SWNs model, instability decreases with α only when φ = 1
(random networks). As φ is decreased it becomes more difficult to identify a pat-
tern of influence of the synchrony rate. Fig. 1b) shows an example for φ = 0.1,
where one can see that for some r values the instability decreases with α and
that it increases for others.

The results described above apply only to small noise values. For larger noise
values the synchrony rate plays no role on the instability of the model. Instead,
as the noise level is increased, it turns out that instability becomes progressively
dependent on the proportion of cooperators. More specifically, with large noise
values, instability grows as the proportion of Cs approaches 0.5. This pattern is
common to both games and is not dependent on the interaction topology that is
used. Figs. 2 and 3 shows examples of this behavior for the PD and SD games,
respectively.

This result means that for noise values close to 1, the input parameters seem
to play no direct influence on the instability of the model. We can talk only
about an indirect influence in the sense that both b/r, φ/m, K and α influence
the level of cooperation, which in turn determines how unstable are these games
in the asymptotic period. It remains, however, to explain why, for K values near
1, the instability grows as the proportion of Cs approaches 0.5.
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Fig. 2. Instability as a function of the proportion of cooperators in the population for
different noise (K) values in the PD game played on SWNs (φ = 0.1). In the charts
corresponding to K = 0, 1

100
, 1

10
and 1, one may observe that some points organize

into line-like shapes. Each “line” corresponds to the instability values obtained for a
given b value. The arrows point the direction of decreasing α. The chart for K = 0,
corresponds to the situation of Fig. 1(a).

As a starting point, we may look for situations in which the asymptotic pro-
portion of Cs is close to 0. In these situations, there is a large majority of D-D
links, and a small number of C-C and C-D links. Given that a C agent can only
change its strategy to D if it has at least one D neighbor and vice-versa, this ex-
plains why the average number of strategy changes is small in these situations.
The same reasoning can be done for situations in which the proportion of C
agents is very close to 1. As the proportion of Cs approaches 0.5, it is expectable
that the number of C-D links per agent gets larger on average. In complete net-
works, where each agent is connected to all the other agents of the population,



48 C. Grilo and L. Correia

Fig. 3. Instability as a function of the proportion of cooperators in the population for
different noise (K) values in the SD game played on SWNs (φ = 0.1). The chart for
K = 0, corresponds to the situation of Fig. 1(b).

it is straightforward to compute the proportion of C-D links in the population.
It is equal to

pCD(n, k) =
k(n− k)∑n−1

i=1 i
, (3)

where n is the size of the population and k is the number of C agents. In struc-
tured networks the value of pCD(n, k) depends on the shape of the network and
on how the agents are distributed over the nodes. We numerically computed
the average value of pCD(n, k) for the networks used in this work as described
next. First, an interaction topology was generated. SWNs and SFNs were used,
respectively with the φ and m values described in Table 1. Then, for each inter-
action topology all the possible configurations of the population were generated
(populations of 36 agents were used). For each configuration we measured the
proportion of C-D links between agents and their neighbors. That is, for each
possible configuration, we measured the proportion of links per agent that may



Instability in Spatial Evolutionary Games 49

Fig. 4. Average proportion of C-D links per agent as a function of the proportion of Cs
in the population over all possible configurations of 36 agents. The shape of the curve
is exactly the same for complete networks.

lead to strategy changes. Notice that these were static populations. In this set-
ting, we were only interested in knowing how the proportion of C agents in
the population influences the potential for strategy changes (proportion of C-D
links). The resulting chart in the Fig. 4 shows the average proportion of C-D
links as a function of the proportion of Cs in the population. It shows that the
average proportion of C-D links grows as the proportion of C agents approaches
0.5, exactly as for complete networks. The shape of the curve does not depend
on the type of interaction topology. This curve strongly resembles the instability
curves of both games when K = 1 (Figs. 2 and 3), specially for the PD game.
This is an additional evidence that, in this regime, the instability depends mainly
on the proportion of C agents in the population.

In order to understand why this pattern is absent for very small noise values
and why it arises as the noise level gets larger, we must examine the GP transition
rule and how K influences agents’ decisions. As we have seen in Section 2.5, when
K ≈ 0, an agent always imitates the strategy of its wealthiest neighbor. In this
regime there is not a direct correlation between the imitated strategy and the most
common strategy in the neighborhood of an agent. For example, a C agent that has
7 C neighbors and 1 D neighbor will imitate the D one if this one has the highest
payoff. However, as K approaches 1, the difference between the payoffs (powered
to 1

K ) becomes smaller. This means that, as the noise level grows, the relative
proportion of Cs and Ds in the neighborhood becomes an important factor in the
decision process. For example, if there are more C agents in the neighborhood than
D agents, the sum of their payoffs may exceed the sum of the D payoffs even if
the C agents have smaller payoffs individually. This does not guarantees that the
strategy with the larger payoff sum will be imitated since the stochastic nature
of the rule allows less successful strategies to be selected when K �= 0. However,
as K approaches 1, the decision process will tend to reflect more and more the
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(a) (b)

Fig. 5. Instability as a function of the proportion of cooperators in a population PD
players. Conditions: a) SFNs (m = 2), K = 1; b) SFNs (m = 4), K = 1.

composition of the neighborhood. The effect it impinges on the instability is the
following: when there is a clear difference in the proportion of Cs and Ds in the
neighborhood, there will be a tendency to imitate the most frequent strategy. In
subsequent updates, the agent will tend to keep its strategy since the most part of
its neighbors has the same strategy it has. This contributes to less strategy changes
and, hence, less instability in the system. On the other side, situations where there
is an equilibrium between Cs and Ds in the neighborhood will lead, on average, to
more uncertainty in the strategy to imitate. This leads to more strategy changes,
which means more instability.

In what concerns the dependency of the instability level on the interaction
topology, we found that, for SFNs, instability grows as m is increased (see ex-
ample in Fig. 5). This is a natural result since the larger m the more links exist
between the agents and, therefore, the greater the potential for strategy changes.
For SWNs, we confirmed the results of Abramson and Kuperman [1] for the PD
game: instability grows with φ. This effect is, however, absent in the SD game.

Finally, Figs. 2 and 3 also illustrate that instability is bigger for the SD game
than for the PD game. As stated in Section 2.1, in the SD game, it is better to
play C if the other player plays D and vice-versa. On the other side, playing D
is always the best option in the PD game. This means that a C agent in the SD
game is more resistant to the presence of D neighbors. In general, this leads to
the formation of smaller and less compact clusters in the SD game than in the
PD game. This, in turn, means that, on average, there are more C-D links in a
population of SD players than in a population of PD players, which is a possible
explanation for more instability in the SD game.

4 Conclusions and Future Work

In this work we identified the features that determine the instability of the
Spatial Prisoner’s Dilemma and Snowdrift games. Stability is here defined as
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the proportion of strategy changes that happen in the asymptotic period of the
evolutionary process. As far as we know, this is one of the first works where such
issue is investigated in the context of spatial evolutionary games. Besides the two
games, a big number of conditions were tested: different interaction topologies,
noise levels and synchrony rates were used.

The results can be summarized in the following way: As the noise level is
increased, the instability becomes increasingly dependent on the composition
of the population only. More specifically, instability increases as the proportion
of cooperators in the population approaches 0.5. This means that in situations
where there is a significant noise level, the identification of defecting agents
becomes more difficult as the proportions of cooperating and defecting agents are
similar. On the other side, for very small noise values, the instability decreases as
the synchrony rate is decreased in the Prisoner’s Dilemma game. In the Snowdrift
this happens only for random networks and in scale-free networks for synchrony
rates bellow α = 0.8.

Trying to explain the effect of the synchrony rate for small noise values in
both games and the behavior differences between them in this regime will be
one of the main future directions of this work. In further extensions we will
also explore other transition rules. The generalized proportional transition rule
used in this work models a situation of complete neighborhood monitoring. This
means that each agent analyses the payoffs of all its neighbors in order to decide
which strategy to adopt next. As the noise level increases, the relative propor-
tion of cooperators and defectors in the neighborhood assumes a relevant role in
the decision process. This aspect is determinant in the instability level for sig-
nificant noise values. Hence, it makes sense to experiment with transition rules
that model just a partial neighborhood monitoring, while allowing variable noise
levels. The sigmoid transition rule [15] is a good candidate for this test because
it allows varying degrees of noise and only the payoff of one neighbor, randomly
selected, is taken into account in the decision process. Finally, we will also ex-
plore n-player games such as the Public Goods game in order to verify if the
results achieved so far are generalizable to these situations.
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Abstract. The paper presents an agent based model of the Aedes ae-
gypti mosquito and it is focused on simulations of population dynamics
and population control strategies. The agents model the main aspects of
mosquito’s ecology and behavior, while the environmental components
are implemented as layer of dynamic elements obeying to physical laws.
The main objective of this approach is to provide realistic simulations
of insect biologic control strategies, namely population suppression by
releasing large amounts of sterile males, such as Sterile Insect Technique
(SIT) or Release of Insects carrying a Dominant Lethal gene (RIDL).
Model verification is done through simulations analysis of parameters
variation and qualitative assessment with existing models and simula-
tions. The use of LAIS simulator proved to be a valuable tool allowing
efficient agent based modeling (ABM) and simulations deployment and
analysis.

Keywords:ArtificialLife,AgentBasedModelling,Aedesaegypti,Dengue,
RIDL, SIT.

1 Introduction

The dengue is a dangerous disease which still lacks a cure, and it is spread
through a specific type of vector, the Aedes aegypti mosquito. Currently, the
most affected areas are the ones with tropical climates since factors like high
temperature and frequent precipitation are favorable to Aedes aegypti growth.
However, if current predictions about climate change happen, many new areas
might start facing the dengue threat [1].

Since an effective treatment is yet to be found, it is particularly important
to focus on prevention, keeping the mosquito population under transmission
threshold. Various strategies have been developed and used for this purpose,
ranging from releasing large amounts of sterile mosquitoes into the environment
to clearing areas with still water that might be used as mosquito breeding sites.
However, for these defensive measures to be as effective as possible, it is necessary

L. Seabra Lopes et al. (Eds.): EPIA 2009, LNAI 5816, pp. 53–64, 2009.
c© Springer-Verlag Berlin Heidelberg 2009



54 C. Isidoro et al.

to devise ways of predicting their impact, taking into account evolution of the
mosquito population and the spread of the disease.

In this paper an agent based model and simulation of Aedes aegypti popu-
lations is presented. To effectively control the mosquito population, it is cru-
cial that its evolution can be predicted. That is the aim of this model; while
it still does not implement the spread of the dengue virus, it is already a func-
tional model that simulates mosquito behavior and how the mosquito population
evolves over time. The model can be used to determine the best approaches to
contain the population size. In particular, the effect of the RIDL strategy as a
containment method was studied.

In section 2 the state-of-the-art on mosquito population modeling is presented.
The methods and materials used for developing the mosquito model, namely the
ABM approach and the LAIS simulator, are discussed in section 3. The model
itself is described in greater detail in section 4. In section 5 simulations and re-
sults are presented and discussed. Finally, in section 7 we conclude the presented
work, underlining the model’s potential and proposing future improvements.

2 State of the Art

There have been numerous models of mosquitoes and mosquito-borne disease,
beginning with the classic Ross-Macdonald malaria models [2,3,4] and extending
to present day models of vectors populations or aspects of vector biology, not
directly considering disease [5,6,7,8].

One example of modeling the dengue vector mosquito population dynamics
is by Focks and colleagues [9,10], examining the biology of Aedes aegypti. This
is an exceptionally detailed model, with numerous types of containers for lar-
val development. Hydrology (water levels and drying), temperature-dependent
larval development, food availability and survival are explicitly tracked in each
container type. Detailed weather data are used to drive the hydrological and
biological functions. This level of detail has both costs and benefits; it enables
consideration of detailed aspects of the mosquito biology, but also makes true
sensitivity analysis of the model difficult or impossible. Thus, to develop a model
with this level of detail, it is necessary to have extensive data available for pa-
rameter estimates and validation.

The use of ABM methodologies to model Aedes aegypti populations has been
scarce at best. Some interesting ideas are presented in a work by Deng et. al [11],
namely the use of an utility function to determine mosquito movement, taking
into account factors such as population, wind direction, land use type and land-
scape roughness. However, the practical implementation of the model is very
limited, with coarse spatial discretization (30x30) and a small number of agents
representing a large number of model components and their behaviors.

Models can be useful to evaluate different strategy of mosquito control. Re-
cently, techniques like releasing genetic modified mosquitoes have been consid-
ered as an enhanced SIT to control the mosquito population, as the genetic
manipulation in insects result in sterility or lethal genes [12,13]. Although there
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wasn’t any genetic modified mosquito open field release conducted yet, a couple
of mathematical modeling works have been done to assess the control efficacy
[14,15,16]. But none of those could provide a tool to simulate the interaction
between mosquito individuals such as mating behavior, spatial distribution, and
immigration etc. All these are important for the evaluation and guidance of
genetic control approach.

3 Methods and Materials

ABM is well suited for describing complex systems in general and disease trans-
mission in particular, providing a way to represent the true diversity of inter-
vening components, such as environmental factors, disease vectors and disease
hosts. Other advantages include the possibility to determine spatial behavior
distribution, rapid insertion of new components and natural consideration of
non-linear interactions between agents. This approach is not without problems
of its own: it requires considerable computational power to simulate individual
agents; parameter tuning is not trivial; and, being a relatively recent modeling
methodology, lacks the formal framework provided by other approaches, such
as differential equation modeling (although work concerning ABM formalism
already exists [17]). Nonetheless, for explicitly spatial models, such as the one
presented here, the advantages of ABM clearly outweigh its limitations.

The model was developed using the LAIS simulator, a multithreaded agent-
based simulation platform, offering a modeling paradigm and a set of tools for
the simulation of complex systems [18]. The platform is implemented in Java
and makes use of several open source libraries which provide tools for spatial
organization and visualization, event scheduling, simulation output (e.g., charts,
CSV files, movies) and simple class development and instantiation using XML.
Simulations are performed in discrete time and two-dimensional discrete space.
As such, space is divided into blocks, which are independently processed by
different threads, making LAIS scalable on modern multiprocessor systems.

There are two main actors in the LAIS framework: agents and elements. Agents
are typical ABM discrete and independent decision-making entities. When
prompted to act, each agent analyzes its current situation (e.g. what resources
are available, what other agents are in the vicinity), and acts accordingly, based
on a set of rules. These rules incorporate knowledge or theories about the respec-
tive low-level components. On the other hand, elements are real-valued objects
which obey predetermined rules, such as physical laws (e.g., diffusion).

4 Model Description

The Aedes aegypti LAIS model implements a square topology where each spa-
tial block has 8 neighbors. Five different agents are considered: Wild Male
Mosquitoes (WM), Wild Female Mosquitoes (WF), Sterile Male Mosquitoes
(SM), Humans (H) and Oviposition spots (OS). Five different elements are also
used, and they fall into one of the following categories: mosquito attractors (of
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Fig. 1. Model overview

Table 1. Base mortality and maturing chances for mosquitoes

Parameter Egg Larva Pupa Adult

WF Base Mortality Rate 0.15 0.05 0.05 0.05
WF Maturing Chance 1 0.99 0.6 -
WM Base Mortality Rate 0.15 0.15 0.15 0.15
WM Maturing Chance 1 0.99 0.7 -
SM Base Mortality Rate 0.15 0.15 0.15 0.15

which there are three kinds), mosquito density measure and observable mosquito
properties.

The interactions between the various agents are represented in a simplistic
way in fig. 1. Table 1 shows various parameters related to the agents.

4.1 Agents

Female Mosquito (WF). The Female Mosquito (WF) is by far the most
complex agent in the simulation. Adult females try to find humans nearby (by
following the concentration of the body heat element) and attempt to sting them
in order to obtain blood. Exposure to humans is a risky activity however, and
might result in the death of the mosquito. If the female succeeds, it then starts
moving randomly waiting for a male to mate with, and then looks for an Ovipo-
sition Spot (by moving to areas with a higher concentration of the humidity
element). If it has already found a mate before finding a Human it goes directly
to the OS after stinging the Human. During the first two steps, looking for hu-
mans and mates respectively, the female regularly deposits pheromones for the
males to follow. When it reaches the Oviposition spot it lays its eggs if the mate
was fertile, and then starts looking for another human, resuming the cycle.

The female has a certain chance to die at each iteration (table 1), and that
chance will vary with the density of other mosquitoes in the area. New females
start as eggs, and then go through a number of growth stages (currently larvae
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Table 2. More parameters related to the WF

Parameter Value

Chance to die when meeting a Human 0.5
Chance to successfully sting a Human 0.9
Number of male eggs laid 16
Number of female eggs laid 11
Chance to mate with wild males 0.7
Chance to mate with sterile males 0.7

Fig. 2. WF mosquito model

and pupa), before maturing into an adult (maturing chances for each stage can
also be found on table 1). Table 2 provides various parameters related to the
WF and figure 2 shows a summary of the WF sequence of actions.

Male Mosquito (WM). The Wild Male Mosquito (WM) is much simpler when
compared to the female version. Adult males follow the pheromone released by
females, trying to find one to mate with, and continue with this behavior until
they die. Like females, males always have an intrinsic chance to die that increases
with the amount of mosquitoes in the area, and new males also start as eggs and
go through some growth stages before reaching the adult state.

Sterile Male Mosquito (SM). Sterile Male Mosquitoes (SM) act in exactly
the same way as WM. It is the females that check whether their mates were
sterile or not. Sterile males do not have growth stages because they are never
generated by the mosquitoes, they have to be inserted manually. The parameters
associated with the SM in this model are the same as the ones for the WM. This
makes this particular implementation of the SM closer to the RIDL approach
than the SIT one, since the competitiveness of the SM is the same as the WM.



58 C. Isidoro et al.

Oviposition spot. This agent is also extremely simple. It is immobile and only
executes two different actions: It is constantly releasing humidity for the females
to find them, and it clears the toxicity (density element) in its spatial block
to ensure they do not become deadly to mosquitoes (since there will be a large
number of mosquitoes in such spatial blocks - eggs, growing mosquitoes, females,
and the occasional male that wanders into it in search of females).

Human. Humans are perhaps the most basic agent in the model. They simply
move randomly in the environment, releasing body heat that the WF follow.
They provide the blood that the WF need to lay eggs.

4.2 Elements

Most of these elements have already been presented in the previous section, while
describing the agents that use them. It should be noted that elements are used
to model mosquito behavior and might not correspond to the exact process the
mosquitoes use to follow their targets. For example, females might not track
humans based on their body heat, but through other means, be it vision, or
some other property the female identifies.

Element diffusion and degradation is performed using a simple method where
element concentration in each local block is determined by eq. 1. In this equation,
Cn is the substance concentration at tick n, Ci is the substance concentration at
neighbor i, N is the number of neighbor blocks (8 in this case) and α and β are
the diffusion and evaporation coefficients, respectively. The parameters related
to each element are presented on table 3

Ct+1 = β

(
Ct + α(

N∑
i=1

Ct
i − Ct)

)
(1)

Attractive Elements: Pheromone (Ph), Body Heat (BH) and Humid-
ity (Hu). These three elements are quite similar, differing only on the agents
that release them and the agents that react to them. Pheromone (Ph) is released
by WF and attracts males (WM and SM). Body Heat (BH) is released by Hu-
mans and attracts WF that are seeking blood. Humidity is released by OS and
attracts WF that are looking for a place to lay their eggs.

Table 3. Elements Parameters

Element Diff. Rate Evap. Rate Qty. released Attractive influence

Ph 0.3 0.05 1 0.5
BH 0.3 0.05 1 0.9
Hu 0.3 0.05 1 0.5
De 0.001 0.2 0.0041 -
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Adult Pheromone. This element is placed by WM on themselves when they
become adults. This is simply a way for WF to identify them as suitable mates.

Density. This element is released by all types of mosquitoes, and is consumed
by Oviposition spots. It is used to model the impact a high density of mosquitoes
has on their mortality rate. The reason it is consumed in Oviposition spots is
to ensure that they do not become a deadly site for mosquitoes due to the high
amount of mosquitoes that will be there.

5 Experiments and Results

This section details the various tests and simulations performed with the LAIS
Aedes aegypti model. Table 4 shows the default model parameters used for all
tests. The 100x100 default size for the test area was chosen because it was a good
compromise between the quality of the results and the processing time required
for each simulation. Excluding test 5.1 (which just shows the basic evolution of
the mosquito population over time), all graphics were determined by averaging
the population values of 20 similar simulations. Each block represents around
100 square meters, and each iteration corresponds to a single day.

Table 4. Model default parameters

Parameter Value

Model width (blocks) 100
Model height (blocks) 100
Initial number of Male Mosquitoes 1250
Initial number of Female Mosquitoes 750
Number of Humans 700

5.1 Default Model

This test is a basic simulation to show the normal evolution of the mosquito
population with no treatment (fig. 3). The number of OS used was 300. The
mosquito population seems to reach a steady state between 1000 and 2000 in-
dividuals from each gender, values that are independent of their initial number.
These variations suggest the presence of homeostasis and limit cycles that de-
pend on the various WF and WM parameters.

5.2 Varying Number of Oviposition Spots

In this test the impact of OS availability was studied (fig. 4). As was expected,
the final population increases in a linear fashion with the number of OS, since
more places to breed makes it easier for more females to lay their eggs. There is
probably a maximum number of OS that still significantly affects the number of
mosquitoes, as there are other factors that limit their growth, namely death by
density and the number of available humans.
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Fig. 3. Mosquito population over a period of 2000 iterations with no treatment applied
(300 OS)

Fig. 4. Final Mosquito Population as a function of the number of Oviposition Spots

5.3 Efficiency of Sterile Mosquitoes

As has already been said in the introduction, this model was used to study the
effect of a specific population control strategy, the RIDL method. Tests were
performed to show the impact of two factors on the efficacy of the treatment:
a) the amount of SM released, in the form of the sterile to wild ratio SM/WM
(fig. 5), and b) the width of the time frame in which the release occurred, T
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Fig. 5. Efficacy as a function of the SM/WM ratio (300 OS)

Fig. 6. Efficacy as a function of T (300 OS)

(fig. 6). The efficacy of the treatment is given by eq. 2, where Pi is the population
value when the treatment starts, and Pf the minimum population value obtained
during the period encompassing the duration of the treatment and a short time
after the treatment ends.
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Efficacy =
Pi − Pf

Pi
(2)

This kind of simulations are extremely important in order to find the best release
strategy and amount of SM to produce, information that is necessary for any
control program. The number of OS for all these tests was 300. Fig. 5 shows
a sigmoid-like increase of efficacy with SM/WM, with saturation starting for
values of SM/WM above 12. There is no significant difference for distinct re-
lease periods, but larger values of T tend to yield higher efficacies. The results
presented in fig. 6 are consistent with the ones from fig. 5, demonstrating that
for values of T above 100 the change in efficiency is negligible, and a higher
SM/WM results in higher efficacies.

6 Discussion

The results obtained regarding the effectiveness of this particular population
control strategy concerning SM/WM ratio, and the ones related to the width of
the time frame of the release are quite similar (from a qualitative point of view)
to the ones obtained in [19].

It is also important to comment that these were not the only results that
could be obtained from the LAIS simulator, but only the ones that were found
to be most important. The LAIS simulator can also yield information about the
concentration of all elements for each iteration, the number of agents in a given
state (larvae, pupas, adults, etc.), and the 2D representation of the environment
gives the possibility of checking the contents of any given block.

7 Conclusions and Future Work

The model presented in this paper is far from complete, since it is missing cer-
tain important factors, most noticeably environmental factors like temperature,
precipitation and wind. The various parameters also need to be fine-tuned to get
a model as close to the real population as possible (in particular, some param-
eters might not be entirely correct in relation to the amount of time associated
with each iteration). The possibility to have infected mosquitoes and humans
will also be an important improvement to the model, since then it can also be
used to directly predict the spread of the dengue disease.

Other strategies to contain the population could also be studied, and even
variations on this particular control strategy, like PRP (Prevention Release Pro-
gram), regularly releasing a lower number of sterile mosquitoes after the popu-
lation has been reduced below the transmission threshold, in order to keep the
population controlled.

Nevertheless, the model presented here can be the basis of an important tool
to: a) help in the comprehension of Aedes aegypti population dynamics; b) pre-
dict the efficacy of mosquito population control strategies; and c) assess the best
courses of action to contain the spread of the dengue disease.
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Abstract. Predicting the toxicity of new potential drugs is a fundamental step
in the drug design process. Recent contributions have shown that, even though
Genetic Programming is a promising method for this task, the problem of pre-
dicting the toxicity of molecular compounds is complex and difficult to solve. In
particular, when executed for predicting drug toxicity, Genetic Programming un-
dergoes the well-known phenomenon of bloat, i.e. the growth in code size during
the evolutionary process without a corresponding improvement in fitness. We hy-
pothesize that this might cause overfitting and thus prevent the method from dis-
covering simpler and potentially more general solutions. For this reason, in this
paper we investigate two recently defined variants of the operator equalization
bloat control method for Genetic Programming. We show that these two methods
are bloat free also when executed on this complex problem. Nevertheless, over-
fitting still remains an issue. Thus, contradicting the generalized idea that bloat
and overfitting are strongly related, we argue that the two phenomena are inde-
pendent from each other and that eliminating bloat does not necessarily eliminate
overfitting.

1 Introduction

Because of recent advances in high throughput screening, pharmaceutical research is
currently changing. In the drug discovery process, when a target protein is identified and
validated, the search of lead compounds begins with the design of a structural molecular
fragment with therapeutic potency. Libraries of millions of chemical compounds similar
to the identified effective fragment are then tested and ranked according to their specific
biological activity. This biological activity is usually measured according to the value of
so called pharmacokinetic parameters. In this paper, we are interested in the prediction
of a particular pharmacokinetic parameter called Median Lethal Dose (represented by
LD50 from now on), that measures the toxicity of a given compound. Being able to
reliably predict the LD50 value for a potential new drug is outstandingly important,
given that the majority of failures in compound development from the early nineties to
nowadays are due to a wrong prediction of this pharmacokinetic parameter during the
drug discovery process (see [10, 26] for detailed discussions).

In [1, 2] various machine learning methods have been investigated for LD50 predic-
tions, including Support Vector Machines, Artificial Neural Networks, Linear and Least
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Square Regression methods, and Genetic Programming (GP) [17]. Those contributions
suggest that GP is a valuable technique for predicting LD50, given that its results are
more accurate than the ones returned by the other machine learning methods. Neverthe-
less, those results also give a clear indication of the complexity of the studied problem.
In particular, this application emphasizes one of the most well-known and widely in-
vestigated negative features of GP, called bloat, i.e. the growth in code size during
the evolutionary process without a corresponding improvement in fitness. Indeed, af-
ter few GP generations executed for LD50 prediction, the population is composed by
huge potential solutions, each one characterized by several thousands of nodes, while
no significant improvement of fitness is observed. According to the so called minimum
description length principle (see for instance [19]), generally accepted in machine learn-
ing, we hint that the excessive solutions complexity is a limit to the GP generalization
ability and one possible cause of overfitting.

For this reason, we apply one of the newest and most recognized methods for coun-
teracting bloat in GP to the same dataset as in [1, 2], with the goal of producing simpler
solutions. The study of the performance of those solutions on out-of-sample testing data
will also allow us to make useful inferences about the relationship between bloat and
overfitting. Thus, the main contributions of this paper are: (1) deepening the study of
LD50 prediction, using new and promising GP methods and thus generating simpler
and more readable solutions than the ones returned by canonical GP; (2) shedding a
light on the relationship between bloat and overfitting, by comparing the generalization
ability of these solutions with the one of the solutions returned by canonical GP.

The method we use to counteract bloat is the recently defined operator equalisa-
tion [5, 24]. Developed alongside the crossover bias theory [3, 4, 15, 16] (the most re-
cent bloat theory, that explains code growth in tree-based GP by the effect that standard
subtree crossover has on the distribution of program lengths in the population), the oper-
ator equalisation is one of the few bloat control methods based on a precise theoretical
study. By filtering which individuals are accepted in each new generation, this tech-
nique allows accurate control of the distribution of program lengths inside the popula-
tion, easily biasing the search towards smaller or larger programs. In the first published
version of operator equalisation [5], the user had to specify the desired length distribu-
tion, called target, as well as a maximum allowed program length. Both remained static
throughout the entire run. Each newly created individual was accepted or rejected for
the new generation based on its length and the target distribution. This first implemen-
tation was recently followed by a dynamic version of operator equalisation (here called
DynOpEq) [24], where both the target and the maximum allowed program length are self
adapted along the run. In DynOpEq, the acceptance or rejection of the newly created in-
dividuals is based not only on their length, but also on their fitness. In [24] DynOpEq has
been experimented on four well-known GP benchmark problems (symbolic regression,
artificial ant, even-parity and multiplexer), while in [25] DynOpEq has been executed
for the first time on a real-life application (prediction of another pharmacokinetic pa-
rameter, human oral bioavailability). Furthermore, in [25] a new version of the operator
equalisation has been defined. Contrarily to DynOpEq, it does not reject any individ-
uals, and instead transforms them by slightly mutating their genotype until they reach
the desired length. This new implementation has been called MutOpEq.
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In this paper, for the first time, we test both DynOpEq and MutOpEq on LD50 predic-
tion, which is a much more complex problem than the one studied in [25], as confirmed
in [1, 2].

The paper is structured as follows: in Section 2 we present the problem of LD50
prediction; Section 3 describes the operator equalisation and both its variants studied
here; in Section 4 we present the experimental setting used; Section 5 contains the
obtained experimental results and a discussion of them; finally, Section 6 concludes the
paper and offers ideas for future research.

2 Toxicity of Drugs: Median Lethal Dose

Pharmacokinetics prediction tools are based on two approaches: molecular modeling,
which uses intensive protein structure calculations and data modeling. Methods based
on data modeling are widely reported in literature, and all belong to the category of
Quantitative Structure Activity Relationship (QSAR) models [9]. The goal of such mod-
els is defining a quantitative relationship between the structure of a molecule and its
biological activity. To obtain a QSAR model, it is necessary to collect a training set of
drugs for which biological activity parameters are known. A wide spectrum of features,
called molecular descriptors, are calculated from the structural representation of each
compound. Descriptors are computed from a graph based representation of molecules,
in which labelled nodes refer to atoms and labelled edges represent bonds between
atoms. Two main categories of features are generally used in QSAR procedures: 2D-
chemical descriptors, based on a bi-dimensional representation of compounds and 3D-
chemical descriptors, whose computation is time-consuming since they are calculated
from a tri-dimensional molecular structure. For a detailed discussion on molecular de-
scriptors, see for instance [18]. After molecular features calculation, it comes natural
to try to formalize a mathematical relationship between them and the biological target
parameter, applying statistical or machine learning procedures.

The pharmacokinetic parameter studied in this paper (Median Lethal Dose (LD50))
is one of the parameters measuring the toxicity of a given compound. More precisely,
LD50 refers to the amount of compound required to kill 50% of the test organisms
(cavies). It is usually expressed as the number of milligrams of drug related to one
kilogram of mass of the model organism (mg/kg). Depending on the specific organ-
ism (usually rat, mouse, dog, monkey, or rabbit), and on the precise way of supplying
(generally intravenous, subcutaneous, intraperitoneal, or oral) that are chosen in the ex-
perimental design, it is possible to define a spectrum of LD50 protocols. In our work
we consider only the Median Lethal Dose measured in rats with the compound orally
supplied, which represents the most used protocol.

Drug toxicity prediction is a very difficult and challenging task: because of the com-
plexity of possible interactions between the organism and the pharmacological molecule,
similar compounds may undergo different toxic behaviors. A benchmark of mathemat-
ical methods, including recursive partitioning (RP) and Partial Least Square regression
(PLS) among others, has been tested by Feng and co-workers [12]. Multivariate lin-
ear regression and Artificial Neural Networks have been applied for building a model
of LD50 in fathead minnow (Pimephales promelas) for 397 organic chemicals [27]. A
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technique called Genetic Function Approximation (GFA) considering 107 molecular
descriptors has been proposed in [8].

GP has been used in pharmacokinetics for instance in [30], where it is used to classify
molecules in terms of their bioavailability, but to the best of our knowledge, it has not
intensively been used for toxicity predictions yet, except for the contributions presented
in [1, 2]. These references show that GP is a promising method, but code growth and
overfitting of training data still remain important issues.

3 Operator Equalisation

Developed alongside the crossover bias theory [3, 4, 15, 16], operator equalisation is a
recent technique to control bloat that allows an accurate control of the program length
distribution during a GP run. To better explain how it works, we use the concept of a
histogram. Each bar of the histogram can be imagined as a bin containing those pro-
grams whose length (i.e., total number of nodes) is within a certain interval. The width
of the bar determines the range of lengths that fall into this bin, and the height specifies
the number of programs allowed within. We call the former bin width and the latter
bin capacity. All bins are the same width, placed adjacently with no overlapping. Each
length value, l, belongs to one and only one bin b, identified as follows:

b =
⌊

l−1
bin width

⌋
+ 1 (1)

For instance, if bin width = 5, bin 1 will hold programs of lengths 1,..,5, bin 2 will hold
programs of lengths 6,..,10, etc. The set of bins represents the distribution of program
lengths in the population. Operator equalisation biases the population towards a de-
sired target distribution by accepting or rejecting each newly created individual into the
population (and into its corresponding bin). The original implementation of operator
equalisation, where the user was required to specify the target distribution and max-
imum program length, rapidly evolved to a self adapting implementation where both
these elements are automatically set and dynamically updated to provide the best set-
ting for each stage of the evolutionary process. There are two tasks involved in operator
equalisation: calculating the target (in practical terms, defining the capacity of each bin)
and making the population follow it (making sure the individuals in the population fit
the set of bins). The first task is common to both implementations described here. The
second task differs between DynOpEq and MutOpEq.

Calculating the Target Distribution. Provided with a simple and effective method
for biasing the search towards the desired program lengths, the question immediately
arises: what is the best program length distribution? Preliminary steps were taken in
this direction [5] and evidence has shown that (1) it depends on the problem and (2) it
depends on the stage of the run. In both DynOpEq and MutOpEq the dynamic target
length distribution simply follows fitness. For each bin, the average fitness of the indi-
viduals within is calculated, and the target is directly proportional to these values. Bins
with higher average fitness will have higher capacity, because that is where search is
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proving to be more successful. Formalizing, the capacity, or target number of individu-
als, for each bin b, is calculated as: bin capacityb = round(n× ( f̄b/∑i f̄i)), where f̄i is
the average fitness in the bin with index i, f̄b is the average fitness of the individuals in
b, and n is the number of individuals in the population.

Initially based on the first randomly created population, the target is updated at each
generation, always based on the fitness measurements of the current population. This
creates a fast moving bias towards the areas of the search space where the fittest pro-
grams are, avoiding the small unfit individuals resulting from the crossover bias, as well
as the excessively large individuals that do not provide better fitness than the smaller
ones already found. Thus the dynamic target is capable of self adapting to any problem
and any stage of the run.

Following the Target Distribution. In operator equalisation, every newly created in-
dividual must be validated before eventually entering the population. The details differ
between the two implementations used in our study, here designated as DynOpEq and
MutOpEq. The main difference resides on the fact that DynOpEq rejects the individuals
that do not fit the target, and MutOpEq mutates the individuals until they fit the target.

In both implementations, individuals from the population are selected for mating and
the application of genetic operators allow us to create new individuals, as in canonical
GP. After that, the length of each new individual is measured, and its corresponding bin
is identified using Equation 1. If this bin already exists and is not full (meaning that
its capacity is higher than the number of individuals already there), the new individual
is immediately accepted. If the bin still does not exist (meaning it lies outside the cur-
rent target boundaries) the fitness of the individual is measured and, in case we are in
the presence of the new best-of-run (the individual with best fitness found so far), the
bin is created to accept the new individual, becoming immediately full. Any other non-
existing bins between the new bin and the target boundaries also become available with
capacity for only one individual each. The dynamic creation of new bins frees the op-
erator equalisation technique from the fixed maximum program length that was present
in the very first implementation. The criterion of creating new bins whenever needed
to accommodate the new best-of-run individual is inspired by a successful technique to
control code growth based on dynamic limits [22, 23].

The differences between DynOpEq and MutOpEq are revealed when the intended
bin exists but is already at its full capacity, or when the intended bin does not exist and
the new individual is not the best-of-run. In the first case, DynOpEq evaluates the indi-
vidual and, if we are in the presence of the new best-of-bin (meaning the individual has
better fitness than any other already in that bin), the bin is forced to increase its capacity
and accept the individual. Otherwise, the individual is rejected. Permitting the addition
of individuals beyond the bin capacity allows a clever overriding of the target distribu-
tion, by further biasing the population towards the lengths where the search is having a
higher degree of success. In the second case, when the bin does not exist and the indi-
vidual is not the best-of-run, rejection always occurs. There is an obvious computational
overhead in evaluating so many individuals that end up being rejected1. MutOpEq, on

1 This subject has been extensively addressed in previous work [24] where the main conclusion
was that most rejections happen in the beginning of the run and refer to very small individuals.
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the other hand, never rejects individuals. In both cases mentioned above, this new im-
plementation performs the same action: it searches for the closest existing non-full bin,
and then mutates the new individual until its length fits this bin. The mutations used are
“weak” mutations in the sense that they modify the least possible amount of code each
time they are applied. Loosely based on the shrink and grow mutations defined in [29],
our weak mutations can be informally described as follows: (1) Shrink: chooses a ter-
minal branch (a minimum-depth branch containing only one function whose arguments
are all terminals) and replaces it with one of its terminal nodes (one of the arguments of
the function); (2) Grow: chooses a terminal node and replaces it with a terminal branch
where one of the arguments is the replaced terminal. We use one or the other, depending
on whether we need to reduce or enlarge the individual. Whenever there is a tie (i.e.,
there are two existing non-full bins at the same distance), the preferred option is to re-
duce. The same individual will undergo several mutations until it reaches the desired
length. We expect that, by iteratively inserting or removing only terminal elements, in-
stead of inserting or removing a larger branch in a single operation, we minimize the
impact on the fitness of the individual [11, 13].

4 Experimental Setting

Here we describe how the data for the problem described in Section 2 was collected
and prepared, and what parameters and tools were used in our experiments. The tech-
niques tested were both operator equalisation versions (DynOpEq and MutOpEq) and
a standard non-equalising version of GP (StdGP).

We have obtained a set of molecular structures and the corresponding LD50 val-
ues using the same data as in [6] and a public database of food and drug Admin-
istration (FDA) approved drugs and drug-like compounds [20]. Chemical structures
are all expressed as SMILES code (Simplified Molecular Input Line Entry Specifica-
tion), i.e. strings coding the 2D molecular structure of a compound in an extremely
concise form. The resulting libraries of molecules contained 234 molecules with mea-
sured LD50 values. SMILES strings belonging to the LD50 dataset have been used to
compute 627 bi-dimensional molecular descriptors using the on-line DRAGON soft-
ware [28]. Thus, data have been gathered in a matrix composed by 234 rows (instances)
and 627 columns (features). Each row is a vector of molecular descriptors values iden-
tifying a drug; each column represents a molecular descriptor, except the last one, that
contains the known values of LD50. This dataset can be downloaded from the web-
page: http://personal.disco.unimib.it/Vanneschi/toxicity.txt. Training and test sets have
been obtained by randomly splitting the dataset: at each GP run, 70% of the molecules
have been randomly selected with uniform probability and inserted into the training set,
while the remaining 30% form the test set.

A total of 30 runs were performed with each technique. All the runs used popula-
tions of 500 individuals allowed to evolve for 100 generations. Tree initialization was
performed with the Ramped Half-and-Half method [17] with a maximum initial depth
of 6. The function set contained the four binary operators +, −, ×, and /, protected as
in [17]. The terminal set contained all 234 variables and no random constants. Because
the cardinalities of the function and terminal sets were so different, we have explic-
itly imposed functions and terminals the same probability of being chosen. Fitness was
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calculated as the root mean squared error between outputs and targets. Selection for
reproduction used Lexicographic Parsimony Pressure [14] tournaments of size 10. Very
similar to a regular tournament, the lexicographic tournament chooses smaller individ-
uals when their fitness is the same. Tested in different problems, it appears like this
tournament is advantageous or, in the worst case, does not affect the performance of the
search process. The reproduction (replication) rate was 0.1, meaning that each selected
parent has a 10% chance of being copied to the next generation instead of being engaged
in breeding. Standard tree mutation and standard crossover (with uniform selection of
crossover and mutation points) were used with probabilities of 0.1 and 0.9, respectively.
The new random branch created for mutation has maximum depth 6. Selection for sur-
vival was not elitist. Regarding the parameters specific to each technique, standard GP
used a fixed maximum depth of 17, and both operator equalisation techniques used a
bin width equal to 1.

All the experiments were performed using a modified version of GPLAB [21], a
Genetic Programming Toolbox for MATLAB. Statistical significance of the null hy-
pothesis of no difference was determined with pairwise Kruskal-Wallis non-parametric
ANOVAs at p = 0.01. A non-parametric ANOVA was used because the data is not guar-
anteed to follow a normal distribution. For the same reason, the median was preferred
over the mean in all the evolution plots shown in the next section. The median is also
more robust to outliers.

5 Results and Discussion

The criteria to evaluate the performance of a given optimization heuristic may depend
on the goals and particularities of the application being studied. In this work, program
length (i.e. the number of nodes contained in a solution) will be one of our main con-
cerns, a par with fitness, in particular the fitness measured on the test set. In fact, in
our application it is very important that results are accurate and general, but they must
also be simple and “human readable”, if we want our computational tool to have a real
impact on pharmaceutical industry.

Figure 1 contains three boxplots2. The first one (a) refers to the best fitness achieved
on the final generation, measured on the training set; the second (b) shows the fitness
achieved by the same individuals when measured on the test set; the third (c) shows the
average program length measured on all the generations.

All the fitness differences are statistically significant on the training set (a), where
DynOpEq is the technique that reaches better fitness, followed by StdGP, and finally
MutOpEq. On the test set (b), a significant difference is observed between DynOpEq
and MutOpEq, where MutOpEq maintains a better generalization ability. The three
techniques present behavioral differences in terms of variability of the test fitness. Both
in StdGP and DynOpEq there are several outliers not shown in the plot, as hinted by the
magnitude of the mean values. In contrast, MutOpEq exhibits a fairly constrained and
predictable behavior. Interestingly, all the differences in the average program length (c)

2 In the boxplots each technique is represented by a box and pair of whiskers. Each box has lines
at the lower quartile, median, and upper quartile values, and the whiskers mark the furthest
value within 1.5 of the quartile ranges. Outliers are represented by +, and × marks the mean.
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Fig. 1. Boxplots of (a) best training fitness, (b) test fitness of best training individuals, and (c)
average program length

are statistically significant, with StdGP producing the largest individuals. Among the
equalisation techniques, MutOpEq produces shorter individuals than DynOpEq. Al-
ready from these first results we can say that, in the context of our application, Mu-
tOpEq seems the technique producing the most desirable results. In fact, the quality of
the solutions found by MutOpEq on the test set is better than the one of the solutions
found by the other methods, in terms of fitness and program length.

Now we take a closer look at fitness and program length and we observe how they
evolve along the runs. Figure 2 contains six plots. Let us focus first on plots (a) and (b)
containing best training fitness and test fitness of best training individuals respectively.
Because of the large differences observed in the average program length of the differ-
ent techniques, and because we are particularly interested in program length, we plot
fitness against a rough estimate of computational effort, calculated as the total number
of nodes used by all the individuals that were once part of the population. This mea-
sure of computational effort clearly also depends on the population size. The suitability
of plotting fitness against total number of nodes visited by GP populations, instead of
fitness against generations, has been deeply explained in previous studies (see for in-
stance [7, 24]) and will not be further discussed here. We observe that StdGP requires
substantially more effort than the equalisation techniques, and MutOpEq requires less
effort than DynOpEq. This, as well as the training and test fitness recorded at the end of
the run, was already known from the observation of the previous figure. The interesting
information provided by these plots is that on the training set all the techniques show a
similar steady improvement of fitness along the run, while on the test set all the tech-
niques show a fast improvement in the beginning followed by a worsening tendency
from early in the run until the end. We deduce that all the techniques overfit the training
data. This confirms that the problem we are studying is a very complex and difficult
one, as already observed in [1, 2]. We can only observe that overfitting is less marked
in MutOpEq than in StdGP and DynOpEq. Once again, MutOpEq seems the preferable
method, given that it finds better fitness values on the test set all along the run with less
computational effort.
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Fig. 2. Evolution plots of (a) best training fitness and (b) test fitness of best training individuals,
both against computational effort; (c) average program length and (d) computational effort, both
against generations; and (e) best training fitness and (f) test fitness of best training individuals,
both against average program length

We now shift our attention to the evolution of program length and computational
effort, regardless of fitness. Plot 2(c) reports the average program length in each gener-
ation. The difference between StdGP and the equalisation techniques is striking: StdGP
exhibits a marked increase all along the run, while for both DynOpEq and MutOpEq the
average program length increases very rapidly in the first few generations, and then sta-
bilizes rather suddenly on a relatively low value. MutOpEq stabilizes sooner, and on a
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slightly lower value, than DynOpEq. Plot 2(d) shows the computational effort, roughly
expressed as the total (cumulative) number of nodes used so far, in each generation.
Directly related to the previous plot, it is not surprising to see that, unlike in StdGP, in
operator equalisation the computational effort rises linearly.

In synthesis, while plots 2(a) and 2(b) show that all methods overfit training data,
plots 2(c) and 2(d) show that only StdGP bloats, while DynOpEq and MutOpEq are
completely bloat free. As a consequence, we can state that when we have bloat we may
have overfitting, but preventing bloat does not necessarily avoid overfitting.3

This result is confirmed by plots 2(e) and 2(f). They report fitness against average
program length (plot 2(e) referring to the training set and plot 2(f) to the test set). De-
pending on how fast the fitness improves with the increase of program length, the lines
in the plot may point downward (south), or they may point to the right (east). Lines
pointing south represent a rapidly improving fitness with little or no code growth. Lines
pointing east represent a slowly improving fitness with strong code growth. Lines point-
ing southwest (bottom left) represent improvements in fitness along with a reduction of
program length. We want our lines to point as south (and west) as possible. Only plot (e)
(the one based on the training set) should be used to make inferences about bloat. Plot (f)
can be used to make inferences about overfitting. As can be seen, in the training set both
equalisation techniques point south, while StdGP points south-east. Once again, we can
safely say that both equalisation techniques are bloat free. In the test set, all the methods
point north or northeast, thus confirming that they all overfit. The speed of overfitting
seems to be directly related to the speed of learning, regardless of the amount of code
growth.

6 Conclusions and Future Work

We have tested two recently defined versions of the operator equalisation method for
bloat control in Genetic Programming (called DynOpEq and MutOpEq) on the prob-
lem of predicting the value of Median Lethal Dose of a set of drug-like molecular
compounds. Previous contributions have shown that when standard Genetic Program-
ming (StdGP) is used to mine this dataset, the phenomenon of bloat is particularly
relevant, causing the generation of huge and poorly general solutions. The presented re-
sults have shown that both equalisation techniques are completely bloat free, producing
much smaller individuals than StdGP. Nevertheless, overfitting is still present in all the
three techniques (even though its negative effects are less important in MutOpEq). Con-
tradicting the generalized idea that bloat and overfitting are strongly related, we have
argued that the two phenomena seem to be independent from each other, by showing
that eliminating bloat does not eliminate overfitting, and recalling previous results [25]
where the occurrence of bloat did not cause overfitting.

As future work, we plan to develop new methods to limit overfitting for LD50 pre-
dictions. We would also like to deepen and broaden this study in order to further clarify
the relationship between bloat and overfitting. We also plan to test new implementations
of operator equalisation and apply them to many more complex real-life problems in
the field of drug discovery. Furthermore, we plan to compare DynOpEq and MutOpEq

3 Previous results presented in [25] have also shown that bloat can happen without overfitting.
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with multi-objective approaches and with other techniques that do not bloat (such as
Cartesian GP) or that counteract bloat (such as Dynamic Limits, Tarpeian or Double
Tournament methods).
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Abstract. Rapid advances in science and in laboratorial and computing meth-
ods are generating vast amounts of data and scientific literature. In order to 
keep up-to-date with the expanding knowledge in their field of study, research-
ers are facing an increasing need for tools that help manage this information. In 
the genomics field, various databases have been created to save information in a 
formalized and easily accessible form. However, human curators are not capa-
ble of updating these databases at the same rate new studies are published. Ad-
vanced and robust text mining tools that automatically extract newly published 
information from scientific articles are required. This paper presents a method-
ology, based on syntactic parsing, for identification of gene events from the sci-
entific literature. Evaluation of the proposed approach, based on the BioNLP 
shared task on event extraction, produced an average F-score of 47.1, for six 
event types.  

Keywords: Biomedical literature, information extraction, bio-molecular events, 
syntactic parsing, semantic properties. 

1   Introduction 

Recent advances in biotechnology, namely the widespread use of high-throughput 
methods for gene analysis, have originated vast amounts of published scientific litera-
ture. While much of the data and results described in these studies are being annotated 
in the various existing biomedical databases, these are not easily kept up-to-date. As a 
result, many relevant research outcomes are still enclosed as free-text in the scientific 
literature, which remains the major source of information for researchers [1]. It is there-
fore increasingly difficult for researchers to keep track of the quickly expanding bio-
medical knowledge to support their experiment planning and analysis of results [2][3]. 

Researchers are currently faced with issues such as (i) how to identify the most rele-
vant articles for their specific study, (ii) how to identify the mentioned concepts (genes, 
proteins, diseases and so on) and relations between them, and (iii) how to integrate the 
extracted information with the existing knowledge in a simple, efficient, and user-
friendly manner [2][4]. This integrated view of information extracted from literature, in 
the framework of more systematized and formalized knowledge annotated in databases 
and ontologies, is an important requisite for biological data analysis [3]. 
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To address these issues, several tools have been developed in the past years that 
combine Information Extraction (IE), Text Mining (TM) and Natural Language Proc-
essing (NLP) techniques with the domain knowledge available in resources such as 
the Entrez Gene, UniProt, GO or UMLS [1][2][4][5]. Such tools process text titles 
and abstracts from the MEDLINE/PubMed [6] literature database and present the 
extracted information in different forms. The iHOP tool [7] identifies genes and pro-
teins in PubMed abstracts and uses them as links, allowing the navigation through 
sentences and abstracts. The AliBaba system [8] is based on pattern matching and co-
occurrence statistics to find associations between biological entities such as genes, 
proteins or diseases, and presents the search results in the form of a graph. EBIMed 
[9] also finds associations between protein/gene names, GO annotations, drugs and 
species in PubMed abstracts resulting from a user query. The results are displayed in a 
table with links to the sentences and abstracts that support the corresponding associa-
tions. A similar tool, FACTA [10] retrieves abstracts from PubMed and identifies 
biomedical concepts (e.g. genes/proteins, diseases, enzymes and chemical com-
pounds) co-occurring with the user query term. The concepts are presented to the user 
in a tabular format and ranked based on the co-occurrence statistics or on pointwise 
mutual information.  

More recently, there has been some focus on applying more detailed linguistic 
processing in order to improve information retrieval and extraction. Chilibot [11] 
retrieves sentences from PubMed abstracts related to a pair or a list of proteins, genes, 
or keywords, and applies shallow parsing to classify these sentences as interactive, 
non-interactive or simple abstract co-occurrence. The identified relationships between 
entities or keywords are then displayed as a graph. MEDIE [12] uses a deep-parser 
and a term recognizer to index abstracts based on pre-computed semantic annotations, 
allowing for real-time retrieval of sentences containing biological concepts associated 
with the terms specified in the user query. 

Interest in the application of more advanced methods of linguistic processing is 
also evident in the recent information extraction evaluation challenges, namely the 
BioNLP shared task on event extraction [13] and the BioCreAtIvE II.5 challenge [14], 
which investigate the extraction of gene events from literature. In this paper, we de-
scribe a methodology based on syntactic parsing to detect and annotate bio-molecular 
events, such as protein production and breakdown, localization or binding events. We 
present results from our participation in the BioNLP shared task and discuss the main 
difficulties and further developments required in this area. 

2   Methods 

The method described in this paper to identify bio-molecular events is based on syn-
tactic grammars that process texts and detect the occurrence of linguistic patterns that 
describe such events. Syntactic parsing was implemented using NooJ [15], a freely 
available development environment and linguistic processing engine that includes 
tools for inflectional and derivational morphology, syntactic grammars and semantics. 

NooJ uses dictionaries and grammars to produce formalized descriptions of natural 
language and contains a system of inflectional and derivational paradigms, which inter-
acts with the dictionary. Inflectional rules apply to a dictionary entry (lemma) to recog-
nize and generate inflected forms, including gender, number and tense. Derivational 
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rules apply to a dictionary entry to recognize and generate derived forms, such as nomi-
nalizations (predicate nouns morphosyntactically related to a verb) as adopted in [16]. 
Lemmas can also have semantic information included. Semantic properties allow, for 
example, adding the characteristic of a particular named entity, such as ‘ORGANISM’, 
‘PROTEIN’ or ‘DISEASE’. These properties are illustrated in Table 1. 

Table 1. Dictionary entries in NooJ 

Lemma  PoS FLX Semantic 
properties 

ID TAXID 

human            N TABLE ORGANISM  9606 
Homo sapiens  N  ORGANISM  9606 
Breast cancer type 1 
susceptibility protein 

 N  PROTEIN P38398 9606 

BRCA1  N  PROTEIN P38398 9606 
BRCA1  N  PROTEIN P48754 10090 
BRCA1  N  GENE 672 9606 
RNF53  N  GENE 672 9606 

 
To create the dictionaries used in this method, we adapted the verb dictionary from 

the biomedical resource BioLexicon [17][18]. BioLexicon includes verbs that occur 
frequently in the biomedical literature and that usually describe a specific event, such 
as “express”, “bind” and “transcribe”. We enhanced the BioLexicon dictionary with 
inflectional (“FLX”) and derivational (“DRV”) attributes and with semantic properties, 
as shown in Table 2. For example, ION:TABLE represents the derivational and inflec-
tional paradigms for the nominalization “expression” (which inflects as the word TA-
BLE), and ABOLISH represents the inflectional paradigm for the verb “express”. 

The semantic properties in NooJ dictionaries were used to assign specific event 
types to the verbs in the literature that describe those events. In Table 2, the verb 
“stimulate”, for example, is assigned a semantic property “EventType” with a value 
“Positive_Regulation”. This semantic property is then used in the syntactic grammars, 
which add an annotation to that type of event whenever it is detected in texts.  

Table 2. Definition of verbs in the dictionary 

 
The inflectional and derivational paradigms are described in terms of re-write 

rules. For example, the noun inflectional paradigm “TABLE”, defines that the plural 
of the dictionary word associated with this rule is formed by adding an “s” to the 
lemma. Hence, the plural of any word associated with the attribute “+FLX=TABLE” 
(ex. “human”) will be obtained in the same way. In the case of verbs, inflectional 
rules describe the conjugation of the verb. For example, the inflectional paradigm 
“SMILE” defines re-write rules in terms of person, number and tense for verbs that 

Lemma PoS DRV FLX EventType 

express V ION:TABLE ABOLISH Gene_expression 
ligate V TION:TABLE SMILE Binding 
stimulate V TION:TABLE SMILE Positive_regulation 
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conjugate like the verb “to smile”. Similarly, the derivational system allows the deri-
vation of a word, as defined by the derivational rule. This allows, for example, obtain-
ing nouns and adjectives from verb entries. The derived word maintains the semantic 
properties of the word from which is derived (lemma). Thus, the predicate noun 
“stimulation” is produced and linked to a positive regulation event, through its inher-
ited semantic properties from the verb “stimulate”. 

In order to define the type of events linked to each verb, we used the training data 
in the BioNLP shared task. Based on the manual linguistic annotations, we extracted 
the sentences corresponding to each event, and assigned the event type to the verbs 
found on those sentences. We then manually checked this list and selected only those 
verbs showing a specific link to a type of event. In case verbs were linked to more 
than one event type, only the most frequent event type was selected, and the remain-
ing ones removed.  

In NooJ, syntactic grammars can be used to process sequences of tokens to recog-
nize and annotate multiword expressions. In the approach used, our aim was to detect 
linguistic patterns, based on named entities (genes and proteins) and on biologically 
relevant verbs and verb nominalizations referencing some type of bio-molecular 
event. These entities, verbs and nouns are automatically annotated by NooJ when the 
dictionaries and grammars are applied to texts.  

In order to create the relevant grammars, we first used NooJ to extract general con-
cordances from the texts that included an annotated gene or protein and a verb or 
nominalization. We then identified, in the examples provided by the concordances, 
specific grammatical constructions describing different types of events. For example, 
we were able to identify a simple pattern composed of a nominalization, the particle 
‘of’ and a named gene or protein, as in “expression of p53” or “stimulation of CD4”. 
These patterns were described in terms of syntactic grammars, as illustrated in Fig. 1. 
The output of the grammar (shown below the connecting lines) identifies the protein 
(“CD4”), the expression referencing the event (“stimulation”) and the type of event. 

Construction and refinement of the syntactic grammars is an iterative process. Af-
ter creating a baseline grammar to describe a particular construction, we try to incor-
porate syntactic-semantic variants (paraphrases) in order to achieve better recall, 
without compromising precision. For example, the grammar used to identify the con-
struction “expression of p53” should also be able to identify “expression of gene p53” 
or “expression of the human gene p53”. The training and development data sets of the 
shared task were used during this iterative process.  

The semantic properties included in the dictionary are used in the syntactic gram-
mars to specify the event type in the annotation. Example 1 shows the output of the 
grammar in Fig. 1: “CD4” is the named entity and “stimulation” is the expression 
identifying the bio-molecular event. The event type, “positive regulation”, is obtained 
directly from the expression’s semantic properties.  

Example 1. Grammar output used to annotate the expression in texts 

Stimulation of human CD4 
<EVENT+PROTEIN=CD4+EXP=Stimulation+TYPE=Positive_regula
tion> 
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Fig. 1. Grammar to detect phrases, such as “stimulation of CD4” 

3   Results 

The application of the grammars described in the previous section allowed the extrac-
tion of phrases that reference gene related events. Table 3 shows some examples of 
the patterns described by these grammars and the corresponding concordances found 
in texts. Although these are relatively simple patterns, they can model a large portion 
of the language used to present such events. 

Table 3. Patterns detected by the grammars 

Pattern Concordance in text 

<entity> [<entity_type>] <nominalization> HSP gene expression 
<nominalization> “of” [<entity_type>] <entity> upregulation of Fas 
<entity> [<entity_type>] <be> [“not”] [<adverb>] <verb> IL-2R stimulation was totally 

inhibited     
<verb> <preposition> <entity> binding of TRAF2     
<verb> <nominalization> “of” <entity> suppressing activation of 

STAT6     

 
This section presents the evaluation results of the proposed method, obtained using 

the test data from the BioNLP shared task on event extraction. This data set was not 
used for defining the semantic properties to include in the dictionary or for creating 
the syntactic grammars. The aim of the shared task was to detect gene events in Pub-
Med abstracts and create the corresponding annotations, including the protein(s) in-
volved, the referencing expression or trigger and the type of event. The data for the 
BioNLP task was derived from the GENIA event corpus and comprised 800 abstracts 
in the training set, 150 in the development set, and 260 in the test set. Details on the 
annotation procedure and evaluation metrics are described in [13]. 

The BioNLP shared task divided events into nine types. The regulatory events were 
not included in this study due to time constraints and to the more complex structure of 
those events. Results for the remaining six event types are displayed in Table 4. These 
results were achieved using six grammars similar to the one exemplified in Fig. 1. An 
average F-score of 47.11 was obtained. Except for binding events, the results are prom-
ising and show that a good performance can be obtained using this simple approach. In  
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Table 4. Performance of the event detection method (test data) 

Event type Recall Precision F-score 

Localization           35.63 70.45     47.33 
Binding 13.54 34.06     19.38 
Gene Expression 46.40     78.45     58.31 
Transcription 33.58     41.07     36.95 
Protein Catabolism 35.71     62.50     45.45 
Phosphorylation 49.63     79.76     61.19 

Average 36.76 65.58 47.11 

 
the case of binding events, the participation of two proteins creates extra difficulty in 
describing such events, and the results are still poor. 

4   Discussion 

We have described an approach which uses syntactic grammars to detect and annotate 
gene events from the scientific literature. The proposed method takes advantage of the 
inflectional and derivational morphology and the semantic properties established in 
dictionaries and grammars developed with NooJ, which allow to associate termino-
logical verbs and their derivations to specific event types. This approach provides a 
general and flexible solution for information extraction from biomedical texts. 

The results illustrated in Table 4 indicate that this approach can be used to process 
the literature and extract networks of events and interactions. These networks are valu-
able for literature search and navigation, as proposed in MEDIE or Chilibot tools, but 
require much less processing. However, some shortcomings need to be considered and 
improved. The first limitation is related to named entity recognition. In the BioNLP 
shared task, participants were supplied with the names and positions in text of men-
tioned genes and proteins. In such a setup, recognizing linguistic patterns where these 
entities occur is significantly simplified. In a more realistic task, the processing pipeline 
would not have the list of mentioned entities as an input and a named entity recognizer 
with a very good performance needs to be included in the processing steps. 

Another limitation concerns the identification of patterns and creation of gram-
mars. Although a manual procedure such as the one taken can identify the most sali-
ent linguistic patterns, it would be interesting to investigate the possibility to generate 
and assess new patterns automatically. In this study, we have not included the gene 
regulatory events because these are frequently referenced by more complex construc-
tions which are not yet covered by our grammars. Describing and extracting these 
events is of great importance and will become a future direction of our work. 

Finally, it is important to assess the advantages and disadvantages of the proposed 
approach for identifying relations and events, when compared to other methods based 
on shallow or deep parsing. 

Methods such as the one proposed in this paper can be used to help database cura-
tors identify the most relevant facts in the literature and speed-up the annotation proc-
ess. Tools based on these methods can also provide alternative querying and browsing 
of facts cited in the literature and be useful for researchers. However, before these 
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methods can be truly useful, they must be included in user-oriented tools that offer 
robust and reliable performance while hiding the complexity of the linguistic process-
ing. It is also of major importance that these tools keep links to the reference data-
bases so that users can navigate from the literature to these resources and back, in a 
simple and fluid way.  
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Abstract. RNA secondary structure prediction depends on context.
When only a few (sometimes putative) RNA homologs are available, one
of the most famous approach is based on a set of recursions proposed by
Sankoff in 1985. Although this modus operandi insures an algorithmi-
cally optimal result, the main drawback lies in its prohibitive time and
space complexities. A series of heuristics were developed to face that
difficulty and turn the recursions usable. In front of the inescapable in-
tricacy of the question when handling the full thermodynamic model,
we come back in the present paper to a biologically simplified model
that helps focusing on the algorithmic issues we want to overcome. We
expose our ongoing developments by using the constraints framework
which we believe is a powerful paradigm for heuristic design. We give
evidence that the main heuristics proposed by others (structural and
alignment banding, multi-loop restriction) can be refined in order to
produce a substantial gain both in time computation and space require-
ments. A beta implementation of our approach, that we named AR-
NICA, exemplify that gain on a sample set that remains unaffordable to
other methods. The sources and sample tests of ARNICA are available
at http://centria.di.fct.unl.pt/~op/arnica.tar.gz

1 Introduction

The interest for RNA secondary structure prediction in the last decades may be
driven by the combination of two reasons, a biological one and a theoretical one.
From the biological viewpoint, RNA secondary structure prediction is a challeng-
ing problem to help bridging the gap between the different levels of description
of the structure [CMR08, SYKB07]. The discovery of new families of non-coding
RNA (ncRNA) demands adapted tools to predict or at least provide informa-
tion about their structure, and the programs that compute secondary structure
naturally organize themselves along several noticeable directions that implicitly
depend on their context of use. When the family of sequences under consid-
eration is large enough and the sequences not too divergent, a good multiple
alignment is obtained by sequence alignment methods ([OH98] assess the relia-
bility of such methods for rRNA) or by semi-automated methods. The structure

L. Seabra Lopes et al. (Eds.): EPIA 2009, LNAI 5816, pp. 86–97, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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prediction programs based on covariation analysis [ED94, KH03] can then handle
the alignment and they have proven to be very accurate in guessing the struc-
ture in that context. With a small family of poorly conserved RNA sequences,
a good starting alignment can hardly be constructed, resulting usually in the
inapplicability of the methods based on pre-alignment. In that second context
it makes sense to search for the alignment and the structure at the same time.
Sankoff [San85] pioneered the field by exhibiting a set of recursions to optimally
compute the best structural alignment of two RNA sequences when the struc-
ture is not known a priori. These recursions can be straightforwardly extended
to N sequences and can also handle the energy parameters traditionally used
for energy minimization [MSZT99]. Although the time and space complexities
for two sequences remains polynomial (resp. O(n6) and O(n4) if their lengths
are the same order of magnitude n), the algorithm is not applicable without
heuristic adaptations. From this more abstract point of view, RNA structural
alignment becomes a challenging problem in terms of algorithmic issues. Diverse
heuristic ideas were applied in able to turn the recursions usable. The first im-
plementation of the Sankoff recursions was DYNALIGN [MT02, HSM07] that
reduced the complexity to O(M2n2) in space and O(M3n3) in time, where M
is a (tunable) hard constant which bounds the shift allowed between the two se-
quences. [HLSG05, HTG07] investigated further (FOLDALIGN) by combining
other different restrictions, namely:

– alignment banding: like in DYNALIGN the maximal shift between the
sequences is bounded by a constant δ

– structural banding: the default behavior for the program is to perform a
local alignment and the maximal size for a common motif is bounded by λ

– multi-loop restriction: the structure bifurcativity is limited in multi-loops

The resulting space and time complexities in FOLDALIGN become 0(n2λδ) and
0(n2λ2δ2). The Vienna RNA Package also proposes an alternative attempt PM-
Comp [HBS04] which is implemented as part of the RNAfold program and makes
use of the McCaskill algorithm to compute the probabilities of base pairings for
a single sequence [McC90]. The authors of FOLDALIGN then revisited the idea
by integrating their banding heuristic to PMComp [THG07].

Although these heuristics allow the application of the algorithm of Sankoff
on natural RNA sequences, some recalcitrant contexts still remain where the
method stays inapplicable. When the sequences under consideration show a large
difference of length, poor conservation at the primary level or important struc-
tural variations, all Sankoff-based method either do not apply or – if they do –
the banding heuristics prevent the algorithm from finding the correct structure,
while the memory and time consumption explodes. One of the main drawbacks
of this kind of heuristics is their global nature: they cannot take advantage of
local similarities in the sequences. When performing a global structural align-
ment, the shift restriction δ should be at least the difference of length between
the sequences. FOLDALIGN bypasses the later difficulty by doing local align-
ment as a default behavior. In this paper we prove that the banding can be
local, which results in a huge gain, both in memory and time consumption. We
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also propose a strategy to guarantee optimality in our framework even if we
are using a heuristic. The strategy is presented in terms of constraints, as we
believe indeed that the constraint paradigm (already in use for other kind of
methods, like CONSAN [DE06] or STEMLOC [Hol05]) is helpful and relevant
to model the forthcoming improvements of our method. We observe that the
recursions of Sankoff are a natural combination of the two kinds of recursions it
is supposed to extend: sequence alignment and secondary structure prediction.
Likewise, a structural alignment may be modeled as a subgraph of a combina-
tion of two graphs - an alignment graph and a folding graph. Imposing structural
constraints on those graphs may lead to efficient heuristic design. The authors
of FOLDALIGN already proposed a combination of constraints on each of these
graphs, namely alignment banding and structural banding ; the next section pro-
poses a framework that allows for the integration of more accurate constraints.
Experimental results are given in the last section.

2 Applying Constraints on the Recursions of Sankoff

Alignments – An alignment of two sequences may be seen as a subgraph of
the full bipartite graph where the nodes are the respective positions in each se-
quence. Such a subgraph (see Figure 1) is said to be an alignment if the following
conditions hold: (1) the arity of each node is at most one, and (2) there is no
crossing edge (we assume the nodes are placed in the sequence order). Moreover,
we impose the extra restriction of maximality (3) no edge can be added without
breaking one of the two former requirements. If the graph were not maximal
in the sense of (3), it would mean that somewhere a deletion followed by an
insertion would be preferred to a substitution. When the edges and remaining
free bases are weighted according to the usual scoring schemes for two sequences,
with linear or affine gap penalties [NW70, EGG88, EGGI92b, EGGI92a] such
an alignment is automatically disqualified, since an appropriate shift of the cor-
responding bases would result immediately in an alignment of better score.

Secondary structure – Once again we consider the sequence as a list of nodes
drawn in increasing order. Following the usual definition, a secondary structure
is a subgraph of the full graph on these nodes with no crossing edge when drawn
in a half plane (a so called outerplanar graph) and for which the node arities are
at most one.

a1 a2 a3 a4 a5

b1 b2 b3 b4 b5 b6

a1 − a2 a3 a4 a5 −
b1 b2 b3 b4 − b5 b6

Fig. 1. An alignment can be seen as a subgraph of the full bipartite graph, we high-
lighted here the subgraph corresponding to a sample alignment
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b1 b2 b3 b4 b5 b6

[ [ . ] ] .
b1 b2 b3 b4 b5 b6

Fig. 2. A secondary structure and the corresponding subgraph

In our framework, a structural alignment of two sequences can be represented
as a combination of three graphs: an alignment graph and two structure graphs,
like in Figure 3. In the following, we will call structural envelope any graph
that contains the structural alignment we are searching for. In practice, the
structural envelope is not the full graph. For instance the steric constraints of
the molecule imply that the minimal size for a loop should be three bases, con-
sequently we can already remove all the edges that do not fulfill that constraint.
In the next section, we investigate how the efficiency of the algorithm can be
improved when extra constraints are imposed on the structural envelope.

a1 a2 a3 a4 a5

b1 b2 b3 b4 b5 b6

[ [ ] . ]
a1 − a2 a3 a4 a5 −
b1 b2 b3 b4 − b5 b6

[ . [ ] ] .

Fig. 3. Example of a structural alignment seen as a subgraph of its structural envelope.
The structural envelope holds no constraint here.

The recursions of Sankoff – The recursion set used in RNA prediction methods
based on free energy minimization [JTZ89, ZMT99, Zuk03, Hof03] is a more
complex version of the Nussinov formulas [NJ80]. We express here the recursions
given by Sankoff in the simplified model of Nussinov and we discuss later how far
they can be extended to a more sophisticated model with no loss in complexity.
While, for Nussinov, two indices are needed to represent any segment of the
sequence under consideration, in the case of Sankoff, four indices are requiered to
represent any pair of segment. We note seq0 = seq0[1..n] and seq1 = seq1[1..m]
the two sequences in use. The Sankoff recursions call for the computation of
a four-dimensional matrix where a cell e [i, j, k, l] stores the score of the best
structural alignement of the pair of segments seq0[i..j] and seq1[k..l].

e [i, j, k, l] := MAX

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

e [i, j − 1, k, l − 1] + align base(seq0[j], seq1[l])
e [i, j, k, l − 1] + gap penalty()
e [i, j − 1, k, l] + gap penalty()
e [i, x − 1, k, y − 1] + e [x + 1, j − 1, y + 1, l − 1]+

match pair(seq0[x], seq0[j], seq1[y], seq1[l])
[i � x � j] [k � y � l]



90 O. Perriquet and P. Barahona

The value e [1, n, 1, m] gives the best score for a structural alignment in that
model. Any of the corresponding best alignments can be retrieved in linear time
by tracing back into the dynamic programming matrix if the corresponding pair-
ings that maximize the score were stored during the search, which would require
only 0(n2) space. In that form, the Sankoff recursions may be considered, in a
certain sense, a combination of the recursions for sequence alignment [SW81]
and the recursions for secondary structure prediction of Nussinov. The Sankoff
algorithm can integrate any Boolean restraints imposed (by the user or by auto-
mated methods) on the structural envelope by simply assigning an infinite score
to the forbidden matches. What we show is that these constraints can be used
to reduce both memory and time consumption.

Constraining the alignment – Two bases, belonging to each sequence (or their
index in the respective sequence) are said to be alignable if they are allowed
to participate in the final alignment. We call the resulting subgraph the align-
ment envelope, as termed by Eddy and Holmes [Hol05, DE06] (Dowell and
Eddy use a series of highly reliable single anchor points that they call pins to
restrain the alignment. In our case, we do not adopt the same perspective: rather
than anchoring the sequence alignment, we simply restrict it by constraints). In
Figure 4, we show such an alignment envelope where we only represented the
edges for one index in each sequence. For a given index i of arity Mi in the first
sequence, we note ai = ai[0 .. Mi] = { ai[0] , .. , ai[Mi] } the list of alignable
bases, and for k in the second sequence, of arity Nk, we note bk the list of its
alignable bases in the first sequence. The sequence banding heuristic used in
DYNALIGN and FOLDALIGN gives for any index a list of contiguous bases of
fixed length δ where the value for δ is a global constant. In our case, alignable
bases in a list do not need to be contiguous in the sequence.

If a linear gap penalty is used and a double indel is assumed to be always worse
than a substitution, only a reduced 4D-matrix needs to be allocated (Figure 5).
Like for the banding heuristic, only the indices corresponding to the admissible
pairs of segments need to be allocated but in our case, we are far more flexible
on the possible indices, as discussed in the last paragraph. We prove that when a

i

ai[0] ai[Mi]k

bk[0] bk[1] bk[Nk] i

ai[0] ai[δ]

Fig. 4. On the left are represented the lists ai and bk of alignable bases for some
indices i and k. We note Mi the length of ai and Nk the length of bk. The figure
on the right shows the list of contiguous indices for an arbitrary index i when using
a sequence banding heuristic with a fixed global constant δ, like in DYNALIGN and
FOLDALIGN.
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j

aj[0]

k
i

m

l

m

0

0 aj[Mj]

ai[0]

ai[Mi]

Fig. 5. The 4-dimensional matrix used for the computation of the best structural align-
ment can be represented as a bi-dimensional matrix, each cell being a bi-dimensional
matrix. The value in the cell [i, j, x, y] stores the score for the best structural alignment
between the segments seq0[i..j] and seq1[ai[x]..ai[y]].

recursive call falls out of that allocated matrix during the computation process,
the best structural alignment between any segments seq0[i..j] and seq1[k..l] can
be retrieved in constant time from the allocated part of the 4D-matrix. The
demonstration of that result may not be valid for more sophisticated scoring
schemes and would also have to be adapted for more than two sequences, where
the second assumption about the preference of a substitution over a double indel
is not always true in an optimal multiple alignment.

To prove that the score e [i, j, k, l] can be retrieved in constant time from the
reduced matrix of Figure 5, let’s assume that during the computation e [i, j, k, l]
falls out of the matrix. This means that either i and k are not alignable and/or j
and l are not alignable. We detail the right hand case, the other one is symmetric.
Given two non-empty segments [i..j] and [k..l], belonging to each sequence, if
j and l are not alignable then either j align with some base in [k..l], or l with
some base in [i..j]. Otherwise j and l would both create an indel and the optimal
alignment of the two segments would then result in a double indel which was
previously assumed to be more expensive than a substitution. Let’s assume first
that l aligns with a base in [i..j]. Consequently [i..j]

⋂
bl �= ∅. Let’s call βl =

max([i..j]
⋂

bl). Every base of the segment [βl+1..j] has no alignable partner
in [k..l] or it would contradict the maximality of βl. The remaining sequence
seq0[βl+1..j] has no other possibility than being deleted, resulting in a (j − βl)
long gap in the alignment. This gives:

e [i, j, k, l] = e [i, βl, k, l] + (j − βl) ∗ gap penalty

If l does not align, then j must align with some base in [k..l] and we pose
αj = max([k..l]

⋂
aj). In that case we must have:

e [i, j, k, l] = e [i, j, k, αj ] + (l − αj) ∗ gap penalty

Note that αj and βl depend only on three indices and can be precomputed in
cubic time so that the former retrieval can then be managed in constant time
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when the routines are calling an index out of the matrix. The left hand case with
indices i and k is symmetric. As the indices are not dependent, a single test on
each of the four indices is enough to guarantee to fall back in the allocated part.

Implementation – We provide and discuss an implementation (named ARNICA)
based on a rather empirical scoring scheme for sequence alignment and a reduced
energy model that partially takes into account the stabilizing effect of base pair
stacking in stems, aimed at exemplifying the gain both in space and time con-
sumption when running on live sequences. ARNICA proceeds in three steps,
detailled below:

– 1. Setting alignment constraints - we build the graph of alignable bases
by computing all the alignments within a user-specified distance of the op-
timum alignment value

– 2. Setting structural constraints - we compute all the pairing probabil-
ities for each sequence and filter with a threshold

– 3. Computing common folding and alignment - we compute the opti-
mal structural alignment with the recursions of Sankoff

1. Setting alignment constraints – This first phase uses a variant of the
standard alignment with affine gap penalty (open cost = -80, elongation cost =
-30) reminiscent of the algorithm of Waterman [Wat83] that gives for each pair of
positions (i, j) the score of the best alignment when the bases at position i in the
first sequence and j in the second one are imposed to be aligned. The variant of
the algorithm has the same algorithmic complexities than for standard alignment
methods. Then we build the adjacency matrix of the alignment envelope by
simply applying a threshold (thd): a pair i, j will be allowed to align if there
exists at least one alignment passing by this coordinate with a global score
exceeding the best alignment score by less than thd.

2. Setting structural constraints – In the second phase, the pairing proba-
bilities are computed for each sequence with the McCaskill algorithm [McC90]
and the graph of possible pairings is filtered: two bases for which the pairing
probability is less than 1% are not allowed to pair. This has no consequence on
the computation space/time but simply increases the quality of the solutions
found by discarding spurious base pairs.

3. Computing common folding and alignment – The optimal folding and
alignment is computed with the recursions of Sankoff. The alignment part of the
score uses a linear gap penalty scheme and the structural part a probability-based
score. The combination of two scores of different nature (an alignment score
and a structure score, here based on probabilities) is a difficult issue and a full
problem in itself, related to the paradox of structural alignment, not discussed
in the present paper. The model in use takes into account only indirectly (via
the algorithm of McCaskill) the stabilizing and destabilizing effects of stacking.
Integrating the full thermodynamic model would provide results more accurate
biologically but also call for non-straightforward developments and adaptations.
The folding computed by ARNICA is optimal with regard to our model. The
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δ

Fig. 6. Suboptimal alignments of two RNase P RNA (D.desulfuricans vs A.eutrophus)
showing alternative alignment paths resulting from large zones of deletion. To reach
any of these suboptimal alignments with a banding heuristic, the value chosen for the
allowed shift δ has to encompass all the possible paths.

next section demonstrate that the method already appears competitive despite
the simplicity of the model and that it clearly outperforms other programs based
on the same recursions when the data presents uneasy features.

Discussion on complexity – The size of the 4-dimensional matrix to be allocated
in the last step obviously increases with the alignment threshold chosen in the
first step. If the threshold chosen is infinite, then the alignment envelope is the
full bipartite graph and there is no gain over the complexities of the Sankoff
recursions. In practice however, our framework is quite effective and far more
efficient than any alignment banding heuristic, which is no more than a peculiar
case of it. The algorithmic complexities for a Sankoff-based pairwise secondary
structure alignment with alignment banding δ are O(δ2n2) in space and O(δ3n3)
in time (we suppose that m ∼ n). They can be reformulated as O(α2) and O(α3),
where α ∼ δn is the size of the diagonal band corresponding to the alignment
envelope induced by the banding heuristic. More precisely, α is the size of the true
zone in the adjacency matrix of the alignment envelope. As shown on Figure 6,
this zone is an exact diagonal band in the banding heuristic, whereas it can be
a tunable zone in our framework.

3 First Experimental Results

As our main focus is the difficult context of few poorly conserved RNA sequences,
we have selected 7 RNase P RNA of the alpha subdivision taken in the database
of Brown [Bro99], showing deep variations in structure, which make them dif-
ficult candidates for all Sankoff-based methods, as mentioned by [GG04]. The
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Table 1. Average performance of ARNICA and FOLDALIGN on a set of RNase P
(alpha subdivision) ; specificity = number of true predicted pairings / total number of
predicted pairings ; sensitivity = number of true predicted pairings /number of pairings
in the known structure

option specificity sensitivity time (sec) space (Mb)

FOLDALIGN local 56.2% 40.5% 1107 142.1

ARNICA

thd 0 73.6% 43.3% 6 16.5
thd 10 74.1% 45.9% 7 16.7
thd 30 75.7% 51.0% 10 17.5
thd 50 76.2% 55.0% 20 19.1
thd 80 75.7% 58.3% 77 23.7
thd 100 74.7% 58.7% 148 29.0
thd 150 73.9% 60.5% 536 46.5
thd 200 73.2% 61.0% 1079 64.4

sequences are around 400 bases long with an average identity rate of 64%. A
wider performance assessment will be proceeded along with the next improve-
ments on ARNICA. In this paper, we only compared to FOLDALIGN for sim-
plicity, as it is one of the prominent Sankoff-based structural alignment method.
The program FOLDALIGN does not allocate the whole needed memory at once:
in the comparisons, we always display the maximum amount of memory in use
by the program during the computation. To keep in reasonable space and time
limits, and given that a memory allocation of several hundreds of Mb would
usually result in hours of computation, we stopped the computation whenever
the estimated needed resources for memory were above 300Mb. All the tests
were run on an IBM thinkpad T40 (pentium 1.5GHz - RAM 512Mb). Table 1
gives the average performances of ARNICA with different values for the thresh-
old, compared to FOLDALIGN ; the results for a medium threshold of 100 are
detailed in Table 2. For FOLDALIGN (version 2.1.0), we use the default param-
eters and the default option of performing a local alignment, as the global option
can seldom be chosen, the difference of length being too important between the
sequences. However, we indicate in Table 2 the percentage of sequence covered
by the structural alignment predicted. When this coverage is close to 100%, the
difference between local and global is weak and comparing the performances is
meaningful.

On this data set, FOLDALIGN seems to be limited by its heuristic restrictions
whereas ARNICA performs better from any point of view (specificity, sensitiv-
ity, time and memory usage) remaining fast and low memory consuming. The
average gain in computational time and memory with a threshold 100 is by a
factor 7 and 5, and the correctness of ARNICA is neighboring 75%. This globally
stable behavior despite the divergence of structure is a promising advantage for
the integration of a more complete model.
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4 Conclusions

This paper proposes a refinement of the heuristics commonly used by the Sankoff-
based pairwise secondary structure RNA prediction methods. The strategies for
heuristic design are conceptualized and refined using the constraints paradigm
in a simpler model, that actually constitutes the core of these methods, for
which we proved that our framework is valid. Our ongoing developments aim
at incorporating a more complete thermodynamic model while refining even
further the method by allowing dynamic restraints on the graphs, the promising
behavior of ARNICA on poorly conserved structures being its major asset.
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Abstract. Logic Programming Update Languages were proposed as an
extension of logic programming that allows modeling the dynamics of
knowledge bases where both extensional (facts) and intentional knowl-
edge (rules) may change over time due to updates. Despite their gen-
erality, these languages do not provide a means to directly access past
states of the evolving knowledge. They are limited to so-called Markovian
change, i.e. changes entirely determined by the current state.

We remedy this limitation by extending the Logic Programming Up-
date Language EVOLP with LTL-like temporal operators that allow re-
ferring to the history of the evolving knowledge base, and show how this
can be implemented in a Logic Programming framework.

1 Introduction

While belief update in the context of classical knowledge bases (KBs) has tra-
ditionally received significant devotion [1], only in the last decade have we wit-
nessed increasing attention to this topic in the context of non-monotonic KBs,
notably using logic programming (LP) [2,3,4,5,6,7,8,9,10,11,12]. Chief among the
results of such efforts are several semantics for sequences of logic programs (dy-
namic logic programs) with different properties, and the so-called LP Update
Languages: LUPS [11], EPI [4], KABUL [3] and EVOLP [10].

LP Update Languages are extensions of LP designed for modeling dynamic,
non-monotonic KBs represented by logic programs. In these KBs, both the ex-
tensional part (a set of facts) and the intentional part (a set of deductive rules)
may change over time due to updates. In these languages, special types of rules
are used to specify updates to the current KB leading to a subsequent KB. LUPS,
EPI and KABUL offer a very diverse set of update commands, each specific for
one particular kind of update (assertion, retraction, etc). On the other hand,
EVOLP follows a simpler approach, staying closer to traditional LP.

A generalization of EVOLP with temporal operators, called EVOLPT , was
introduced in [13] and its usage illustrated in the context of multi-agent sys-
tems. In this paper we present a simplified reformulation of the definition of
the semantics (Sec. 2) and introduce an implementation of EVOLPT programs1

(Sec. 3).

1 Freely available from http://centria.di.fct.unl.pt/~jja/updates/

L. Seabra Lopes et al. (Eds.): EPIA 2009, LNAI 5816, pp. 101–112, 2009.
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1.1 Intuitions and Motivating Example

EVOLP (Evolving Logic Programming) generalizes Answer Set Programming
[14] by allowing the specification of a program’s own evolution, arising both
from self (i.e. internal to the program) updating and from external updating
originating in the environment. From a syntactical point of view, evolving pro-
grams are just generalized logic programs extended with (possibly nested) as-
sertions appearing in the heads and bodies of rules. From a semantic point of
view, a model-theoretic characterization is offered of the possible evolutions of
such programs by means of the so-called evolving stable models, which are se-
quences of interpretations. Each interpretation in the sequence describes, at the
corresponding evolution step, what is true and the possible next-step evolutions.

Despite their generality, none of the update languages available provides
means to directly access past states of an evolving KB. These languages were
designed for domains where updates are Markovian, that is, entirely determined
by the current state. There are many scenarios, however, where the update dy-
namics are non-Markovian and EVOLPT was proposed for such cases where
non-Markovian control is required. The following example illustrates this.

Consider a KB of user access policies for a number of computers at different
locations. A login policy may say, e.g., that after the first failed login a user is
warned by sms and if there is another failed login the account is blocked. This
policy could be expressed by the following two rules:

sms(User)← �(not sms(User)), fLogin(User, IP ).
block(User)← ♦(sms(User)), fLogin(User, IP ).

where fLogin(User, IP ) represents an external event of a failed login. The abil-
ity to represent such external influence on the contents of a KB is one of the
features of EVOLP (and of EVOLPT ). The symbols ♦ and � represent Past
Linear Temporal Logic (Past LTL) like operators. ♦ϕ means that there is a past
state where ϕ was true and �ϕ means that ϕ was true in all past states.

Now suppose that we want to model some updates made by the system ad-
ministrator. For example, adding a new policy consisting in blocking a user after
the first failed login attempt if the user has an IP address from a “bad domain”,
and that an sms is not sent him. This is captured by the rules:

block(User)← fLogin(User, IP ), domain(IP, BadDom).
not sms(User)← fLogin(User, IP ), domain(IP, BadDom).

with BadDom instantiated to the domain in question. Whether a domain is
bad or not, however, depends on the particular machine. In this case, the sys
admin may want to send an update to all machines so that the above rules are
added to each machine’s policy only for domains which are bad according to the
machines’ current history. The sys admin issues the following update to every
machine, saying that the above new rules are to be asserted if the domain has
been considered a bad one since the last failed attempt:
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assert( block(User)← fLogin(User, IP ), domain(IP, Dom) )←
S(badDomain(Dom), fLogin(Usr2, IP2)),
domain(IP2, Dom).

assert( not sms(User)← fLogin(User, IP ), domain(IP, BadDom) )←
S(badDomain(Dom), fLogin(Usr2, IP2)),
domain(IP2, Dom).

where badDomain(Dom) is machine specific. The symbol S represents an oper-
ator similar to the Past LTL operator “since”. The intuitive meaning of S(ψ, ϕ)
is: at some point in the past ϕ was true, and ψ has always been true since then.
The assert construct is one of the main features of EVOLP. It allows one to
specify updates to a KB, leaving to its semantics the task of dealing with con-
tradictory rules such as the one that specifies that an sms should be sent if it is
the first failure, and the one that specifies otherwise if the domain is bad.

2 Evolving Logic Programs with Temporal Operators

EVOLP [10] is a logic programming language for specifying dynamic KBs. Change
is specified through two constructs: a special predicate assert/1 for adding new
rules to the KB, and negated rule heads which have the effect of invalidating
previously added rules in the KB. EVOLPT extends EVOLP with Past LTL like
operators ©(G), ♦(G) �(G), and S(G1, G2), which intuitively mean, respec-
tively: G is true in the previous state; there is a state in the past in which G is
true; G is always true in the past; and G2 is true at some state in the past, and
since then until the current state G1 is true.

Arbitrary nesting of these operators as well as negation-as-failure in front
of their arguments is allowed. On the other hand, unlike not , the temporal
operators are not allowed to appear in the head of rules. The only restriction
on the body of rules is that negation is allowed to appear in front of atoms and
temporal operators only. The formal definition of the language and programs in
EVOLPT is as follows.

Definition 1 (EVOLPT ). Let L be any propositional language not containing
symbols assert, ©, ♦, S and �. The EVOLPT b-literals, t-formulae2 and rules
are inductively defined as follows:

1. Propositional atoms in L are (atomic) b-literals.
2. If G1 and G2 are b-literals then so are©(G1), ♦(G1), S(G1, G2) and �(G1).

These b-literals are the t-formulae.
3. If G is a t-formula or an atomic b-literal, then not G is a b-literal.
4. If G1 and G2 are b-literals, then (G1, G2) is a (conjunctive) b-literal.
5. If L0 is an atomic b-literal, A, or its negation, not A, and G1, . . . , Gn are

b-literals, then L0 ← G1, . . . , Gn is a rule.
2 b-literal stands for “body literal” and t-formula for “temporal-formula”.
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6. If R is a rule, then assert(R) is an atomic b-literal.
7. Nothing else is a b-literal, t-formula, or rule.

Atomic b-literals will simply be called atoms. A b-literal is called objective if not
does not appear in it. An EVOLPT program is a (possibly infinite) set of rules.

The following is a ‘legal’ EVOLPT rule:

assert(a← not ♦(b))← not �(not ♦(b, not assert(c← d))).

Notice the nesting of temporal operators and the appearance of negation, con-
junction and assert under the scope of the temporal operators.

The following are not ‘legal’ EVOLPT rules:

assert(�(b)← a)← b. a← ♦(not (a, b)). a← not not b.

In the first rule, �(b) appears in the argument rule �(b) ← a, but temporal
operators are not allowed in the head of rules. The second rule applies negation
to a conjunctive b-literal, and the third rule has double negation. But negation
is only allowed in front of atomic b-literals and t-formulae.

The definition of the semantics of EVOLPT is based on sequences of inter-
pretations (sets of atoms), 〈I1, . . . , In〉, called evolution interpretation. Each in-
terpretation Ii contains the atoms that hold at state i of the evolution, and a
sequence represents a possible evolution of an initial program after the given n
evolution steps.

Satisfaction of b-literals by an evolution interpretation is defined as follows.

Definition 2 (Satisfaction of b-literals). Let I = 〈I1, . . . , In〉 be an evolu-
tion interpretation of a program P and let G and G′ be b-literals. Then

〈I1, . . . , In〉 |= A iff A ∈ In and A is an atom.
〈I1, . . . , In〉 |= not G iff 〈I1, . . . , In〉 �|= G.
〈I1, . . . , In〉 |= G, G′ iff 〈I1, . . . , In〉 |= G and 〈I1, . . . , In〉 |= G′.
〈I1, . . . , In〉 |=©(G) iff n ≥ 2 and 〈I1, . . . , In−1〉 |= G.
〈I1, . . . , In〉 |= ♦(G) iff n ≥ 2 and ∃i < n : 〈I1, . . . , Ii〉 |= G.
〈I1, . . . , In〉 |= S(G, G′) iff n > 2, ∃i < n : 〈I1, . . . , Ii〉 |= G′ and

∀i < j < n : 〈I1, . . . , Ij〉 |= G.
〈I1, . . . , In〉 |= �(G) iff ∀i < n : 〈I1, . . . , Ii〉 |= G.

Given an evolution interpretation, an evolution trace represents one of the pos-
sible evolutions of the KB.

Definition 3. The evolution trace associated with an evolution interpretation
I of a program P is the sequence of programs 〈P1, P2, . . . , Pn〉 where:

P1=P and Pi={R | assert(R) ∈ Ii−1} for each 2 ≤ i ≤ n.

Our first step towards defining the semantics of EVOLPT programs consists in
defining an operator that eliminates t-formulae from a program by evaluating
them against an evolution interpretation.
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Definition 4 (Elimination of Temporal Operators). Let I = 〈I1, . . . , In〉
be an evolution interpretation and L0 ← G1, . . . , Gn a rule. The rule resulting
from the elimination of temporal operators given I,

El(I, L0 ← G1, . . . , Gn)

is obtained by replacing by true every t-formula Gt in the body such I |= Gt

and by replacing all remaining t-formulae by false, where constants true and
false are defined, as usual, such that the former is true in every interpretation
and the latter is not true in any interpretation.

The program resulting from the elimination of temporal operators given I,
El(I, P ) is obtained by applying El to each of the program’s rules.

Before we define the models of a program, we need to introduce some notation.
Let P = 〈P1, ..., Pn〉 be a sequence of programs. For 1 ≤ s ≤ n, ρs(P) denotes
the multiset of all the rules appearing in the subsequence P1, ..., Ps. For a set
atoms I, Î = I ∪{not A | A �∈ I}. If r is a rule L0 ← L1, . . . , Ln, then H(r) = L0
(dubbed the head of the rule) and B(r) = L1, . . . , Ln (dubbed the body of the
rule). We say r and r′ are conflicting rules, denoted by r � r′, iff H(r) = A
and H(r′) = not A or H(r) = not A and H(r′) = A. Let P be a program, I an
interpretation, and 1 ≤ s ≤ n. The following sets originate form the semantics
of Dynamic Logic Programs [2].

Defs(P , I) = {not A | A is an objective atom,
�r ∈ ρs(P), H(r) = A, I � B(r)}.

Rejs(P , I) = {r | r ∈ Pi, ∃r′ ∈ Pj , i ≤ j ≤ s, r � r′, I � B(r′)} .

Intuitively, Defs(P , I) is the set of ‘default’ b-literals, not A, such that A has
never held at any state up to s. Rejs(P , I) is the set of rules that are ‘rejected’
(i.e. disabled) at state s because a conflicting rule whose body is satisfied was
added in a more recent or the same state than the state where the rejected rule
was added.

Finally, least(P ) denotes the least model of the definite program obtained
from a program P without t-formulae by replacing every b-literal not A, where
A is an atom, by a new atom not A.

Definition 5 (Dynamic Stable Models). Let P = 〈P1, . . . , Pn〉 be a se-
quence of EVOLPT programs and I an interpretation. I is a dynamic stable
model of P at state s, 1 ≤ s ≤ n iff

Î = least ([ρs(P)−Rejs(P , I)] ∪Defs(P , I)) .

Definition 6 (Evolution Stable Models). Let I = 〈I1, . . . , In〉 be an evo-
lution interpretation of an EVOLPT program P and P be the corresponding
evolution trace. Then I is an evolution stable model of P iff for every 1 ≤ s ≤ n,
Is is a dynamic stable model of El(I,P) at s.

In addition to allowing the specification of updates in the KB itself, EVOLPT

also allows, as does its predecessor EVOLP, incorporating changes caused by
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external events. These events may be facts/rules representing observations made
at some stage of the evolution or assertion commands specifying new update
directives to be added to the KB. Both types of event can be represented as
EVOLPT rules: the former by rules without the assert predicate in the head,
and the latter by rules with it. Formally, a sequence of such events is just a
sequence of programs over the same language:

Definition 7. Let L be the language of an evolving program P . An event se-
quence over P is a sequence of evolving programs over L.

Definition 8 (Evolution Stable Models with Events). Let I = 〈I1, . . . , In〉
be an evolution interpretation of an EVOLPT program P and 〈P1, . . . , Pn〉 be
the corresponding evolution trace. Then I is an evolution stable model of P given
event sequence 〈E1, E2, . . . , En〉 iff for every s, 1 ≤ s ≤ n, Is is a dynamic stable
model of El(I, 〈P1, P2, . . . , (Ps ∪ Es)〉) at s.

Since multiple different evolutions of the same length may exist, evolution stable
models alone do not determine a truth relation. But one such truth relation can
be defined, in the usual way, based on the intersection of models:

Definition 9 (Stable Models after n Steps given Events). Let P be an
EVOLPT program. We say that a set of atoms M is a stable model of P af-
ter n steps given the sequence of events E iff there exist I1, . . . , In−1 such that
〈I1, . . . , In−1, M〉 is an evolution stable model of P given E .

We say that an atom A is:

– true after n steps given E iff all stable models after n steps contain A;
– false after n steps given E iff no stable model after n steps contains A;
– unknown after n steps given E otherwise.

It is worth noting that basic properties of Past LTL operators carry over to
EVOLPT . In particular, in EVOLPT , as in LTL, some of the operators are not
strictly needed, since they can be rewritten in terms of the others:

Proposition 1. Let I = 〈I1, . . . , In〉 be an evolution stable model over a set L
of b-literals. Then, for every G ∈ L:

– I |= �(G) iff I |= not ♦(not G),
– I |= ♦(G) iff I |= S(true, G).

Moreover, it should also be noted that EVOLPT is a generalization of EVOLP
in the sense that when no temporal operators appear in the program and in the
sequence of events, then evolution stable models coincide with those of EVOLP.
A further, immediate consequence of this fact is that if the sequence of events is
empty and predicate assert/1 does not occur in the program, evolution stable
models as defined for EVOLPT coincide with answer-sets.
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3 EVOLPT Implementations

We have developed two implementations of EVOLPT . One follows the evolution
stable models semantics defined above, while the second one computes answers
to existential queries under the well-founded semantics [15]. The implementa-
tions rely on two consecutive program transformations: the first transforms an
EVOLPT program into an EVOLP one, i.e. temporal operators are eliminated.
The second transformation, which is based on previous work [16], takes the result
of the first and generates a normal logic program.

We start by defining the first program transformation, then give some intu-
itions on the second transformation. That is followed by a description of the
actual implementation and its usage and then some details about the other im-
plementation.

3.1 Program Transformations

The transformation of EVOLPT programs and sequences of events into EVOLP
mainly consists in eliminating the t-formulae by introducing new propositional
atoms and rules that encode the dynamics of the temporal operators. We start
by defining the target language of the resulting EVOLP programs.

Let P be an EVOLPT program and E a sequence of events in a propositional
language L. The target language is obtained from L by adding a new proposi-
tional variable for every non-atomic b-literal that appears in P and E . Recall that
atomic b-literals are the propositional atoms and atoms of the form assert(R).
Formally:

Definition 10 (EVOLP Target language). Let P and E be an EVOLPT

program and a sequence of events, respectively, in a propositional language L.
Let G(P, E) be the set of all non-atomic b-literals that appear in P or E .

The EVOLP target language is LE(L, P, E) = L ∪ {′L′ | L ∈ G(P, E)}, where
by ′L′ we mean a propositional variable whose name is the (atomic) string of
characters that compose the formula L (which is assumed not to occur in L).

The transformation takes the rules in both program and events, and replaces all
occurrences of t-formulas and conjunctions in their bodies by the corresponding
new propositional variables in the target language. Moreover, extra rules are
added to the program for encoding the behaviour of the operators.

Definition 11 (Transformed EVOLP program). Let P be an EVOLPT

program and E = 〈E1, E2, . . . , En〉 be a sequence of events in a propositional
language L. Then TrE(P, E) = (TP , 〈TE1

, . . . , TEn〉) is a pair consisting of an
EVOLP program (i.e., without temporal operators) and a sequence of events,
both in language LE(L, P, E), defined as follows:

1. Rewritten program rules. For every rule r in P (resp. each of the Ei),
TP (resp. TEi) contains a rule obtained from r by replacing every t-formula
G in its body by the new propositional variable ′G′;
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2. Previous-operator rules. For every propositional variable of the form ′©
(G)′, appearing in LE(L, P, E), TP contains:

assert(′©(G)′)←′ G′. assert(not ′© (G)′)← not ′G′.

3. Sometimes-operator rule. For every propositional variable of the form
′♦(G)′, appearing in LE(L, P, E), TP contains:

assert(′♦(G)′)←′ G′.

4. Since-operator rules. For every propositional variable of the form ′S(G1,
G2)′, appearing in LE(L, P, E), TP contains:

assert(′S(G1, G2)′)←′ G′
1,

′©(G2)′.
assert(assert(not′S(G1, G2)′)← not ′G′

1)← assert(′S(G1, G2)′).

5. Always-operator rules. For every propositional variable of the form
′�(G)′, appearing in LE(L, P, E), TP contains:
′�(G)′ ←′ G′, not © true. assert(not ′�(G)′)← not ′G′.

6. Conjunction and negation rules. For every propositional variables of the
form ′not G′, or of the form ′G1, G

′
2 appearing in LE(L, P, E), TP contains,

respectively:
′not G′ ← not ′G′
′G1, G

′
2 ←′ G′

1,
′ G′

2.
′G1, G

′
2 ←′ G′

2,
′ G′

1.

The correctness of this transformation is established by the theorem:

Theorem 1 (Correctness of the EVOLP transformation). Let P and
E = 〈E1, . . . , Ek〉 be, respectively, an EVOLPT program and a sequence of events
in a propositional language L, and let TrE(P, E) = (TP , 〈TE1

, . . . , TEk
〉). Then

M = 〈I1, . . . , In〉 is an evolution stable model of P given E iff there exists
an evolution stable model M ′ = 〈I ′1, . . . , I ′n〉 of TP given E such that I1 =
(I ′1∩L), . . . , In = (I ′n∩L).

Proof. (Sketch) The proof, that can only be sketched here due to lack of space,
proceeds by induction on the length of the sequence of interpretations, showing
that the transformed atoms corresponding to t-formulae satisfied in each state,
and some additional assert-literals guarantying the assertion of t-formulae, be-
long to the interpretation state.

For the induction step, the rules of the transformation are used to guarantee
that the new propositional variables belong to the interpretation of the trans-
formed program whenever the corresponding temporal b-literals belong to the
interpretation of the original EVOLPT program. For example, if some G ∈ Ii

then, according to the EVOLPT semantics, for every j > i ♦(G) ∈ Ij ; by in-
duction hypothesis, ′G′ ∈ I ′i and the “sometime-operator rule” guarantees that
′♦(G)′ is added to the subsequent program and so, since no rule for not ′♦(G)′

is added in the transformation, for every j > i ′♦(G′) ∈ I ′j . As another example,
note that the first “previous-operator” rule is similar to the “sometime-operator
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rule” and the second adds the fact not ′© (G)′ in case not ′G′ is true; so, as in
the EVOLPT semantics, ′© (G)′ ∈ I ′i+i. A similar reasoning is applied also for
the since-operator and always-operator rules.

To account for the nesting of temporal operators first note that the transfor-
mation adds the above rules for all possible nestings. Since this nesting can be
combined with conjunction and negation, as per the definition of the syntax of
EVOLPT (Def. 1), care must be taken with the new propositional variables that
stand for those conjunctions and negations. This is taken care the the conjunc-
tion and negation rules, which guarantee that a new atom with a conjunction is
true in case the b-literals in the conjunction are true, and that a new atom with
the negation of a b-literal is true in case the negation of the b-literal is true. ��

As explained above, the implementation proceeds by transforming the resulting
EVOLP program into a normal logic program. This is done by using the results
of [16]. In a nutshell3, for a program P and a sequence of events 〈E1, . . . , En〉 in
L, the language is first extended with, for every proposition A ∈ L, new proposi-
tional variables Aj and Aj

neg for every j ≤ n, and rej(Aj , i) and rej(Aj
neg , i) for

every j ≤ n and i ≤ j. Intuitively, these new variables stand for, respectively:
the truth (resp. falsity) of A in Pj , and the rejection of rules with head A at Ij

due to the existence of a rule in Pi.
All rules L ← Body in P and in each Ei are transformed in this extended

language into, resp., Lj ← Bodyj , not rej(Lj , 1) for every j ≤ n, and Li ←
Bodyi, not rej(Lj , i). Further rules are added to account for the semantics of
EVOLP. For example, for every rule r = (L ← Body) and all 1 < i ≤ j s.t.
(assert(r))i−1 is the head of some transformed rule, add also the rule

Lj ← Bodyj , (assert(r))i−1, not rej(Lj , i)

As another example, to account for default negation, for every j ≤ n and for
every A, add Aj

neg ← not rej(Aj
neg , 0). Other rules are added (see [16]) to account

for rejection, and for guaranteeing that in every interpretation Ij either Aj or
Aj

neg belong to it (and not both).
Given the results of [16], proving a one to one relation between the stable mod-

els of the so transformed normal program and the stable models of the original
EVOLP program, and the result of Theorem 1, it is clear that the composition of
these two transformation is correct, i.e. the stable models of the obtained normal
logic program correspond to the stable models of the original EVOLPT program
plus events.

3.2 Implementations and Usage

Our implementation relies on the above described composed transformation.
More precisely, the basic implementation takes an EVOLPT program and a
sequence of events and preprocesses it into a normal logic program.

3 For details see [16].
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The preprocessor that is available at http://centria.di.fct.unl.pt/~jja/
updates/ is implemented in Prolog. It takes a file that starts with an EVOLPT

program, where the syntax is just as described in Def. 1, except that the rule
symbol is <- and the temporal operators are previous/1, sometime/1, since/2,
always/1 standing for the temporal operators©(G), ♦(G), S(G1, G2) and �(G),
respectively. The EVOLPT program is ended by a fact newEvents. The rules
after this fact constitute the first set of events, and is again ended by a fact
newEvents, after which the rules for the second set of events follow, etc.

The preprocessing is done by combining the two transformation in a single
step, rather than having them in sequence as described in the previous sub-
section. This is done for efficiency of the preprocessors, and the combination
simply combines in sequences each of the rules in both transformations. More-
over, instead of creating new atomic names, as done in both transformations,
the preprocessor uses Prolog terms for the new propositions accounting for the
b-literal (e.g. it uses a term sometime(a) instead of ′♦(p)′ or ′sometime(p)′),
which eases the processing of nested temporal operators; it adds new arguments
to predicates A(j), instead of creating new propositions of the form Aj , as in
the second transformation.

The programs obtained by the Prolog preprocessor can then run in any answer-
set solver to obtain the set of the stable models of the original EVOLPT program
and events. We have tested the implementation using the lparse grounder and the
smodels solver(http://www.tcs.hut.fi/Software/smodels/). The implemen-
tation can also take advantage of the implementation of EVOLP and interface
described in [17]. For this, we provide a version that one performs the first trans-
formation, that is to be fed to the (java-based) implementation of [17] which, in
turn, performs the second transformation and computes the stable models (using
smodels).

Instead of computing the stable models of the resulting normal program, one
may compute its well-founded model [15]. This provides a (3-valued) model which
is sound, though not complete, w.r.t. the intersection of all stable models. I.e.
if an atom A(n) belongs to the wf-model then A is true in all stable models of
the program and events after n steps; if not A(n) belongs to the wf-model then
A belongs to no stable models after n steps; if neither A(n) nor not A(n) belong
to the wf-model, then nothing can be concluded.

Despite the incompleteness, the wf-model has the advantage of having poly-
nomial complexity and allowing for (top-down) query-driven procedures. With
this in mind, we have done another implementation, also available online, that
besides the preprocessor also includes a meta-interpreter that answers existential
queries under the well founded semantics. The meta-interpreter is implemented
in XSB-Prolog, and relies on its tabling mechanisms for computing the wf-model.
For top-down querying we provide a top goal predicate G after I in (N1,N2)
which, given a goal G and two integers N1 and N2, returns in I all integers be-
tween N1 and N2 such that in all stable models after I steps, G is true. This
XSB-Prolog implementation also allows for a more interactive usage, e.g. allow-
ing to add events as they occur (and adjusting the transformation on the fly),

http://centria.di.fct.unl.pt/~jja/updates/
http://centria.di.fct.unl.pt/~jja/updates/
http://www.tcs.hut.fi/Software/smodels/
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separately from the initial programs, and querying the current program (after
as many steps as the number of events given).

4 Related Work and Conclusions

The language EVOLPT generalizes its predecessor EVOLP by providing rules
that, via Past LTL like modalities, may refer to past states in the evolution
of a KB. Here, in addition to a simplified reformulation of its semantics, we
have presented a provably correct transformation of EVOLPT programs and
two implementations based on it.

The use of temporal logic in computer science is widespread. Here we would
like to mention some of the most closely related work. Eiter et al. [5] present a
very general framework for reasoning about evolving knowledge bases. This ab-
stract framework allows the study of different approaches to logic programming
knowledge base update, including those specified in LUPS, EPI, and KABUL.
For the purpose of verifying properties of evolving knowledge bases in this lan-
guage, they define a syntax and semantics for Computational Tree Logic (CTL),
a branching temporal logic, modalities. While in [5] temporal logic is only used
for verifying meta-level properties, in EVOLPT temporal operators are used in
the object language to specify the behavior of an evolving knowledge base.

In the area of reasoning about actions, [18] describes an extension of the
action language A with Past LTL operators, which allows formalizing actions
whose effects depend on the evolution of the described domain. On a similar
vein but in the more expressive situation calculus, [19] shows a generalization
of Reiter’s Basic Action Theories for systems with non-Markovian dynamics.
Both of these formalisms provide languages that can refer to past states in the
evolution of a dynamic system. However, the focus of these formalisms is on
solving the projection problem, i.e., reasoning about what will be true in the
resulting state after executing a sequence of actions. On the other hand, the
focus in the EVOLPT language is specifying updates to the system’s knowledge
base itself due to internal or external influence. For example, a system formalized
in EVOLPT would be able to modify the description of its own behavior, which
is not possible in A or in Basic Action Theories.

Also designed for specifying dynamic systems using temporal logic is
MetateM [20]. A program in this language consists of rules of the form P ⇒ F ,
where P is a Past LTL formula and F is a Future LTL formula. Intuitively, such
a rule evaluated in a state specifies that if the evolution of the system up to
this state satisfies P , then the system must proceed in such a way that F be
satisfied. EVOLPT does not include Future LTL connectives (our future work)
so MetateM is more expressive in that sense. On the other hand, MetateM
does not have a construct for updates and it is monotonic, unlike EVOLPT . In
[21] the authors propose a non-monotonic extension of LTL with the purpose
of specifying agent’s goals. Whereas [21] share with our work the use of LTL
operators and non-monotonicity, like MetateM it provides future operators,
but the non-monotonic character in [21] is given by limited explicit exceptions
to rules, thus appearing to be less general than EVOLPT .
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Abstract. The execution model on which most tabling engines are
based allocates a choice point whenever a new tabled subgoal is called.
This happens even when the call is deterministic. However, some of the
information from the choice point is never used when evaluating deter-
ministic tabled calls with batched scheduling. Moreover, when a deter-
ministic answer is found for a deterministic tabled call, the call can be
completed early and the corresponding choice point can be removed.
Thus, if applying batched scheduling to a long deterministic computa-
tion, the system may end up consuming memory and evaluating calls
unnecessarily. In this paper, we propose a solution that tries to reduce
this memory and execution overhead to a minimum. Our experimental
results show that, for deterministic tabled calls and tabled answers with
batched scheduling, it is possible not only to reduce the memory usage
overhead, but also the running time of the execution.

Keywords: Tabling, Deterministic Calls and Answers, Implementation.

1 Introduction

Tabling [1] is an implementation technique that overcomes some limitations of
traditional Prolog systems in dealing with redundant sub-computations and re-
cursion. Implementations of tabling are now widely available in systems like XSB
Prolog, Yap Prolog, B-Prolog, ALS-Prolog, Mercury and more recently Ciao Pro-
log. The increasing interest in tabling led to further developments and proposals
that improve some practical deficiencies of current tabling execution models in
key aspects of tabled evaluation like re-computation, scheduling and memory
recovery. The discussion we address in this work also results from practical de-
ficiencies that we have found in the execution data structures and algorithms
used to deal with deterministic tabled calls and answers if applying batched
scheduling [2].

The execution model on which most tabling engines are based allocates a
choice point whenever a new tabled subgoal is called. This happens even when
the call is deterministic, i.e., defined by a single matching clause. This is necessary
since the information from the choice point is crucial to correctly implement
some tabling operations. However, some of this information is never used when

L. Seabra Lopes et al. (Eds.): EPIA 2009, LNAI 5816, pp. 113–125, 2009.
c© Springer-Verlag Berlin Heidelberg 2009



114 M. Areias and R. Rocha

evaluating deterministic tabled calls with batched scheduling. Moreover, when
an answer found for a deterministic tabled call is known to be a deterministic
answer, i.e., be the single matching answer for the call, then the call can be
completed early [3] and the corresponding choice point can be removed.

Thus, if tabling is applied to a long deterministic computation, the system
may end up consuming memory and evaluating calls unnecessarily. In this paper,
we propose a solution that tries to reduce this memory and execution overhead
to a minimum. We will focus our discussion on a concrete implementation, the
YapTab system [4], an efficient suspension-based tabling engine that extends
the state-of-the-art Yap Prolog system to support tabled evaluation for definite
programs, but our proposal can be generalized and applied to other suspension-
based tabling engines. Our experimental results show that, for deterministic
tabled calls and tabled answers with batched scheduling, it is possible not only
to reduce the memory usage overhead, but also the running time of the execution.

The remainder of the paper is organized as follows. First, we briefly introduce
the main background concepts about tabled evaluation. Next, we discuss in more
detail how YapTab compiles and dynamically indexes deterministic tabled calls
and how deterministic tabled answers can be handled. We then describe how
we have extended YapTab to provide engine support to efficiently deal with
deterministic tabled calls and answers. Finally, we present some experimental
results and we end by outlining some conclusions.

2 Basic Tabling Concepts

Tabling consists of storing intermediate answers for subgoals so that they can
be reused when a repeated subgoal appears1. Whenever a tabled subgoal is first
called, a new entry is allocated in an appropriated data space, the table space. Ta-
ble entries are used to collect the answers found for their corresponding subgoals.
Moreover, they are also used to check whether calls to subgoals are repeated. Re-
peated calls to tabled subgoals are not re-evaluated against the program clauses,
instead they are resolved by consuming the answers already stored in their table
entries. During this process, as further new answers are found, they are stored
in their tables and later returned to all repeated calls. Within this model, the
nodes in the search space are classified as either: generator nodes, corresponding
to first calls to tabled subgoals; consumer nodes, corresponding to repeated calls
to tabled subgoals; or interior nodes, corresponding to non-tabled subgoals.

The YapTab design follows the seminal SLG-WAM design [3]: it extends
WAM’s execution model with a new data area, the table space; a new set of
registers, the freeze registers ; an extension of the standard trail, the forward
trail ; and four new operations for definite programs:

Tabled Subgoal Call: this operation checks if the subgoal is in the table space.
If so, it allocates a consumer node and starts consuming the available an-
swers. If not, it allocates a generator node and adds a new entry to the table
space.

1 A subgoal repeats a previous subgoal if they are the same up to variable renaming.
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New Answer: this operation checks whether a newly found answer is already
in the table, and if not, inserts the answer. Otherwise, the operation fails.

Answer Resolution: this operation checks whether extra answers are available
for a particular consumer node and, if so, consumes the next one. If no
answers are available, it suspends the current computation and schedules a
possible resolution to continue the execution.

Completion: this operation determines whether a tabled subgoal is completely
evaluated. A subgoal is said to be completely evaluated when the set of stored
answers represents all the conclusions that can be inferred from the set of
facts and rules in the program. When this is the case, the operation closes
the subgoal’s table entry and reclaims stack space. Otherwise, control moves
to a consumer with unconsumed answers.

During tabled evaluation, at several points, we can choose between continuing
forward execution, backtracking to interior nodes, returning answers to consumer
nodes, or performing completion. The decision on which operation to perform is
determined by the scheduling strategy. Different strategies may have a significant
impact on performance, and may lead to a different ordering of solutions to
the query goal. Arguably, the two most successful tabling scheduling strategies
are batched scheduling and local scheduling [2]. YabTab supports both batched
scheduling, local scheduling and the dynamic intermixing of batched and local
scheduling at the subgoal level [5]. Local scheduling does not have any relevance
for this work, so we will not consider it.

Batched scheduling schedules the program clauses in a depth-first manner as
does the WAM. It favors forward execution first, backtracking next, and consum-
ing answers or completion last. It thus tries to delay the need to move around
the search tree by batching the return of answers. When new answers are found
for a particular tabled subgoal, they are added to the table space and the ex-
ecution continues. For some situations, this results in creating dependencies to
older subgoals, therefore enlarging the current SCC (Strongly Connected Com-
ponent) [3] and delaying the completion point to an older generator node. By
default in YapTab, tabled predicates are evaluated using batched scheduling [5].

3 Deterministic Tabled Calls and Answers in YapTab

In this section, we discuss how tabled predicates are compiled in YapTab and, in
particular, we show how YapTab uses the Yap compiler to generate compiled and
indexed code for deterministic tabled calls. We then discuss how deterministic
tabled answers for deterministic tabled calls can be handled in YapTab.

3.1 Compilation of Tabled Predicates

Tabled predicates defined by several clauses are compiled using the table try me,
table retry me and table trust me WAM-like instructions in a manner similar
to the generic try me/retry me/trust me WAM sequence. The table try me
instruction extends the WAM’s try me instruction to support the tabled subgoal
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call operation. The table retry me and table trust me differ from the generic
WAM instructions in that they restore a generator choice point rather than
a standard WAM choice point. Tabled predicates defined by a single clause
are compiled using the table try single WAM-like instruction, a specialized
version of the table try me instruction for deterministic tabled calls. We next
show YapTab’s compiled code for a tabled predicate t/1 defined by a single
clause and for a tabled predicate t/3 defined by several clauses.

% predicate definitions
:- table t/1, t/3.
t(X) :- ...
t(a1,b1,c1) :- ...
t(a1,b2,c2) :- ...
t(a1,b1,c3) :- ...
t(a2,b2,c4) :- ...

% compiled code generated by YapTab for predicate t/1
t1_1: table_try_single t1_1a
t1_1a: ‘WAM code for clause t(X) :- ...’

% compiled code generated by YapTab for predicate t/3
t3_1: table_try_me t3_2
t3_1a: ‘WAM code for clause t(a1,b1,c1) :- ...’
t3_2: table_retry_me t3_3
t3_2a: ‘WAM code for clause t(a1,b2,c2) :- ...’
t3_3: table_retry_me t3_4
t3_3a: ‘WAM code for clause t(a1,b1,c3) :- ...’
t3_4: table_trust_me
t3_4a: ‘WAM code for clause t(a2,b2,c4) :- ...’

As t/1 is a deterministic tabled predicate, the table try single instruction will
be executed for every call to this predicate. On the other hand, t/3 is a non-
deterministic tabled predicate, but some calls to it can be deterministic, i.e.,
defined by a single matching clause. Consider, for example, the calls t(a2,X,Y)
and t(X,Y,c3). These two calls are deterministic as each of them matches with
a single t/3 clause, respectively, the 4th and 3rd clause. We next describe how
YapTab uses the demand-driven indexing mechanism of Yap to dynamically
generate table try single instructions for this kind of deterministic calls.

3.2 Demand-Driven Indexing

Yap implements demand-driven indexing (or just-in-time indexing) [6] since ver-
sion 5. The idea behind it is to generate flexible multi-argument indexing of
Prolog clauses during program execution based on actual demand. This feature
is implemented for static code, dynamic code and the internal database. All in-
dexing code is generated on demand for all and only for the indices required.
This is done by building an indexing tree using similar building blocks to the
WAM but it generates indices based on the instantiation of the current goal, and
expands indices given different instantiations for the same goal.

This powerful optimization allows YapTab to execute some calls to non-
deterministic tabled predicates like deterministic tabled predicates. This happens
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when Yap’s indexing scheme finds that for a particular call to a non-deterministic
tabled predicate, there is only a single clause that matches the call. We next show
an example illustrating the indexed code generated for a non-deterministic call
and two deterministic calls to the previous t/3 tabled predicate.

% indexed code generated by YapTab for call t(a1,X,Y)
table_try t3_1a
table_retry t3_2a
table_trust t3_3a

% indexed code generated by YapTab for call t(a2,X,Y)
table_try_single t3_4a

% indexed code generated by YapTab for call t(X,Y,c3)
table_try_single t3_3a

The call t(a2,X,Y) is non-deterministic as it matches the 1st, 2nd and 3rd
clauses of t/3, so a table try/table retry/table trust sequence is gener-
ated. The other two calls, t(a3,X,Y) and t(X,Y,c3), are both deterministic as
they only match a single t/3 clause, so a table try single instruction can be
generated. Note however, that there are situations where a call can be deter-
ministic, but Yap’s indexing scheme cannot detect it as deterministic in order
to generate the appropriate table try single instruction [6]. In such cases, we
cannot benefit directly from our approach, but we can take advantage of the sim-
ilarities between the table try single instruction and the last matching clause
of a non-deterministic tabled call to apply our approach later.

3.3 Last Matching Clause

When evaluating a tabled predicate, the last matching clause of a call to the
predicate is implemented either by the table trust me instruction or by the
table trust instruction. The former situation occurs when we have a generic
call to the predicate (all the arguments of the call are unbound variables) and the
latter situation occurs when we have a more specific call (some of the arguments
are at least partially instantiated) optimized by indexing code. In a WAM-based
implementation, the last matching clause of a call is implemented by first restor-
ing all the necessary information from the current choice point (usually pointed
to by the WAM’s B register) and then, by discarding the current choice point (by
updating B to its predecessor). In a tabled implementation, the table trust me
and table trust instructions also restore all the necessary information from
the current choice point B, but instead of updating B to its predecessor, they
update the next clause field of B to the completion instruction. By doing that,
they force completion detection when the computation backtracks again to B,
i.e., whether the clauses for the subgoal call at hand are all exploited.

Hence, the computation state that we have when executing a table trust me
or table trust instruction is similar to that one of a table try single instruc-
tion, that is, in both cases the current clause can be seen as deterministic as it
is the last (or single) matching clause for the subgoal call at hand. Thus, we
can view the table trust me and table trust instructions as a special case of
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the table try single instruction. This means that the approach used for the
table try single instruction to efficiently deal with deterministic tabled calls
can be applied to the table trust me and table trust instructions. We discuss
the implementation details for these instructions in the next section.

3.4 Deterministic Tabled Answers

A tabled answer is deterministic when it is the single matching answer for the
corresponding tabled call. Determining when an answer is deterministic is im-
portant because the tabled call can be completed early and the corresponding
choice point can be removed. Taking into account the formulation discussed
above for the last matching clause, we can also extend the definition of being a
deterministic tabled answer and say that a tabled answer is deterministic when
we can safely conclude that no more answers will be found, i.e., when the current
answer is the last (or single) matching answer for the corresponding tabled call.

However, during execution time, it is not always possible to conclude before-
hand that no more answers will be found for a particular tabled call. This is a
safe conclusion only when the tabled call is deterministic, i.e., the clause being
executed for the tabled call at hand is the last (or single) matching clause, and
the choice point for the tabled call is the topmost choice point, i.e., no alterna-
tive paths exist for evaluating the tabled call at hand. In what follows, we will
thus assume that a tabled call is deterministic when the clause being executed
for the call is the last matching clause and that a tabled answer is deterministic
when the answer is the last matching answer for the corresponding tabled call.

4 Implementation Details

In this section, we describe in detail how we have extended YapTab to provide
engine support to efficiently deal with deterministic tabled calls and answers.

4.1 Generator Nodes

In YapTab, a generator node is implemented as a WAM choice point extended
with some extra fields. The format of a generic generator choice point in YapTab
is depicted in Fig. 1(a). Fields that are not found in standard WAM choice points
are coloured gray. A generator choice point is divided in three sections. The top
section contains the usual WAM fields needed to restore the computation on
backtracking plus two extra fields [5]: cp dep fr is a pointer to the correspond-
ing dependency frame, used by local scheduling for fix-point check, and cp sg fr
is a pointer to the associated subgoal frame where answers should be stored. The
middle section contains the argument registers of the subgoal and the bottom
section contains the substitution factor [7], i.e., the set of free variables which
exist in the terms in the argument registers. The substitution factor is an opti-
mization that allows the new answer operation to store in the table space only
the substitutions for the free variables in the subgoal call.
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Fig. 1. (a) Generic and (b) deterministic generator choice points in YapTab

If we now turn our attention to how generator choice points are handled during
evaluation, we find that some of this information is never used when evaluating
deterministic tabled calls with batched scheduling. This happens mainly because,
with batched scheduling, the computation is never resumed in a deterministic
generator choice point. This allows us to remove the argument registers and the
standard cp cp, cp h and cp env fields. The cp dep fr field can also be removed
because it is only necessary with local scheduling [5].

Figure 1(b) shows the new format of a deterministic generator choice point in
YapTab. The cp b field is needed for failure continuation; the cp ap and cp tr
are required when backtracking to the choice point; the cp sg fr is required by
the new answer and completion operations; and the substitution factor fields are
required by the new answer operation. This optimization is similar to the shallow
backtracking optimization as introduced by Carlsson [8]. The main difference to
our approach is that, instead of delaying the initialization of some choice point
fields, here we can safely ignore and remove them as they are never used.

Considering that N is the number of arguments registers and that M is the
number of substitution variables, the ratio of memory usage in the choice point
stack between the new and the original representation of deterministic generator
choice points can be expressed as follows:

4 + 1 + M

8 + N + 1 + M

4.2 Tabling Operations

Dealing with deterministic tabled calls and answers required small changes to
the tabled subgoal call, completion and new answer operations. Figure 2 shows
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table_try_single(TABLED_CALL tc) {
sg_fr = subgoal_check_insert(tc) // sg_fr is the subgoal frame for tc
if (new_tabled_subgoal_call(sg_fr)) {

if (evaluation_mode(tc) == batched_scheduling) // *** new ***
store_deterministic_generator_node(sg_fr)

else // local scheduling
store_generic_generator_node(sg_fr)

...
}
...

}

table_trust_me(TABLED_CALL tc) {
// the B register points to the current choice point
restore_generic_generator_node(B, COMPLETION)
if (evaluation_mode(tc) == batched_scheduling &&

not_in_a_frozen_segment(B) { // *** new ***
subs_factor = B + sizeof(generic_generator_cp) + arity(tc)
gen_cp = subs_factor - sizeof(deterministic_generator_cp)
gen_cp->cp_sg_fr = B->cp_sg_fr
gen_cp->cp_tr = B->cp_tr
gen_cp->cp_ap = B->cp_ap
gen_cp->cp_b = B->cp_b
B = gen_cp

}
...

}

Fig. 2. Pseudo-code for the table try single and table trust me instructions

in more detail the changes (blocks of code marked with a ‘// *** new ***’
comment) made to the table try single and table trust me2 instructions.

The table try single instruction now checks whenever the subgoal being
called is to be evaluated using batched or local scheduling. If batched, it allocates
a deterministic generator choice point. If local, it proceeds as before and allocates
a generic generator choice point.

The table trust me instruction now checks if the current tabled call is being
evaluated using batched scheduling and if the current choice point is not in a
frozen segment3. If these two conditions hold, we can recover some memory space
by transforming the current generator choice point into a deterministic generator
choice point (we assume that the choice point stack grows upwards). To do that,
we need to copy the cp sg fr, cp tr, cp ap and cp b fields in the current choice
point to their new position, just above the substitution factor variables.

Deterministic generator choice points can be accessed later when executing
the completion and/or new answer operations. Since both generator types have
different sizes, we need to distinguish which is the type of the generator in

2 The changes made to the table trust instruction are identical.
3 The YapTab system uses frozen segments to protect the stacks of suspended com-

putations [4]. Thus, if the current choice point is trapped in a frozen segment it is
worthless to try to recover memory from it using our approach.
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completion() {
... // fixpoint check loop
// subgoal completely evaluated
if (is_deterministic_generator_cp(B)) { // *** new ***

gen_cp = deterministic_generator_cp(B)
sg_fr = gen_cp->cp_sg_fr

} else { // generic generator choice point
gen_cp = generic_generator_cp(B)
sg_fr = gen_cp->cp_sg_fr

}
complete_subgoal(sg_fr)
...

}

new_answer(TABLED_CALL tc, CHOICE_POINT cp, ANSWER ans) {
// cp is the generator choice point for the tabled call tc
if (is_deterministic_generator_cp(cp)) { // *** new ***

gen_cp = deterministic_generator_cp(cp)
sg_fr = gen_cp->cp_sg_fr
subs_factor = gen_cp + sizeof(deterministic_generator_cp)

} else { // generic generator choice point
gen_cp = generic_generator_cp(cp)
sg_fr = gen_cp->cp_sg_fr
subs_factor = gen_cp + sizeof(generic_generator_cp) + arity(tc)

}
insert = answer_check_insert(sg_fr, subs_factor)
if (insert == FALSE || evaluation_mode(tc) == local_scheduling) {

fail() // repeated answer or local scheduling
} else { // new answer and batched scheduling

if (is_deterministic_generator_cp(gen_cp) &&
topmost_choice_point(gen_cp) { // *** new ***

// the new answer is deterministic, thus the tabled call can be ...
mark_as_completed(sg_fr) // ... completed early and the ...
B = gen_cp->cp_b // .. corresponding choice point can be removed

}
...

}
}

Fig. 3. Pseudo-code for the completion and new answer instructions

order to correctly access the fields required by each operation. The completion
operation needs to access the cp sg fr field and the new answer operation needs
to access the cp sg fr and substitution factor fields. Figure 3 shows in more
detail the changes made to the completion and new answer instructions. For
the new answer instruction, we also show the pseudo-code that determines when
an answer is deterministic. Remember from section 3.4 that we can conclude that
an answer is deterministic when the tabled call is deterministic and the choice
point for the tabled call is the topmost choice point4.

4 Detecting if a choice point is the topmost choice point is implemented by comparing
it against the B register (that points to the topmost choice point on the current
branch) and the B FZ register (that points to the topmost frozen choice point).
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5 Experimental Results

We next present some experimental results comparing YapTab with and without
the new support for deterministic tabled calls and answers. The environment for
our experiments was an Intel(R) Core(TM)2 Quad CPU Q9550 2.83GHz with 2
GBytes of main memory and running the Linux kernel 2.6.24-24 with YapTab
5.1.3. To put the performance results in perspective and have a well-defined
starting point comparing the memory ratio between the new and the original
representation of deterministic generator choice points, first we have defined
three deterministic tabled predicates, respectively with arities 5, 11 and 17, that
simply call themselves recursively:

:- table t/5, t/11, t/17.

t(N,A2,A3,A4,A5) :- N>0, N1 is N-1, t(N1,A2,A3,A4,A5).

t(N,A2,A3,A4,A5,A6,A7,A8,A9,A10,A11) :-
N>0, N1 is N-1, t(N1,A2,A3,A4,A5,A6,A7,A8,A9,A10,A11).

t(N,A2,A3,A4,A5,A6,A7,A8,A9,A10,A11,A12,A13,A14,A15,A16,A17) :- N>0,
N1 is N-1, t(N1,A2,A3,A4,A5,A6,A7,A8,A9,A10,A11,A12,A13,A14,A15,A16,A17).

The first argument N controls the number of times the predicate is executed. It
thus defines the number of generator choice points to be allocated (we used a
value of 200,000 in our experiments). In order to have specific combinations of
argument registers (column Args) and substitution variables (column Subs),
we have run each predicate with three different sets of free variables in the ar-
guments. Table 1 shows the local stack5 memory usage, in KBytes, and the
running time, in milliseconds, for YapTab without (column YapTab) and with
(column YapTab+Det) the new support for deterministic tabled calls and an-
swers. A third column shows the memory and running time ratio between both
approaches. For the memory ratio, we show in parentheses the ratio given by
the formula introduced at the end of section 4.1.

As expected, the results in Table 1 confirm that memory reduction increases
when the number of argument registers is bigger and the number of substitution
variables is smaller. This is consistent with the formula presented in section 4.1.
The small difference between our experiments and the values obtained when us-
ing the formula came from the fact that, in the formula, we are considering a
local stack without environment frames and, in the experiments, for each gen-
erator choice point we are also allocating an environment frame6. The results
in Table 1 also suggest that this memory reduction can have an impact in the
running time of the execution.

Next, we tested our approach using two well-know problems: the fibonacci
problem (using lists of integers to represent arbitrary numbers) and the sequence

5 In YapTab, the local stack contains both choice points and environment frames [9].
Other systems, like XSB Prolog, have separate choice point and environment stacks.

6 As these experiments do not store permanent variables [9] for environments, this
corresponds to adding the size of an environment frame to both parts of our formula.



On Improving the Efficiency of Deterministic Calls and Answers 123

Table 1. Local stack memory usage (in KBytes) and running times (in milliseconds) for
YapTab without and with the new support for deterministic tabled calls and answers

Args Subs
YapTab YapTab+Det YapTab+Det/YapTab

Memory Time Memory Time Memory Time
5 4 18,751 224 11,719 160 0.62 (0.50) 0.71
5 2 17,188 216 10,157 148 0.59 (0.44) 0.69
5 0 15,626 216 8,594 152 0.55 (0.36) 0.70
11 10 28,126 332 16,407 240 0.58 (0.50) 0.72
11 5 24,219 256 12,501 268 0.52 (0.40) 1.05
11 0 20,313 232 8,594 184 0.42 (0.25) 0.79
17 16 37,501 444 21,094 340 0.56 (0.50) 0.77
17 8 31,251 436 14,844 300 0.47 (0.38) 0.69
17 0 25,001 312 8,594 236 0.34 (0.19) 0.76

Average 0.52 (0.39) 0.76

comparisons problem7. For both problems, we used a standard implementa-
tion (tabled predicates fib/2 and seq/3) and a transformed implementation
(tabled predicates fib t/2 and seq t/3) that forces all tabled calls to use the
table try single instruction. The Prolog code for the main predicates that
implement both problems are presented next.

:- table fib/2, fib_t/2, seq/3, seq_t/3.

fib(0,[1]).
fib(1,[1]).
fib(N,L) :- N>1, N1 is N-1, N2 is N-2,
fib(N1,L1), fib(N2,L2), sum_lists(L1,L2,L).

fib_t(N,L):- (N=<1 -> L=[1] ; (N1 is N-1, N2 is N-2,
fib_t(N1,L1), fib_t(N2,L2), sum_lists(L1,L2,L))).

seq(0,0,0).
seq(0,M,M).
seq(N,0,N).
seq(N,M,C) :- N>0, M>0, N1 is N-1, M1 is M-1,
seq(N1,M,C1), seq(N,M1,C2), seq(N1,M1,C3), min(N,M,C1,C2,C3,C).

seq_t(N,M,C) :- (N==0 -> M=C ; N>0, (M==0 -> C=M ; N1 is N-1, M1 is M-1,
seq_t(N1,M,C1), seq_t(N,M1,C2), seq_t(N1,M1,C3), min(N,M,C1,C2,C3,C))).

We experimented the fibonacci problem with sizes 1000, 2000 and 4000 and the
sequence comparisons problem with sequences of length 500, 1000 and 2000.
Table 2 shows the local stack memory usage, in KBytes, and the running
time, in milliseconds, for YapTab without (column YapTab) and with (col-
umn YapTab+Det) the new support for deterministic tabled calls and answers.
Again, a third column shows the memory and running time ratio between both
approaches.
7 In the sequence comparisons problem, we have two sequences A and B, and we want

to determine the minimal number of operations needed to turn A into B.
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Table 2. Local stack memory usage (in KBytes) and running times (in milliseconds) for
YapTab without and with the new support for deterministic tabled calls and answers

Program Size
YapTab YapTab+Det YapTab+Det/YapTab

Memory Time Memory Time Memory Time

fib/2
1000 250 984 203 884 0.8120 0.8984
2000 375 2,880 305 2,804 0.8133 0.9736
4000 500 6,492 407 6,420 0.8140 0.9889

seq/3
500 45,914 792 39,079 448 0.8511 0.5657
1000 183,625 8,108 156,282 3,272 0.8511 0.4036
2000 734,438 135,580 718,813 117,483 0.9787 0.8665

fib t/2
1000 250 988 125 368 0.5000 0.3725
2000 375 3,040 188 1,268 0.5013 0.4171
4000 500 6,516 250 2,828 0.5000 0.4340

seq t/3
500 45,914 804 78 252 0.0017 0.3134
1000 183,625 8,844 157 952 0.0009 0.1076
2000 734,438 131,904 313 7,048 0.0004 0.0534

The results in Table 2 show improvements on the local stack memory usage
and in the running time of the execution for all experiments. In particular, for
the standard predicates, fib/2 and seq/3, our approach shows, on average, a
slightly worse tendency to memory and running time reduction, if compared
with the results on Table 1. This happens mainly because of the existence of
permanent variables in the body of the tabled clauses. However, on average, our
approach is able to improve the performance of the execution for all fib/2 and
seq/3 experiments. This suggests that it is possible to take advantage of our
approach by using the last matching clause optimization when a program do not
contains deterministic tabled predicates.

For the transformed predicates, fib t/2 and seq t/3, our approach shows
very good performance. For the fib t/2 experiments, it decreases, on average,
memory usage to 50% and running time to 40%. For the seq t/3 experiments,
it shows impressive gains. In particular for sequences of length 2000, it uses
2500 times less memory on the local stack and executes 19 times faster. This
shows that our approach can be quite effective when we have deterministic tabled
answers for deterministic tabled calls.

6 Conclusions and Further Work

We have presented a proposal for the efficient evaluation of deterministic tabled
calls and answers with batched scheduling. A well-known aspect of tabling is
the overhead in terms of memory usage compared with standard Prolog. This
suggested to us the question of whether it was possible to minimize this overhead
when evaluating deterministic tabled computations. Our initial results are quite
promising, they suggest that, for deterministic tabled calls and tabled answers
with batched scheduling, it is possible not only to reduce the memory usage
overhead, but also the running time of the execution for certain applications.
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Further work will include exploring the impact of applying our proposal to
more complex problems, seeking real-world experimental results allowing us to
improve and expand our current implementation.
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Abstract. Prolog is the most well-known and widely used logic pro-
gramming language. A large number of Prolog applications maintains
information by asserting and retracting clauses from the database. Such
dynamic predicates raise a number of issues for Prolog implementations,
such as what are the semantics of a procedure where clauses can be
retracted and asserted while the procedure is being executed. One ad-
vantage of Logical Update semantics is that it allows indexing. In this
paper, we discuss how one can implement just-in-time indexing with
Logical Update semantics. Our algorithm is based on two ideas: stable
structure and fragmented index trees. By stable structure one means that
we define a structure for the indexing tree that not change, even as we
assert and as we retract clauses. Second, by fragmented index tree we
mean that the indexing tree will be built in such a way that the updates
will be local to each fragment. The algorithm was implemented and re-
sults indicate significant speedups and reduction of memory usage in test
applications.

1 Introduction

Prolog is the most well-known and widely used logic programming language.
Prolog is based on Horn Clauses, a subset of First Order Logic for which a
refutation-complete procedure exists. Definite Horn clauses have a single positive
literal, the head, and zero or more negative literals. Clauses are called facts, if
they have no negative literals, or rules, otherwise. Prolog programs rely on a
static data-base of facts and procedures, but a large number of applications
maintains information by asserting and retracting clauses from the database. In
modern Prolog systems, predicates where one can assert and retract clauses are
named dynamic.

A major issue for Prolog implementers is what are the semantics of a proce-
dure where clauses can be retracted and asserted while the procedure is being
executed. Originally, Prolog systems implemented what is called immediate up-
dates, where a new clause or a retracted clause was immediately visible to a new
execution. Unfortunately, these semantics can be hard to capture. Indexing also
becomes impossible, as we may need to backtrack to a newly added clause.

L. Seabra Lopes et al. (Eds.): EPIA 2009, LNAI 5816, pp. 126–137, 2009.
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Lindholm and O’Keefe [5] proposed what is nowadays called the Logical Up-
date semantics. In these semantics, a call to a dynamic predicate operates on
a snapshot of the clauses defining a predicate at the time of the call. In other
words, adding or removing clauses will not change the clauses seen by a call to
a predicate. The approach allows indexing and is intuitive. On the other hand,
one problem is that deleted clauses need to be stored until all calls that use
them terminate; moreover, the current goal should not be allowed to backtrack
into “future” clauses. Lindholm and O’Keefe use time-stamps to control access
to clauses, and garbage collection to remove dead clauses.

Logical Update semantics have become very popular. They are enforced by
the ISO Prolog standard and they are implemented in most Prolog systems [2]
(although not all [6]). As discussed above, one advantage of LU semantics is
that it allows indexing (in contrast with immediate semantics). In this paper,
we discuss how one can implement just-in-time indexing with logic update (LU)
semantics. Just-in-time indexing [8] was motivated by the observation that the
performance of Prolog programs strongly depends on the ability of the Prolog
engine to find sets of clauses to match against sub-goals. Unfortunately, most
Prolog systems have very limited indexing, usually by default just on the first
argument. Extensions, such as multi-argument indexing [12], require user in-
tervention and are designed to optimize a single mode of usage. Just in Time
Indexing (JITI), can address larger databases, allowing for different modes of
usage. JITI relies on two key ideas. First, indexing should be performed late,
when we know how the actual queries are instantiated. Second, different queries
may have different modes. Thus, the indexing code should be able to change and
grow to support different moded queries.

Dynamic predicates present a challenge to JITI: the indexing code can grow
both because we have new modes of usage, and because we have new clauses.
Moreover, the code can now contract as we retract clauses. Next we contribute
over prior work [8] by extending the JITI algorithm to index dynamic predicates.
The new algorithm is based on two ideas: stable structure and fragmented index
trees. By stable structure one means that we define a structure for the indexing
tree that not change, even as we assert and as we retract clauses. Second, by
fragmented index tree we mean that the indexing tree will be built in such a
way that the updates will be local to each fragment. The algorithm was imple-
mented on the YAP Prolog system and results indicate significant speedups and
reduction of memory usage in test applications.

The paper is organized as follows. First, we briefly review the JITI through
an example. Next, we discuss the updating algorithm. We present performance
results next. Last, we present some conclusions and suggest further work.

2 The JITI by Example

The JITI extends David H. D. Warren’s WAM design. Figure 1(a) shows the
WAM code for a small database fragment from a well-known machine learning
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Fig. 1. WAM and JITI Code for has property/3. The “Type” nodes have four children:
constant, compound term, list or unbound term. Sets of clauses are grouped as ovals.

dataset, Carcinogenesis, which contains information on the carcinogenic proper-
ties of several chemical compounds in mice [10]:

has property(d1, salmonella, p).
has property(d1, salmonella n, p).
has property(d2, salmonella, p).
has property(d2, cytogen ca, n).
has property(d3, cytogen ca, p).

Figure 1(a) shows WAM indexing code as a tree, with switch nodes, and clause
chain nodes. The WAM has two different switches: switch on type selects ac-
cording to the first argument, A1, being unbound, constant, pair or structure;
switch on constant selects according to a value. The WAM also separates clause
chain nodes with a single clause, that are implemented as a jump, and sets of
clauses, that are implemented as try, retry, trust sequences of instructions.

In the original WAM one only considers A1. This is not always optimal, as
shown in the following queries:

?- has property(d1, , ).
?- has property(d1, salmonella, ).
?- has property( , salmonella , ).
?- has property( , cytogen ca, p).
?- has property( , , n).

The WAM would only generate ideal code for the first example. In all the other
cases it would backtrack through every clause in the procedure, even though the
queries are deterministic.
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Unfortunately, generating indexing code for every combination of arguments
can be quite expensive: with arity 3 and no sub-arguments, we have 23 = 8
different input-output combination. The JITI approaches this task by assuming
that all calls will have the same mode of usage: it generates multi-argument
indices based on the indexing patterns for the first call of a predicate.

Figure 1(b) shows JITI code for our example procedure, if the first query was:

?- a(d1,Prop,Type).

The JITI algorithm generates the code at the first call. The code is based on the
WAM code, but it differs as follows:

– If A1 = d1 or A1 = d2 the JITI cannot commit to a single clause. In
order to achieve determinacy, it thus adds extra code to test whether A2
is instantiated. If the test succeeds, it tries generating a new index for the
remaining clauses on A2. This is not the case, so the JITI again adds code
to test whether A3 is instantiated. In the example, A3 is unbound, so the
JITI has no choice but to generate a try-trust chain.

– If A1 = d3 there is no need to perform further indexing: the goal is already
determinate so the JITI transfers control to clause 5.

– The WAM generates a sequence of try me, retry me, trust me instructions
for the case A1 is unbound. In the purest version of the JITI this is not
necessary: the JITI just leaves code to check for the next argument, A2.

We call the nodes that wait until an argument instantiates to generate code for
the argument wait nodes, because the JITI is waiting on a chance to increase
the trees. The usefulness of wait nodes becomes clear when consider the next
example goal:

?- a(d1,salmonella,Type).

In this case, we have A2 bound. Going back to Figure 1(b), we execute the
switch on type instruction, next the switch on cons, and enter the wait node
for A2. At this point, the indexing code expands d1’s sub-tree using the same
algorithm we used to build the indexing code for A1. It first generates a
switch on type, and then a switch on cons. The new tree replaces the A2
wait node, resulting in the tree shown in Figure 2(a). Notice that we only ex-
pand the case for d1: we could be aggressive and also expand for d2, but our
reference implementation tries to generate code as lazily as possible.

Last, imagine we run a call where only the second argument is bound:

?- a(Compound,salmonella,Type).

again we will execute the top switch on type, but now we will proceed to the
rightmost wait node. The JITI builds a new indexing tree for A2, shown in
Figure 2(b).
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Fig. 2. Expanding JITI Code for has property/3: A1, A2 bound and A2 bound

3 Dynamic Procedures

We have explained the key ideas in the JITI. Before we proceed, it is important
to understand how the YAP Prolog system implements dynamic predicates. Dy-
namic procedures are sets of dynamic clauses. Each dynamic clause is always
allocated independently (in contrast to static clauses [7]). The main fields in the
clause’s header are:

– ClFlags: every clause has a set of flags; important flags indicate whether
the clause has been deleted, and whether it is in use.

– ClRefCount: how many external pointers to the clause; most of these pointers
will be from indexing code.

– ClSource: a data-structure containing the original source of the clause.
– ClPrev, ClNext: pointers to a doubly linked list.

The assert/1 procedure stores a clause with three components: the header, the
compile term, and a term containing the source-code.

The retract/1 and erase/1 procedures remove a clause from a list imme-
diately, but do not try to recover space. Space is only recovered when ClFlags
does not have in-use set, and if the ClRefCount is 0. Actually recovering space
is the performed either at backtracking or when recovering space in the indexing
code.

Our system implements a few optimizations of interest to dynamic code:

– Facts do not have source code: source code is actually recovered by executing
the code;

– The Prolog Internal Data-Base is implemented as dynamic clauses with a
single instruction, that unifies the second argument with a copy of the data
in the ClSource field.
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4 Indexing Dynamic Procedures

We have so far presented the JITI assuming the code is static. Dynamic proce-
dures introduce several complications. The key ideas in our implementation are
as follows: (a) try to keep the code as simple as possible; (b) try to make as
little changes to the current tree as possible; (c) try to make changes local at
each node. We discuss these principles next.

Simplicity. Our discussion so far assumes that indexing code is always a simple
tree, rooted at a switch on type node, with switch on value nodes below, and
where leaves are wait nodes, jumps to clauses, or sequences of clauses. We shall
always follow this structure for dynamic procedures, even though this is not
always true in the WAM and in the JITI for static procedures. For example
indexing code on A1 for

has property( , salmonella, p).
has property(d1, salmonella n, p).
has property(d2, salmonella, p).
has property(d2, cytogen ca,n).
has property( , cytogen ca, p).

first tries the clause, then retries and enters a switch, and last trusts the fifth
clause. Updating such sequences is difficult, and not typical of the code most
often found with dynamic procedures.

Structure Preservation. For simple trees, asserting a clause will not affect the
structure of the tree: we just expand switch on values nodes, and add new leaves,
but we do not need to build any new type and value switches tables. Retracting
a clause is more complex: if a clause is the only clause for a sub-tree, we can
(and should) recover space for the whole sub-tree.

Notice that the term last clause in a sub-tree must be understood in the
context of LU semantics: we can only remove a clause from a try–trust when
we are sure the code will not backtrack there.

Locality. Last, given that the tree structure is preserved, adding a clause can
be seen as a set of independent updates to non-structure nodes: we just need to
visit the tree and apply an operation at each node. Retracting follows similar
principles, but with the caveat that we must remove empty sub-trees.

4.1 Asserting Clauses

We can now present a clause insertion algorithm, Insert(p, C, B), where p is the
predicate, C the new clause, and B a boolean saying whether we want to insert
as the first or as the last clause.

Our algorithm performs a pre-order walk of the indexing tree. Throughout,
it maintains two stacks: the label stack includes pointers to all the branches we
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Fig. 3. Assert on has property/3

have yet to visit; the block stack contains the node’s parents. Both stacks are
initially empty. The algorithm proceeds as follows:

1. If the current node is a switch on type node on argument Ai, then:
(a) check what constraints the new clause imposes on Ai.
(b) If the clause imposes no constraints or if Ai can match different types

(e.g., number(Ai)), remove the sub-tree rooted at this node, replacing
it by a wait node. One could add a try before/or a trust after the
switch on type but doing so would break simplicity, as discussed above.

(c) Otherwise, the clause must be added to two of the four cases in the
switch on type: the case that matches the type, and the unbound case.
The label stack allows us to process this case: we push the unbound label
to the label stack, and jump to the bound case.

2. If the current node is a switch on value node, say switch on constant,
then there must be a switch on type above, and that node ensured there is
a constraint of the form Ai = V in the clause:
(a) if V is not in the table, one must expand the table. Our system follows

the WAM and has a number of different cases: if the table is small, it use
sequential search; otherwise, it uses a hash table. In either the case, if
there is room in the table, one simply can insert the new entry. If there
is no room, a new table is allocated. The system guarantees that value
tables are only pointed from the current instruction, so the old table can
be removed immediately. The algorithm than proceeds by popping the
next instruction from the label stack.

(b) if V is in the table, and matches a single clause (leaf), replace V ’s code
by a wait node. Again, pop the next instruction from the label stack.

(c) Otherwise, push the current block on the block stack and follow the table
entry.
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3. If the current node is a try-retry-trust chain (TTT): add a pointer to
the clause to the chain. Our algorithm represents TTT nodes as lists of
clauses [1], so we simply need to update the predicate’s time-stamp and add
the instruction to the list.

4. If the current node is a childless wait node: pop next instruction from label
stack if childless. Otherwise, proceed to the node’s child.

The algorithm terminates when the label stack empties.
Figure 3 shows an example of how the algorithm works, given the tree in

Figure 2(a).

?- assert(atm(d1, salmonella, n)).

The algorithm starts by visiting the top switch on type node. The algorithm
detects the constraint A1 = d1, hence it takes the constant label (shown as
path 1) and pushes the unbound pointer to the label stack. Next, it visits the
value node for A1. The d1 case points to a tree, so there is no need to update
the node. Next, it visits the switch on type for A2. It detects the constraint
A2 = salmonella, hence the code will do as for A1. It takes the leftmost branch,
and pushes the rightmost pointer to the stack. The next switch on constant
has two cases, salmonella and salmonella n. The salmonella case pointed to
a single clause, which must be replaced by a pointer to a wait node.

The next step is to pop the label stack and enter path 2. The algorithm first
meets a wait node T2 with a child. It follows the child and meets the TTT chain
node. At this point, it simply adds the new clause as a last trust in the chain,
and replaces the previous trust clause 6 and the trust 2 by a retry 2. We
pop again and enter path 3. We only find a wait, pop again and exit.

4.2 Retracting Clauses

The first difference between the retracting and asserting, is that when retracting
we know that the clause must be consistent with the indexing tree. Again, we start
by emptying the two stacks, and enter at a switch on type node. The algorithm
then does a pre-order walk in a fashion similar to the previous algorithm:

1. If the number of clauses for the predicate was 2, remove the whole tree.
2. If the current node is a switch on type node on some argument Ai, we must

have a constraint of the form Ai = V . Push the unbound label to the label
stack, and jump to the label matching V ’s type.

3. If the current node switches on value, then either:
(a) V matches a single clause, replace the entry with fail.
(b) Otherwise, jump to the label in the table, pushing the previous block on

the block stack.
4. If the current node is a TTT node we have a number of possibilities:

(a) 2 nodes in the chain: mark the TTT chain as deleted and replace the
entry above by a pointer to the last clause.

(b) else, if the TTT chain is not in use: remove the clause;
(c) else, mark the TTT chain as dirty.

As usual, the algorithm terminates when the label stack empties.
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Purging Dynamic Indices. Dynamic nodes are purged after retracting clauses
or after backtracking. Reclaiming a node is only performed after detaching all
children; decrease reference to other clauses, and decrease the parent’s reference
counter.

5 Performance

The performance of JITI has been discussed in [8]. Previous results [3] show
that for an ILP system the benefits of indexing are partly derived from indexing
dynamic procedures. Next, we present in more detail some time and performance
results on two real applications typical of dynamic updates, one from van Noord’s
FSA utilities [11], and the other from the ILP system Aleph [9].

The experiments were performed using on a Max Powerbook Pro with a
2.5GHz Intel Core Pro Duo and 4GB of memory, running OSX Leopard in 32
bit mode. The experiments consisted of running applications with the JITI to-
tally enabled and only enabled for the main functor of the first argument. They
therefore always apply the JITI.

Kiraz and Grimley-Evans. The FSA toolkit includes a number of algorithms for
finite-state automata. One of these algorithms is based on Kiraz and Grimley-
Evans’ algorithm for automata minimization [4]. The algorithm maintains a state
table as dynamic procedures, and operates by manipulating this table, therefore
it strongly depends on indexing.

Table 1 shows an advantage of using full versus first argument indexing in
this case: there is a 10% speedup, at the cost of a 20% increase in index space.
On the other hand, index space is still much smaller than clause compiled space.

A more detailed analysis finds that the difference essentially comes from two
predicates, symbol state /2 and class state /2. If one uses multiple argu-
ment, indexing execution is deterministic, and no choice-points are created. If
one just uses first argument indexing, execution is non-deterministic. Execution
thus becomes slower for two reasons: the system has to create choice-points, and
it has to maintain a TTT chain for symbol state /2 and class state /2. At
the end of execution, the application erases all clauses for symbol state .

Table 1. Running Time and Space Usage for Dynamic Predicates in the
Kiraz/Grimley-Evans benchmark at the end of forward execution. Sizes refer to to-
tal size spent in dynamic clauses and in indices. Indexing code is divided into code for
switch and type and switch on value instructions, sequences of try-retry-trust in-
structions, wait nodes, and indexing tables.

Time (msec) Dynamic Code (in KB)
Clauses Indices Switches TTT Wait Tables

1st Arg 211 998 126 7 85 18 14
Full 181 998 165 10 98 44 20
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Table 2. Running Time and Space Usage for a possible Aleph execution where we
first saturate example 1, reduce, saturate example 2, reduce, saturate example 3, and
reduce

Experiment Time (msec) Dynamic Code (in KB)
Clauses Indices Switches TTT Wait Tables

sat(1)
1st Arg 23 1066 25 4 4 9 7
Full 21 1066 36 11 2 17 4

reduce
1st Arg 4385 12170 238 5 4 139 7
Full 4100 12107 1495 12 91 148 23

sat(2)
1st Arg 34 12182 158 4 6 139 7
Full 28 12182 291 16 94 153 27

reduce
1st Arg 4710 11471 162 5 6 143 7
Full 4270 11471 378 17 155 157 49

sat(3)
1st Arg 17 11437 154 4 4 137 7
Full 14 11437 369 13 153 147 46

reduce
1st Arg 4980 10713 284 5 4 267 7
Full 4090 10713 595 13 242 277 61

Using multiple arguments results in deeper and larger trees. The results show
that Switches, the space spent on switch on type and the space spent on the
non-table code in the switch on cons instructions, grows to 10KB from 7KB.
The last interesting data concerns the sizes of the tables used to store hash tables
and other chains. The results show Table size of 20KB for multiple argument,
whereas when using the first argument usage is negligible. The wait node space
corresponds to the space spent to support quick expansion of indexing trees.
This space will grow as we generate deeper trees.

In a second experiment we use the Aleph Inductive Logic Programming Sys-
tem running the Carcinogenesis benchmark [10]. We run saturation and re-
duction three times, for three different examples. Because the Carcinogenesis
database strongly benefits from multiple indexing, the 1st argument experiment
only disables indexing on the dynamic predicates.

Table 2 shows performance for a possible Aleph run where one saturates
the first example, reduces, the second example, reduce. The results are quite
similar to the previous dataset. There is a speedup in using multiple argu-
ment indexing, at the cost of using more memory, but the total amount of
memory is still quite low compared to the compiled code. A detailed analysis
shows again two predicates dominating execution in the multiple-argument case:
$aleph search expansion/4 and $aleph search node/8. The latter predicate
performs well with first argument indexing, but the second one creates very large
TTT chains.

6 Discussion

We discuss the implementation of dynamic updates for just-in-time indexing.
Although the key ideas have been presented previously, our contribution provides
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a detailed explanation of the actual algorithms, given wide experience in using
the system.

Experience has forced a number of changes over the initial implementation.
Arguably, the main change was that the original implementation maintained
TTT chains as a single block. Extra space was reserved at the beginning and
end in case clauses would be asserted. Instead of using time-stamps, blocks were
copied. Unfortunately, experience showed that copying was just too expensive
for larger applications.

In general, TTT chains have shown to be the source for most of the complexity
of in the system. Note that the WAM always has a TTT chain, where each
instruction is stored just before a clause [13]. By default, our system has no
TTT chains, both on static and dynamic procedures. Clauses are linked by an
single chain, for static procedure, and by a doubly linked lists, for dynamic
procedures. One advantage of using a default chain is that it is straightforward
to enumerate every clause. In contrast, enumerating clauses requires generating
a new index, which is expensive for predicates with large number of clauses. In
the worst case, calling a built-in such as listing/0 might overflow the system.
The system chose not to support a default TTT chain in order to save space in
large databases [7].

Indexing dynamic clauses can be seen as a “light” version of the static indexing
algorithm. This “simplicity” principle is based on experience: updating in the
original WAM algorithm was complex because it is not always very clear where
a TTT chain ends, and thus, what is a real trust instruction.

There is relatively little work on indexing dynamic procedures. Some inspira-
tion to our work comes from the way indexing is implemented in SICStus Pro-
log [1]: SICStus uses very dynamic data-structures to support logical updates.
One interesting alternative to our approach would be to support a single mode:
XSB supports indexing dynamic data through tries [6]. Tries are a compact rep-
resentation, and are clearly much more space efficient than our approach. On
the other hand, they cannot support logical updates and multiple modes.

7 Conclusions and Future Work

We present in detail an indexing algorithm for Prolog that can support Just-In
Time Compilation and that can support Logical Update Semantics. The algo-
rithm was motivated by experience with user programs, and has been successfully
applied in practice. The major advantage of this approach is that it supports the
main benefits of the JITI in applications such as updatable data-bases of ground
terms. The main cost in our experience is that it can be relatively expensive in
terms of memory usage: namely, allocating independently each instruction in a
TTT chain is quite costly space-wise.

Our implementation includes a number of design decisions that were based
on particular applications. We expect that new applications will require further
improvements. Ultimately, though, the question is whether one should invest on
alternate data-structures that can provide the functionality of dynamic proce-
dures in a more disciplined and efficient fashion.
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Abstract. In this paper, we describe a novel approach to tackle intention recog-
nition, by combining dynamically configurable and situation-sensitive Causal
Bayes Networks plus plan generation techniques. Given some situation, such net-
works enable recognizing agent to come up with the most likely intentions of the
intending agent, i.e. solve one main issue of intention recognition; and, in case of
having to make a quick decision, focus on the most important ones. Furthermore,
the combination with plan generation provides a significant method to guide the
recognition process with respect to hidden actions and unobservable effects, in
order to confirm or disconfirm likely intentions. The absence of this articulation
is a main drawback of the approaches using Bayes Networks solely, due to the
combinatorial problem they encounter.

Keywords: Intention recognition, Causal Bayes Networks, Plan generation, P-
log, ASCP, Logic Programming.

1 Introduction

Recently, there have been many works addressing the problem of intention recognition
as well as its applications in a variety of fields. As in Heinze’s doctoral thesis [5],
intention recognition is defined, in general terms, as the process of becoming aware
of the intention of another agent, and more technically, as the problem of inferring an
agent’s intention through its actions and their effects in the environment. According
to this definition, an approach to tackle intention recognition is by reducing it to plan
recognition, i.e. the problem of generating plans achieving the intentions and choosing
the ones that match the observed actions and their effects in the environment of the
intending agent. This has been the main stream so far [5,8].

One of the main issues of that approach is that of finding an initial set of possible
intentions (of the intending agent) that the plan generator is going to tackle, and which
must be come up with by the recognizing agent. Undoubtedly, this set should depend
on the situation at hand, since generating plans for all intentions one agent could have,
for whatever situation he might be in, is unrealistic if not impossible.

In this paper, we propose an approach to solve this problem using so-called situation-
sensitive Causal Bayes Networks (CBN) - That is, CBNs [15] that change according to
the situation under consideration, itself subject to change. Therefore, in some given
situation, a CBN is configured, dynamically, to compute the likelihood of intentions
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and filter out the much less likely intentions. The plan generator then only needs to
deal with the remaining (relevant) intentions. Moreover, it being one of the important
advantages of our approach, on the basis of the information provided by the CBN the
recognizing agent can see which intentions are more likely and worth addressing first,
and thus, in case of having to make a quick decision, focus on the most relevant ones.

CBNs, in our work, are represented in P-log [1,3,2], a declarative language that com-
bines logical and probabilistic reasoning, and uses Answer Set Programming (ASP)
as its logical and CBNs as its probabilistic foundations. Given a CBN, its situation-
sensitive version is constructed by attaching to it a logical component to dynamically
compute situation specific probabilistic information, which is forthwith updated into
the P-log program representing that CBN. The computation is dynamic in the sense
that there is a process of inter-feedback between the logical component and the CBN,
i.e. the result from the updated CBN is also given back to the logical component, and
that might give rise to further updating, etc.

In addition, one more advantage of our approach, in comparison with those using
solely BNs [6,7] is that these just use the available information for constructing CBNs.
For complicated tasks, e.g. in recognizing hidden intentions, not all information is ob-
servable. The approach of combining with plan generation provides a way to guide
the recognition process: which actions (or their effects) should be checked for whether
they were (hiddenly) executed by the intending agent. We can make use of any plan
generators available. In this work, for integration’s sake, we use the ASP based condi-
tional planner called ASCP [10], re-implemented [11] in XSB Prolog using the XASP
package [4,22] for interfacing with Smodels [20] – an answer set solver.

The rest of the paper is organized as follows. Section 2 briefly recalls CBNs and de-
scribes how they are used for intention recognition. This section also briefly introduces
P-log. Section 3 proceeds by illustrating P-log with an example and discusses situation-
sensitive CBNs. Section 4 describes the ASCP planner and shows how it is used for
generating plans achieving hypothesized intentions. The paper ends with conclusions
and directions for the future.

2 Causal Bayes Networks in P-Log

2.1 Causal BN

Humans know how to reason based on cause and effect, but cause and effect is not
enough to draw conclusions due to the problem of imperfect information and uncer-
tainty. To resolve these problems, humans reason combining causal models with prob-
abilistic information. The theory that attempts to model both causality and probability
is called probabilistic causation, better known as Causal Bayes Networks (CBN).

A Bayes Network is a pair consisting of a directed acyclic graph (dag) whose nodes
represent variables and missing edges encode conditional independencies between the
variables, and an associated probability distribution satisfying the assumption of con-
ditional independence (Causal Markov Assumption - CMA), saying that variables are
independent of their non-effects conditional on their direct causes [15].

If there is an edge from node A to another node B, A is called a parent of B, and B is
a child of A. The set of parent nodes of a node A is denoted by parents(A). Ancestor
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nodes of A are parents of A or parents of some ancestor nodes of A. If A has no parents
(parents(A) = ∅), it is called a top node. If A has no child, it is called a bottom node.
The nodes which are neither top nor bottom are said intermediate. If the value of a node
is observed, the node is said to be an evidence node.

In a BN, associated with each intermediate node of its dag is a specification of
the distribution of its variable, say A, conditioned on its parents in the graph, i.e.
P (A|parents(A)) is specified. For a top node, the unconditional distribution of the
variable is specified. These distributions are called Conditional Probability Distribution
(CPD) of the BN.

Suppose nodes of the dag form a causally sufficient set [14], i.e. no common causes
of any two nodes are omitted, then implied by CMA [14], the joint distribution of all
node values of the set can be determined as the product of conditional probabilities of
the value of each node on its parents

P (X1, ..., XN ) =
N∏

i=1

P (Xi|parents(Xi))

where V = {Xi|1 ≤ i ≤ N} is the set of nodes of the dag.
Suppose there is a set of evidence nodes in the dag, say O = {O1, ..., Om} ⊂ V . We

can determine the conditional probability of a variable X given the observed value of
evidence nodes by using the conditional probability formula

P (X |O1, O2, ...., Om) =
P (X, O)
P (O)

=
P (X, O1, ..., Om)
P (O1, ..., Om)

(1)

where the numerator and denominator are computed by summing the joint probabilities
over all absent variables w.r.t. V as follows

P (X = x, O = o) =
∑

av∈ASG(AV1)

P (X = x, O = o, AV1 = av)

P (O = o) =
∑

av∈ASG(AV2)

P (O = o, AV2 = av)

where o = {o1, ..., om} with o1, ..., om being the observed values of O1, ..., Om, re-
spectively; ASG(V t) denotes the set of all assignments of vector Vt (with components
are variables in V ); AV1, AV2 are vectors components of which are corresponding ab-
sent variables, i.e. variables in V \ {O ∪ {X}} and V \O, respectively.

In short, to define a BN, one needs to specify the structure of the network, its CPD
and, finally, the prior probability distribution of the top nodes.

2.2 Intention Recognition with Causal Bayesian Networks

The first phase of the intention recognition system is to find out how likely each possible
intention is, based on current observations such as observed actions of the intending
agent or the effects its actions, either observed or unobserved, have in the environment.
It is carried out by using a CBN with nodes standing for binary random variables that
represent causes, intentions, actions and effects, and adopts the following structure.
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Intentions are represented by intermediate nodes whose ancestor nodes represent
causes that give rise to those intentions. Intuitively, we extend Heinze’s tri-level model
[5] with a so-called pre-intentional level that describes the causes of intentions, which
are used to estimate prior probabilities of the intentions. This additional level also guar-
antees the causal sufficiency condition of the set of nodes of the dag. However, if these
prior probabilities can be specified without considering the causes, intentions are rep-
resented by top nodes. Top nodes reflect the problem context or the intending agent’s
mental state.

Observed actions are represented as children of the intentions that causally affect
them. Observable effects are represented as bottom nodes. They can be children of
observed action nodes, of intention nodes, or of some unobserved actions that might
cause the observable effects that are added as children of the intention nodes.

The above causal relations (e.g. which causes give rise to an intention, which in-
tentions trigger an action, which actions have an effect) among nodes of the BNs, as
well as its CPD and the distribution of the top nodes, are specified by domain experts.
However, they are also possible to learn automatically. Finally, by using formula 1 the
conditional probabilities of each intention on current observations can be determined,
X being an intention and O being the set of current observations.

Example 1 (The Fox-Crow story - adapted from Aesop’s fable). There is a crow, holding
a cheese. A fox, being hungry, approaches the crow and praises her, hoping that the crow
will sing and the cheese will fall down near him. Unfortunately for the fox, the crow is
very intelligent, having the ability of intention recognition.

The Fox’s intentions CBN is depicted in the Figure 1. The initial possible intentions of
Fox that Crow comes up with are: Food - i(F ), Please - i(P ) and Territory - i(T ). The
facts that might give rise to those intentions are how friendly the Fox is (Friendly fox)
and how hungry he is (Hungry fox). Currently, there is only one observation which
is: Fox praised Crow (Praised).

2.3 P-Log

The computation in CBNs can be automated by using P-log, a declarative language that
combines logical and probabilistic reasoning, and uses ASP as its logical and CBNs as
its probabilistic foundations.

The original P-log [1,3] uses ASP as a tool for computing all stable models of the
logical part of P-log. Although ASP has been proved to be a useful paradigm for solv-
ing a variety of combinatorial problems, its non-relevance property [4] makes the P-log
system sometimes computationally redundant. Newer developments of P-log [2] use the
XASP package of XSB Prolog [22] for interfacing with Smodels [20] – an answer set
solver. The power of ASP allows the representation of both classical and default nega-
tion in P-log easily. Moreover, the new P-log uses XSB as the underlying processing
platform, allowing arbitrary Prolog code for recursive definitions. Consequently, it al-
lows more expressive queries not supported in the original version, such as meta queries
(probabilistic built-in predicates can be used as usual XSB predicates, thus allowing full
power of probabilistic reasoning in XSB) and queries in the form of any XSB predicate
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Fig. 1. Fox’s intentions CBN

expression [2]. Moreover, the tabling mechanism of XSB [21] significantly improves
the performance of the system.

In general, a P-log program Π consists of a sorted signature, declarations, a regu-
lar part, a set of random selection rules, a probabilistic information part, and a set of
observations and actions.

Sorted signature and Declaration. The sorted signature Σ of Π contains a set of
constant symbols and term-building function symbols, which are used to form terms
in the usual way. Additionally, the signature contains a collection of special function
symbols called attributes. Attribute terms are expressions of the form a(t̄), where a is
an attribute and t̄ is a vector of terms of the sorts required by a. A literal is an atomic
statement, p, or its explicit negation, neg p.

The declaration part of a P-log program can be defined as a collection of sorts and
sort declarations of attributes. A sort c can be defined by listing all the elements c =
{x1, ..., xn}, by specifying the range of values c = {L..U} where L and U are the
integer lower bound and upper bound of the sort c

Attribute a with domain c1 × ...× cn and range c0 is represented as follows:

a : c1 × ...× cn --> c0

If attribute a has no domain parameter, we simply write a : c0. The range of attribute a
is denoted by range(a).
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Regular part. This part of a P-log program consists of a collection of XSB Prolog
rules, facts and integrity constraints (IC) formed using literals of Σ. An IC is encoded
as a XSB rule with the false literal in the head.

Random Selection Rule. This is a rule for attribute a having the form:

random(RandomName, a(t̄), DynamicRange) :- Body

This means that the attribute instance a(t̄) is random if the conditions in Body are sat-
isfied. The DynamicRange allows to restrict the default range for random attributes.
The RandomName is a syntactic mechanism used to link random attributes to the cor-
responding probabilities. If there is no precondition, we simply put true in the body.
A constant full can be used in DynamicRange to signal that the dynamic domain is
equal to range(a).

Probabilistic Information. Information about probabilities of random attribute in-
stances a(t̄) taking a particular value y is given by probability atoms (or simply pa-
atoms) which have the following form:

pa(RandomName, a(t̄, y), d (A, B)):- Body.

meaning that if the Body were true, and the value of a(t̄) were selected by a rule named
RandomName, then Body would cause a(t̄) = y with probability A

B .

Observations and Actions. These are, respectively, statements of the forms obs(l)
and do(l), where l is a literal. Observations are used to record the outcomes of ran-
dom events, i.e. random attributes and attributes dependent on them. The statement
do(a(t, y)) indicates that a(t) = y is enforced true as the result of a deliberate action.

3 Recognizing Fox’s Intentions – An Example

Example 2 (Fox-Crow). The Fox’s intentions CBN can be coded with the P-log pro-
gram in Figure 2.

Two sorts bool and fox intentions, in order to represent boolean values and set
of Fox’s intentions, are declared in part 1. Part 2 is the declaration of four attributes
hungry fox, friendly fox, praised and i which state the first three attributes have
no domain parameter and get boolean values, and the last one maps each Fox’s inten-
tion to a boolean value. The random selection rules in part 3 declare that these four
attributes are randomly distributed in their ranges. The distributions of the top nodes
(hungry fox, friendly fox) and the CPD corresponding to the CBN in Figure 1 are
given in part 4 and parts 5-8, respectively, using the probabilistic information pa-rules.
For example, in part 4 the first rule says that fox is hungry with probability 1/2 and the
second rule says he is friendly with probability 1/100. The first rule in part 5 states that
if Fox is friendly and hungry, the probability of him having intention Food is 8/10.

Note that the probability of an atom a(t̄, y) will be directly assigned if the corre-
sponding pa/3 atom is in the head of some pa-rule with a true body. To define proba-
bilities of the remaining atoms we assume that by default, all values of a given attribute
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which are not assigned a probability are equally likely. For example, first rule in part 4
implies that fox is not hungry with probability 1/2. And, actually, we can remove that
rule without changing the probabilistic information since, in that case, the probability
of fox being hungry and of not being hungry are both defined by default, thus, equal
to 1/2.

1. bool = {t,f}. fox_intentions = {food,please,territory}.
2. hungry_fox : bool. friendly_fox : bool.

i : fox_intentions --> bool. praised : bool.
3. random(rh, hungry_fox, full). random(rf, friendly_fox, full).

random(ri, i(I), full). random(rp, praised, full).
4. pa(rh,hungry_fox(t),d_(1,2)). pa(rf,friendly_fox(t),d_(1,100)).
5. pa(ri(food),i(food,t),d_(8,10)):-friendly_fox(t),hungry_fox(t).

pa(ri(food),i(food,t),d_(9,10)):-friendly_fox(f),hungry_fox(t).
pa(ri(food),i(food,t),d_(0.1,10)):-friendly_fox(t),hungry_fox(f).
pa(ri(food),i(food,t),d_(2,10)):-friendly_fox(f),hungry_fox(f).

6. pa(ri(please),i(please,t),d_(7,10)):-friendly_fox(t),hungry_fox(t).
pa(ri(please),i(please,t),d_(1,100)):-friendly_fox(f),hungry_fox(t).
pa(ri(please),i(please,t),d_(95,100)):-friendly_fox(t),hungry_fox(f).
pa(ri(please),i(please,t),d_(5,100)):-friendly_fox(f),hungry_fox(f).

7. pa(ri(territory),i(territory,t),d_(1,10)):-friendly_fox(t).
pa(ri(territory),i(territory,t),d_(9,10)):-friendly_fox(f).

8. pa(rp, praised(t),d_(95,100)) :- i(food, t), i(please, t).
pa(rp, praised(t),d_(6,10)) :- i(food, t), i(please, f).
pa(rp, praised(t),d_(8,10)) :- i(food, f), i(please, t).
pa(rp, praised(t),d_(1,100)):-i(food, f),i(please,f),i(territory,t).
pa(rp, praised(t),d_(1,1000)):-i(food,f),i(please,f),i(territory,f).

Fig. 2. Fox’s intentions CBN

The probabilities of Fox having intention Food, Territory and Please given the obser-
vation that Fox praised Crow can be found in P-log with the following queries, respec-
tively,

?− pr(i(food, t) ′|′ obs(praised(t)),V1). The answer is: V1 = 0.9317.
?− pr(i(territory, t) ′|′obs(praised(t)),V2). The answer is: V2 = 0.8836.
?− pr(i(please, t) ′|′ obs(praised(t)),V3). The answer is: V3 = 0.0900.

From the result we can say that Fox is very unlikely to have the intention Please, i.e.
to make the Crow pleased since its likelihood is very much less than the others. Thus,
the next step of Crow’s intention recognition is to generate conceivable plans that might
corroborate the two remaining intentions. The one with greater likelihood will be dis-
covered first.

Situation-sensitive CBNs. Undoubtedly, CBNs should be situation-sensitive since us-
ing a general CBN for all specific situations (instances) of a problem domain is unreal-
istic and most likely imprecise. For example, in the Fox-Crow scenario the probabilistic
information in Crow’s CBN about the Fox’s intention of getting Crow’s territory very
much depends on what kind of territories the Crow occupies. However, consulting the
domain expert to manually change the CBN w.r.t. each situation is also very costly.
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We here provide a way to construct situation-sensitive CBNs, i.e. ones that change ac-
cording to the given situation. It uses Logic Programming (LP) techniques to compute
situation specific probabilistic information which is then updated into a CBN general
for the problem domain.

The LP techniques can be deduction with top-down procedure (Prolog) (to deduce
situation-specific probabilistic information) or abduction (to abduce probabilistic infor-
mation needed to explain observations representing the given situation). However, we
do not exclude various other types of reasoning, e.g. including integrity constraint sat-
isfaction, abduction, contradiction removal, preferences, or inductive learning, whose
results can be compiled (in part) into an evolving CBN.

The issue of how to update a CBN with new probabilistic information can take ad-
vantage of the advance in LP semantics for evolving programs with updates [17,18,19].
However, in this work we employ a simpler way, demonstrated in the following example.

Example 3 (Fox-Crow (cont’d)). Suppose the fixed general CBN is the one given in
Figure 2. The Prolog program contains the following two rules for updating the proba-
bilistic information in part 7 of the CBN:

pa_rule(pa(ri(territory),i(territory,t),d_(0,100)),[friendly_fox(t)])
:- territory(tree).

pa_rule(pa(ri(territory),i(territory,t),d_(1,100)),[friendly_fox(f)])
:- territory(tree).

Given a P-log probabilistic information pa-rule, then the corresponding so-called
situation-sensitive pa rule/2 predicate takes the head and body of the pa-rule as its
first and second arguments, respectively. A situation is given, in this work, by asserted
facts representing it. In order to find the probabilistic information specific for the given
situation, we simply use the XSB built-in findall/3 predicate to find all true pa rule/3
literals.

In the story the Crow’s territory is a tree, thus the fact territory(tree) is asserted.
Hence, the following two pa rule/3 literals are true

pa_rule(pa(ri(territory),i(territory,t),d_(0,100)),[friendly_fox(t)])

pa_rule(pa(ri(territory),i(territory,t),d_(1,100)),[friendly_fox(f)])

The CBN is updated by replacing the two pa-rules in part 7 of the CBN with the corre-
sponding two rules

pa(ri(territory),i(territory,t),d_(0,100)) :- friendly_fox(t)

pa(ri(territory),i(territory,t),d_(1,100)) :- friendly_fox(f)

This change can be easily made at the preprocessing stage of the implementation of
P-log(XSB) (more details about the system implementation can be found in [2]).

In this updated CBN the likelihood of the intentions i(food, t), i(territory, t),
i(please, t) are: V1 = 0.9407; V2 = 0.0099; V3 = 0.0908, respectively. Thus, much
likely, the only surviving intention is food.
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4 Plan Generation

The second phase of the intention recognition system is to generate conceivable plans
that can achieve the most likely intentions surviving after the first phase. Any appro-
priate planners, though those implemented in ASP and/or Prolog are preferable for in-
tegration’s sake, might be used for this task, e.g. DLV K – a declarative, logic-based
planning system built on top of the DLV [9] and ASCP – an ASP based conditional
planner [10].

In our system, plan generation is carried out by a new implementation of ASCP in
XSB Prolog using XASP package [11]. It has the same syntax and uses the same trans-
formation to ASP as in the original version. It might have better performance because
of the relevance property and tabling mechanism in XSB, but we will not discuss that
here. Next we briefly recall the syntax of ASCP necessary to represent the example
being considered. Semantics and the transformation to ASP can be found in [10].

4.1 Action Language Ac
K

ASCP uses Ac
K - a representation action language that extends A [12] by introducing

new types of propositions called knowledge producing proposition and executability
condition, and static causal laws.

The alphabet of Ac
K consists of a set of actions A and a set of fluents F. A fluent

literal (or literal for short) is either a fluent f ∈ F or its negation ¬f . A fluent for-
mula is a propositional formula constructed from the set of literals using operators ∧,∨
and/or ¬. To describe an action theory, 5 kinds of propositions used: (1) initially(l); (2)
executable(a, ψ); (3) causes(a, l, φ); (4) if(l, ϕ); and (5) determines(a, θ).

The initial situation is described by a set of propositions (1), called v-propositions.
(1) says that l holds in the initial situation. A proposition of form (2) is called exe-
cutability condition. It says that a is executable in any situation in which ψ holds. A
proposition (3), called a dynamic causal law, saying that performing a in a situation
in which φ holds causes l to hold in the successor situation. A proposition (4), called
a static causal law, states that l holds in any situation in which ϕ holds. A knowledge
proposition (5) states that the values of literals in θ, sometimes referred to as sensed-
literals, will be known after a is executed.

A planning problem instance is a triple π = (D, I, G) where D is a set of propo-
sitions of types from (2) to (5), called domain description; I is a set of propositions of
type (1), dubbed initial situation; and G is a conjunction of fluent literals.

With the presence of sensing actions we need to extend the notion of plans from
a sequence of actions so as to allow conditional statements of the form case-endcase
(which subsumes the if-then statement). A conditional plan can be empty, i.e. contain-
ing no action, denoted by []; or sequence [a; p] where a is a non-sensing action and p
is a conditional plan; or conditional sequence [a; cases({gj → pj}nj=1] where a is a
sensing action of a proposition (5) with θ = {g1, ..., gn} and pj’s are conditional plans;
Nothing else is a conditional plan.

To execute a conditional plan of the form [a; cases({gj → pj}nj=1], we first execute
a and then evaluate each gj w.r.t. our current knowledge. If one of the gj’s, say gk holds,
we execute pk.
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ASCP planner works by transforming a given planning problem instance into an ASP
program whose answer sets correspond to conditional plans of the problem instance (see
[10] for details).

4.2 Representation in the Action Language

We now show how the Crow represents Fox’s actions language and two problem in-
stances corresponding to the two Fox’s intentions, gathered from the CBN: Food (not
to be hungry) and Territory (occupy Crow’s tree) in Ac

K . The representation is in-
spired by the work in [13].

Example 4 (Fox-Crow (cont’d)). The scenarios with intentions of getting food and ter-
ritory are represented in Figure 3 and 4, respectively. The first problem instance has the
conditional plan:

[praise(fox, crow), cases({
accepted(crow) → [sing(crow), grab(fox, cheese), eat(fox, cheese)];

declined(crow) → ⊥})] (where ⊥ means no plans appropriate)

1.animal(fox). bird(crow). object(cheese). edible(cheese).
animal(X) :- bird(X).

2.executable(eat(A,E),[holds(A,E)]) :- animal(A), edible(E).
executable(sing(B),[accepted(B)]) :- bird(B).
executable(praise(fox,A), []) :- animal(A).
executable(grab(A,O),[holds(nobody,O)]) :- animal(A),object(O).

3.causes(sing(B),holds(nobody,O),[holds(B,O)]) :- bird(B),object(O).
causes(eat(A,E),neg(hungry(A)),[hungry(A)]) :- animal(A), edible(E).
causes(grab(A,O),holds(A,O),[]) :- animal(A), object(O).

4.determines(praise(fox,B),[accepted(B),declined(B)]) :- bird(B).
5.initially(holds(crow,cheese)). initially(hungry(fox)).
6.goal([neg(hungry(fox))]).

Fig. 3. Fox’s plans for food

i.e. first, Fox praises Crow. If Crow accepts to sing, Fox grabs the dropped cheese and
eats it. Otherwise, i.e. Crow declines to sing, nothing happens. The second problem
instance has the conditional plan:

[praise(fox, crow), cases({
accepted(crow) → [sing(crow), approach(fox, crow), attack(fox, crow)];

declined(crow) → ⊥})]
Thus, with the only current observation (Fox praised) Crow cannot decide which is the
real intention of Fox. Since the only way to identify is an acceptance to sing, which in
both cases leads to a bad consequence, losing the cheese and/or the territory, Crow
can simply decline to sing. However, being really smart and extremely curious, she can
first eat or hide the cheese in order to prevent it from falling down when singing, then
she starts singing, keeping an eye on Fox’s behaviors. If Fox approaches her, she flies,
knowing Fox’s real intention is to get her territory (supposing Crow does not get injured
by a Fox attack, she can revenge on Fox to get back the territory). Otherwise, if Fox does
nothing or simply goes away, Crow knows that Fox’s real intention was to get the cheese.
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1.place(tree).
2.executable(attack(fox,A),[]) :- bird(A), near(fox,A).

executable(approach(fox,A), [happy(A)]) :- animal(A).
3.causes(attack(fox,A),occupied(fox,P),[occupied(A,P)]) :-

animal(A),place(P).
causes(approach(A,B),near(A,B), []) :- animal(A),animal(B).
causes(sing(A),happy(A),[]) :- bird(A).

4.occupied(crow, tree).
5.goal([occupied(fox,tree)]).

Fig. 4. Fox’s plan for territory

5 Conclusions and Future Work

We have shown a novel approach to intention recognition, by combining situation-
sensitive CBNs and a plan generator. Based on the situation at hand and a starting
CBN default for the problem domain, its situation-sensitive version is dynamically re-
configured, using LP techniques, in order to compute the likelihood of intentions w.r.t.
the situation given, then filter out those much less likely than others. The computed
likelihoods enable the recognizing agent to focus on the more likely ones, which is
especially important for when having to make a quick decision. Henceforth, the plan
generator just needs to work on the remaining relevant intentions. In addition, we have
shown how generated plans can guide the recognition process: which actions (or their
effects) should be checked for whether they were (hiddenly) executed by the intending
agent. We have illustrated all these features with an example.

There are currently several possible future directions to explore. First of all, we can
employ an interplay between CBNs and the planner. Besides being a consumer of CBNs
as shown, the planner can also be a producer for the CBN in the following ways. Firstly,
its feedback about the final intention of the intending agent may increase the corre-
sponding probabilistic relations of the confirmed intention in the CBN; Secondly, when
new actions (or their effects) of the intending agent, not being observable before, be-
come confirmed, the CBN is updated again, which might rule out more intentions, not
yet explored or able to be confirmed or denied. Moreover, the planner might do real ex-
periments, or even thought experiments, where values of nodes may be enforced true.
The thought experiments may involve hypothetical or even counterfactual reasoning
(possibly prospecting the future [16]).

In addition, the advance in LP semantics for evolving program with updates [17]
should be used to give more flexibility in updating CBNs with new information. This
is essential when more dynamic reasoning processes, e.g. in the above CBNs-Planner
interplay, are employed.
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Abstract. Inductive Logic Programming (ILP) [1] systems are general
purpose learners that have had significant success on solving a number
of relational problems, particularly from the biological domain [2,3,4,5].
However, the standard compression guided top-down search algorithm
implemented in state of the art ILP systems like Progol [6] and Aleph
[7] is not ideal for the Head Output Connected (HOC) class of learning
problems. HOC is the broad class of predicates that have at least one
output variable in the target concept. There are many relevant learning
problems of this class such as arbitrary arithmetic functions and list
manipulation predicates which are useful in areas such as automated
software verification[8]. In this paper we present a special purpose ILP
system to efficiently learn HOC predicates.

1 Introduction

Inductive Logic Programming (ILP) [1] systems are general purpose machine
learners that have had significant success on solving a number of relational prob-
lems particularly from the biological domain [2,3,4,5].

However, the standard compression guided top-down search algorithm imple-
mented in state of the art ILP systems like Progol [6] and Aleph [7] is not ideal for
the Head Output Connected (HOC) class of learning problems. HOC is the broad
class of predicates that have at least one output variable in the target concept.

The reason compression or coverage guided searchs are not suitable for this
class of problems is because it really only makes sense to evaluate the clause
when the head output variable has been instantiated in the body of the clause.
In the HOC class of problems knowning the coverage of the intermediate clauses,
besides computationally expensive, is useless and cannot guide the search as
often all the intermediate clauses cover all the examples or the coverage bears
no relation to the target concept.

Thus, unfortunately, recent significant performance improvements [9] to gen-
eral purpose ILP systems that focus on more efficient algorithms and datastruc-
tures to process the hypotheses and their coverages, albeit very useful in general,
are of little help for the HOC class of problems.

The HOC class is a special case of relational path finding which was first
studied by Richards and Mooney [10]. More recently, Ong et al. [11] extended
Richards and Mooney’s work to make use of mode declarations and bottom
clauses. Our work also uses the mode declarations to specify the call modes
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(input or output) for predicate variables and the bottom clause to anchor one
end of the search space but proposes an efficient algorithm for the case when
there is at least one head output variable in the target concept to be induced.

The HOC class of problems may seem too specific at first but several impor-
tant problems belong to it. Perhaps the most evident one are arbitrary arithmetic
functions (e.g. polynomials, factorial, fibonnaci, . . . ). Being able to efficiently in-
duce arithmetic functions is important in software verification, for instance, to
find loop invariants [8].

This paper is organized as follows. In section 2, the minimal background in
ILP is provided in order for this paper to be self contained. In section 3, the
algorithm to efficiently learn problems in the HOC class is presented. In section 4
an empirical evaluation is presented. Finally we conclude on section 6.

2 ILP Background

We assume the reader to be familiar with the basic concepts from logic program-
ming [12] and inductive logic programming [13]. This section is intended as a
reminder of some of concepts used in definitions in this paper.

Several ILP systems, including Progol [6] and Aleph [7], use mode declarations
to constrain the search space. Mode declaration (M), definite mode language
(L(M)) and depth-bounded mode language (Li(M)) used in these systems are
defined as follows.

Definition 1 (Mode declaration M). A mode declaration has either the form
modeh(n,atom) or modeb(n,atom) where n, the recall, is either an integer, n > 1,
or ‘*’ and atom is a ground atom. Terms in the atom are either normal or place-
marker. A normal term is either a constant or a function symbol followed by a
bracketed tuple of terms. A place-marker is either +type, -type or #type, where
type is a constant. If m is a mode declaration then a(m) denotes the atom of m
with place-markers replaced by distinct variables. The sign of m is positive if m
is a modeh and negative if m is a modeb.

Definition 2 (Definite mode language L(M)). Let C be a definite clause
with a defined total ordering over the literals and M be a set of mode declarations.
C = h ← b1, .., bn is in the definite mode language L(M) if and only if 1) h is
the atom of a modeh declaration in M with every place-marker +type and -type
replaced by variables and every place-marker #type replaced by a ground term
and 2) every atom bi in the body of C is the atom of a modeb declaration in M
with every place-marker +type and -type replaced by variables and every place-
marker #type replaced by a ground term and 3) every variable of +type in any
atom bi is either of +type in h or of -type in some atom bj, 1 ≤ j < i.

Definition 3 (Depth of variables). Let C be a definite clause and v be a
variable in C. Depth of v is defined as follows:

d(v) =
{

0 if v is in the head of C
(maxu∈Uv d(u)) + 1 otherwise

where Uv are the variables in atoms in the body of C containing v.
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Definition 4 (Depth-bounded mode language Li(M)). Let C be a definite
clause with a defined total ordering over the literals and M be a set of mode
declarations. C is in Li(M) if and only if C is in L(M) and all variables in C
have depth at most i according to Definition 3.

Progol and Aleph search a bounded sub-lattice for each example e relative to
background knowledge B and mode declarations M . The sub-lattice has a most
general element which is the empty clause, �, and a least general element ⊥i

which is the most specific element in Li(M) such that

B ∧ ⊥i ∧ e �h �

where �h � denotes derivation of the empty clause in at most h resolutions. The
following definition describes a bottom clause ⊥i for a depth-bounded mode
language Li(M).

Definition 5 (Most-specific clause or bottom clause). Let h, i be natural
numbers, B be a set of Horn clauses, e = a ← b1, .., bn be a definite clause,
M be a set of mode declarations containing exactly one modeh m such that
a(m) � a and ⊥̂ be the most-specific (potentially infinite) definite clause such
that B ∧ ⊥̂ ∧ e �h �. ⊥i is the most-specific clause in Li(M) such that ⊥i � ⊥̂.
C is the most-specific clause in L if for all C′ in L we have C′ � C.

3 Head Output Connected Learning

In this section we introduce some definitions needed to present the HOC learning
algorithm.

Definition 6 (IO consistent). A definite clause h← b1, .., bn is said to be IO
consistent iff the input variables for each body atom bi, are either a subset of the
head input variables or are found in a previous body atom bj, with 1 ≤ j < i.

Example 1. Given the predicate signatures c(+int), a(+int,-int), b(+int, -int),
c(X) ← a(X, Y ), b(Y, Z) is IO consistent but c(X) ← a(X, Y ), b(Z, Y ) is not
because Z is an input variable for b/2 but is not connected to the head input
variables.

An ILP system only generates IO consistent clauses as valid hypotheses. By
construction the bottom clause ensures it.

Definition 7 (Head Output Connected (HOC)). A definite clause C is
said to be Head Output Connected iff it is IO consistent and all its head output
variables are instantiated in the body (i.e. there is a chain of literals connecting
the head input variables to the head output variables).

Example 2. Given the predicate signatures c(+int,-int), a(+int,-int), b(+int, -
int), c(X, Y ) ← a(X, Z), b(Z, Y ) is Head Output Connected as there is a chain
of literals from variable X to variable Y .
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Note that a general purpose ILP system does not distinguish HOC clauses from
non-HOC clauses.

Definition 8 (Support clause at depth D). A clause C′ is a support clause
(SC) for a clause C at depth D iff, C′ subsumes C, C′ has D literals, is Head
Output Connected and has itself no shorter support clause (i.e. SC(C′) = C′).

Support clauses are an important concept in the context of head output variable
connectness. They are, at a given depth, the shortest clauses that minimally
connect the clause’s head input variables to its head output variables.

Note that the support clause at a given depth is not necessarily unique as
Example 3 illustrates.

Example 3. Let Clause = a(A, B) ← b(A, C), b(A, B), c(A, D), c(C, B), c(D, B)
and the mode declarations are:

{a(+t,−t), b(+t,−t), c(+t,−t)}, with t an arbitrary type shared by all predicates
(e.g. int), then:
SCClause,1 = {{a(A, B)← b(A, B)}}
SCClause,2 = {{a(A, B)← b(A, C), c(C, B)}, {a(A, B)← b(A, D), c(D, B)}}
SCClause,3 = {}

Note that HOC learning is robust to both determinate and non-derminate pred-
icates, both in head or in the body of a clause (b/2 and c/2 are non-determinate
in the above example).

In order to search for the Head Output Connected clauses we need to define
an ordering of clauses from the Head to the most specific clause, ⊥. It is useful
to first define the concept of subclause 9.

Definition 9 (Subclause of another clause). Let C = h ← b1, .., bn be
an arbitrary IO consistent clause. C′ is a subclause of C iff it is of the form
h ← b′1, .., b′n′ , where b′1, .., b′n′ is a subsequence of b1, .., bn and C′ is also an IO
consistent clause.

Example 4. Let C = c(X) ← a(X), b(X), d(X), C′ = c(X) ← a(X), b(X) and
C′′ = c(X)← b(X), a(X), then C′ is a subclause of C but C′′ is not because its
literals are not a subsequence of C.

Definition 10 (Successors of a subclause with respect to a parent
clause). A clause Csuc is the sucessor of a clause Csub with respect to a clause
C, iff Csub is a subclause of C, Csub is a subclause of Csuc and Csuc is one of
the subclauses of C obtained by adding a single atom from the body of C to Csub.
The set of successors of a subclause Csub with respect to a parent clause C (i.e.
SCsub,C), are all the Csuc clauses that can be generated from this definition.

Example 5. Let C = c(X, Y ) ← a(X, A), b(A, B), d(A, D), e(D, Y ) and Csub =
c(X, Y ) ← a(X, A), then Csuc1

= c(X, Y ) ← a(X, A), b(A, B) and Csuc2
=

c(X, Y ) ← a(X, A), d(A, D). Thus SCsub,C = {Csuc1
, Csuc2

}. Notice that
SCsuc1 ,C = {} and SCsuc2 ,C = {c(X, Y )← a(X, A), d(A, D), e(D, Y )}.
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3.1 Algorithms

The algorithm to compute all the sets of support clauses for the head output
variables until depth D is given in Figure 1. It is essentially a breadth-first search
over the implicit hypotheses space defined by the bottom clause. This space is
traversed using the successor subclauses of the current subclauses to visit. The
initial clause to visit is the head. Notice that the main difference to Progol and
Aleph is that no coverage computation needs to take place during the search.

Set of support clauses for a clause, C, until a given max depth, D
Input: Clause C and depth D
Let ClausesToVisit = C’s head
Let SuppClauses = {}
Let Depth = 1
while ClausesToVisit �= {} and Depth < D do
ClausesToVisitNext = {}
for each clause c ∈ ClausesToVisit do

Let SuccClauses = Successors of c with respect to C
Let CurSuppClauses = Head Output connected clauses ∈ SuccClauses
SuppClauses = SuppClauses ∪ CurSuppClauses
ClausesToVisitNext = ClausesToVisitNext ∪ SucessorClauses - CurSuppClauses

end for
ClausesToVisit = ClausesToVisitNext
Depth = Depth + 1

end while
Output: SuppClauses

Fig. 1. Algorithm to generate the set of support clauses for a single clause at depth D

Head Output Connected special purpose ILP system
Input: Positive examples E+, mode declarations M , settings S

and background knowledge B
Let Hyps = {}
for each example e ∈ E+ do
Let C = ⊥e

Let Hype = support set of clauses for C until depth=max. clause length
Hyps = Hyps ∪ Hype

end for
Let Theory = Greedy search on Hyps for the highest scoring clauses
Output: Theory

Fig. 2. Main loop of the Head Output Connected special purpose ILP system

Figure 2 presents the main cycle of the Head Output Connected special pur-
pose ILP system. Notice that this algorithm is robust to the order of the examples
as it processes all the examples. Only at the end, after all HOC clauses from
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all the examples are known, it performs a greedy search to find the set of HOC
clauses that maximizes a clause evaluation function.

By default the clause evaluation function is compression. The compression of
a clause is given by: Pos − Neg − Len, where Pos is the number of positive
examples covered, Neg is the number of negative examples covered and Len
the number of literals in the clause. The related coverage evaluation function is
identical except that it does not take into account the length of the clause.

4 Empirical Evaluation

In this section we perform an empirical evaluation of the HOC learning algorithm.
We implemented the algorithm in YAP 6 [14] inside GILPS, our ILP system de-
veloped from scratch publicly available at http://www.doc.ic.ac.uk/∼jcs06, and
compare it against both Progol and Aleph.

4.1 Materials

Aleph 5 [7], Progol 4.4 [6] and our implementation of the HOC learner were used
to solve two well known math problems: Fibonnaci and Binomial Coefficient.
Note that, obviously, these problems have both one output variable.

In the Fibonnaci problem we are trying to learn the ith element of the series.
That is, we want the ILP system to induce a predicate that returns the correct
Fibonnaci function value for an arbitrary index i > 1 in the series. For instance,
Fib8 = 21.

Fibn =

⎧⎨
⎩

0, n = 0
1, n = 1
Fibn−1 + Fibn−2, n ≥ 2

(1)

In the Binomial Coefficient the aim is identical, although the problem looks a
bit more difficult as there are two input variables. We want the ILP system to
induce a predicate that, given distinct non zero n and k, returns the correct
Binomial Coefficient. For instance,

(6
2

)
= 15.

(
n

k

)
=

⎧⎨
⎩

1, n = k ∨ k = 0

(
n−1
k−1

)
+
(
n−1

k

)
, otherwise

(2)

Note that these are notouriously difficult problems for an ILP system to learn
as the layer of new variables (parameter i in Aleph and Progol) must be set to
3 and 4 (see 4.3), thus yielding a very large search space.

Figures 3 and 4 show the background knowledge and mode definitions used
in Aleph. For the other ILP systems the same background knowledge and mode
definitions were used apart from minor syntactic changes.

For both problems we provided, to all ILP systems, the base, non recursive
cases, as part of the background knowledge. Only positive examples were given
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:- modeh(1, fib(+int,-int)).

:- modeb(1, pred(+int,-int)).

:- modeb(1, fib(+int,-int)).

:- modeb(1, plus(+int,+int,-int)).

:- commutative(plus/3).

:- determination(fib/2, pred/2).

:- determination(fib/2, fib/2).

:- determination(fib/2, plus/3).

pred(A, B):- B is A-1.

plus(A, B, C):- C is A+B.

fib(0, 0):-!.

fib(1, 1):-!.

Fig. 3. Fibonnaci problem definition in Aleph

:- modeh(1, binomial(+int,+int,-int)).

:- modeb(1, pred(+int,-int)).

:- modeb(1, binomial(+int,+int,-int)).

:- modeb(1, plus(+int,+int,-int)).

:- commutative(plus/3).

:- determination(binomial/3, pred/2).

:- determination(binomial/3, binomial/3).

:- determination(binomial/3, plus/3).

pred(A, B):- B is A-1.

plus(A, B, C):- C is A+B.

binomial(_, 0, 1):-!.

binomial(N, N, 1):-!.

Fig. 4. Binomial Coefficient problem definition in Aleph

in both cases. When there are output variables in the head of the target con-
cept, negative examples play a less important role as maximizing recall (i.e. just
covering the positives) may be enough to find the correct definition.

The positive examples given were, for Fibonnaci: fib(7,13), fib(8,21), fib(9,34)
and for Binomial: binomial(6,2,15), binomial(6,3,20) and binomial(7,3,35).

4.2 Methods

The three systems were run with identical settings for all parameters: number of
nodes (5,000), depth of new variables (i=4 for Fibonnaci and i=3 for binomial),
noise (0%) and maximum clause length (6).
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Since we provide few examples the evaluation function was set to coverage in
both Aleph and the HOC learner. In Progol, since it is not possible to have other
evaluation function other than compression, the examples were inflated 5 times
to achieve an effect identical to the usage of coverage as the evaluation function.

Progol was asked to generate a theory using the ’generalise’ command and
Aleph with the ’induce’ command.

4.3 Results

Only the HOC ILP system was able to successfully learn the target concept.
It took 0.4s to learn Fibonnaci and 2.1s to learn Binomial. Progol, even when
nodes was later set to 100,000 could not learn either and took several hours to
report it. Aleph crashed in both problems, after a few seconds1.

fib(A,B) :- binomial(A,B,C) :-

pred(A,C), % i=1 pred(A,D), % i=1

pred(C,D), % i=2 pred(B,E), % i=1

fib(C,E), % i=3 binomial(D,B,F), % i=2

fib(D,F), % i=3 binomial(D,E,G), % i=2

plus(F,E,B). % i=4 plus(G,F,C). % i=3

Fig. 5. Induced Fibonnaci and Binomial Coefficient predicates

Figure 5 shows the induced predicates by the HOC ILP system. They are
the intended definitions. We also added the i setting, the layers of new variables
introduced, which is a direct measure of the concept depth and an indirect
measure of its complexity.

Notice that by default i = 2 in both Aleph and Progol, which is enough for
typical classification problems [2,3,4,5] but insufficient to many HOC problems.

5 Discussion and Future Work

The HOC learning algorithm only solves one of the problems general purpose
ILP systems have with this class of problems: it does not have to compute
the coverage of the intermediate, non head output connected, clauses. However
this approach still shares two problems: 1) computing the bottom clause which,
depending on the mode declarations and background knowledge, can be quite
large and 2) do a breadth-first search to find the support clauses for the head
output variables.
1 It was an “Instantiation error” while evaluating recursive clauses like “fib(A,B) :-

pred(A,C), fib(C,D), pred(D,E).” We suppose this is a bug in Aleph while learning
recursive clauses where the last literal is not the recursive call. We believe that even
without this error Aleph would not be able to learn the target concepts as it uses
essentially the same algorithm as Progol.
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The breadth-first search could be relaxed and replaced by an heuristic that
returns support clauses. However, in doing so, we could not guarantee that the
shortest set of support clauses for a given clause length would be returned.
Furthermore, while the breadth-first search is robust to any number of head
output variables in the target concept, such an heuristic would not be.

As for the potentially very large bottom clauses, a problem shared with other
mode directed inverse entailment ILP systems, it might be possible to avoid
its generation at the start of the search if we perform a depth-first search and
dynamically compute the sucessors of a clause, trading space by time.

Finally, it is worth pointing out that a simple inspection on the mode declara-
tions is enough to automatically decide if the HOC learning algorithm should be
used instead of the general purpose one. Therefore this algorithm can be easily
integrated in general purpose ILP learners.

6 Conclusions

In this paper we presented a special purpose ILP algorithm to efficiently solve
the class of problems where the concept to be learned has at least one output
variable. This is an important class of problems that deserves special attention.
We presented and implemented an algorithm that efficiently learns problems
from this class. We showed two examples, Fibonnaci and Binomial coefficient,
that can be learned in a coupple of seconds by our system but cannot be easily
learned by a general purpose ILP system. The proposed approach is an initial
step in handling more efficiently this class of problems in ILP systems.
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Abstract. Starting with currently available data sets that capture the relation-
ships between different pairs of personality-related constructs (for instance,  
descriptions of behaviors and personality traits), we describe a way of repre-
senting personality traits, human values, beliefs, and behaviors in one integrated 
network-centric model. We propose that such a unified representation can con-
tribute to the making of predictions from one type of construct to another, for 
example, between personality characteristics and value preferences. Using a 
spreading activation mechanism, we show how, in principle, such a model can 
be used to make inferences about the plausibility of unobserved characteristics 
of an individual, given a very limited initial set of known characteristics.  

Keywords: Personality, values, network, spreading activation, inference.  

1   Introduction  

Understanding other people (indeed, perhaps even understanding ourselves) requires 
that we constantly make inferences from what we know (the given) to what we don’t 
know (beyond the given). Sometimes these inferences are made consciously, and 
sometimes unconsciously, but one way or the other, they are made. So when, for 
example, we encounter someone who subscribes to the value Conservatism, we might 
(among other things) infer that he or she may not be very open to new ideas. Infer-
ences of this kind are by no means a “sure thing.” Rather, they serve as a kind of 
social information processing heuristic. Without them, we’d be constantly surprised 
by the words and deeds of those in our social world. The goal of the work described 
here is to develop a comprehensive representational system that allows inferences of 
this kind to be made in computational contexts by taking advantage of relevant em-
pirical data from personality psychology [e.g.,  7,  8] and the psychology of human 
values [e.g.,  16,  19]. The primary objective of such studies has been to uncover the 
underlying structure of personality or of value systems, typically using factor analysis 
or multidimensional scaling. However, extant research tends to treat the two domains 
(personality and value systems) independently, whereas we view them as comprising 
one underlying representational system that people draw upon in the course of under-
standing and interacting with other social agents.  
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We begin by first focusing on existing correlational data relating personality trait 
words (for instance, those found in [ 7,  8,  11]), the Big Five personality factors, and 
personality inventory items. Our assumption is that by using known relationships 
between some of the elements of a substantial set of traits, behavior descriptions and 
other inventory items, and the five factors identified in the so-called Five-Factor 
model of personality [ 5], it would be feasible, given only partial or sparse per-
sonological information about an individual, to draw plausible probabilistic inferences 
about other characteristics of that individual. Furthermore, by exploiting known corre-
lations between the five personality factors and human value dimensions as discussed 
by Renner [ 16], it might be possible to make interesting inferences from traits, behav-
iors, etc. to human values, and vice versa.  

With this motivation, the rest of this paper is organized as follows. First, we de-
scribe our approach to integrating representations from existing data sources. Then, a 
mathematical formulation showing how such information is represented in a network, 
and mechanisms for making inferences from the integrated representation are de-
scribed. Finally, as a proof of concept, we demonstrate the use of the integrated net-
work representation in a selection of cases in which limited information about an 
individual (for example, a few observed traits) can be used to predict additional char-
acteristics about that individual.  

2   Representation and Modeling 

The purpose of the integrated representation we describe is to make it possible to 
understand and exploit existing relationships between different psychological and 
behavioral constructs in potentially new and interesting ways. We view this as con-
tributing to the development of comprehensive computational models which incorpo-
rate representations of personality and values, as well as goals, motivation, affect, and 
action [e.g.,  14].  

2.1   Obtaining Data Sources 

There are many sources of empirical data that might help in the development of com-
putational models, but the best candidates are those derived from ratings on items on 
inventories for assessing individual differences. From these one can get loadings of, 
for example, trait descriptors [ 7,  8,  17] or self and peer reported behaviors [e.g.,  2,  9] 
on the Big Five factors of personality (Extraversion, Agreeableness, Conscientious-
ness, Emotional Stability, and Openness to Experience). In addition to the domain of 
personality, correlational data are also available in the domain of human values, and 
Renner [ 16] has recently explored the relationship between human values (including 
Schwartz’s Values Inventory [ 19]) and the Big Five. The following is a selection of 
some of the data used in our work:   
 
Personality Inventories.  These are collections of items (or markers) on personality 
questionnaires that describe behaviors and beliefs that are used for personality assess-
ment and which can be obtained from, for example, the International Personality Item 
Pool (IPIP) [ 2,  9]. For instance, on the Big Five Markers scale by Buchanan et al. [ 2], 
the following behavior descriptions are found to have loadings on Extraversion: (i) Am 
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the life of the party. (ii) Feel comfortable around people. (iii) Start conversations. (iv) 
Talk to a lot of different people at parties. (v) Don't mind being the centre of attention. 
In fact, some of the items in [ 2] (e.g., “believe that others have good intentions,” “be-
lieve in the importance of art”) are beliefs rather than behavior descriptions, as are most 
of the items used in instruments to assess values.   
 
Personality Traits. These are a list of adjectives describing a characteristic of an 
individual. Goldberg [ 8] uses a list of 100 such adjectives, including, for example, 
extraverted, talkative, assertive, verbal, energetic, bold (all of which load primarily 
on Extraversion). So far, for the sake of simplicity, our own work has been based on a 
shorter list of (40) trait terms (Saucier’s Mini Markers [ 17]). 

 
Human Values and Personality Factors.  Work by Renner [ 16] reports correlations 
between five Human Value factors and the Big Five personality factors, as well as the 
value domains from Schwartz’s Values Inventory [ 19]. Renner’s value factors, 
namely, Balance, Intellectualism, Conservatism, Salvation, and Profit, were derived 
from a German lexicon of 383 nouns. Renner also reports correlations between these 
factors and Schwartz’s value domains of Conformity, Tradition, Benevolence, Uni-
versalism, Self-Direction, Stimulation, Hedonism, Power, Achievement, and Security. 
The correlations between Renner’s value factors, the Big Five personality factors, and 
the Schwartz’s value domains can be viewed as providing a bridge between the per-
sonality and value domains. 

2.2   Constructing an Integrated Representation  

The data sets described above comprise correlational relationships between collec-
tions of concepts. So, essentially, what we have is a graph or network in which the 
nodes represent concepts and the edges correspond to the correlations between them. 
Mathematically, each data set G comprising concepts and correlations can be repre-
sented as a graph: 

G = { V, E } , (1) 

where V and E represent the sets of concepts and correlations, respectively.  
To generate such a graphical representation, a node for each item in the data set G 

is created, with each node vi being a tuple containing a label namei (e.g. talkative) and 
a placeholder for a numerical quantity 0 ≤ xi ≤ 1 which is subsequently used to repre-
sent the activation level of vi :  

 vi = < namei , xi > ;  vi ∈ V . (2) 

Similarly, correlations between pair-wise items in the data sets are represented as 
edges, each taking the following form: 

εi,j = < vi , vj , wi,j > ;  εi,j ∈ E , (3) 

where wi,j is the correlation between nodes vi and vj. These correlation values are ob-
tained from the data sets in question. For instance, <“shy”, “extraversion”, -0.79> 
represents the negative correlation (and in this case, the factor loading) between shy 
and Extraversion, with a magnitude of 0.79. Since the nature of the relationships in 
question is only known to be correlational (without further evidence as to whether 
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they could in fact be causal, or time-dependent), edges are deemed to be undirected, 
i.e. εi,j = εj,i . 

Given a collection of n different data sets {G1, G2, G3, … , Gn }, they can be fused 
into an integrated graph representation G1:n with the set union operation:  

 G1:n  = G1 ∪G2 ∪  … ∪Gn  
  = { V1∪ V2∪…∪ Vn , E1∪ E2∪…∪ En } . 

(4) 

As an illustration, let Gtraits-big5 represent the data set comprising personality trait 
words and the Big Five factors [ 17], where its nodes Vtraits-big5 contain both a set of 
trait nodes Vtraits and a set of personality factor nodes Vbig5. The edges Etraits-big5 are the 
correlations between trait and personality factor pairs, i.e.:  

Gtraits-big5 = { Vtraits ∪ Vbig5 , Etraits-big5 } .  (5) 

In addition, a personality inventory comprising behavior descriptions and beliefs, and 
Big Five factors as depicted in [ 2] can be represented as:  

Gbehaviors-big5 = { Vbehaviors∪ Vbig5 , Ebehaviors-big5 } ,  (6) 

where Vbehaviors is the set of nodes representing behavior descriptions, and Ebehavior-big5 
is the set of correlations between behavior-descriptions and Big Five factors. Both 
Gtraits-big5 and Gbehaviors-big5, are bipartite, because edges Etraits-big5 and Ebehaviors-big5 only 
connect traits to personality factors, or behaviors to personality factors, respectively. 
An integrated representation can be generated by fusing both data sets as in (7):  

 Gtraits-big5-behaviors  =  Gtraits-big5 ∪  Gbehaviors-big5 

    = { Vtraits∪ Vbig5∪ Vbehaviors , Etraits-big5∪ Ebehavior-big5 } . 
(7) 

The result is that there now exist paths between nodes in Vtraits , Vbig5, and Vbehaviors , such 
that traits and behaviors are now indirectly connected via the Big Five factors. As illus-
trated in Fig. 1, behavior descriptions and personality traits are mediated by the Big Five 
which act as intersection points between the two otherwise disparate data sets.  
 

Extraversion

Agreeableness

Conscientiousness

Emotional Stability

Openness to 
Experience

Talkative

Withdrawn

Cooperative

Timid

Shallow

Creative

Am the life of the party 

Don't mind being the center of attention

Make friends easily 

Automatically take charge 

Respect the privacy of others 

Demand perfection in others 

Look at the bright side of life

Easily resist temptations

Am easily hurt

Seek explanations of things

Think deeply about things

Behavior Descriptions Personality Factors Personality Traits

 
 

Fig. 1. Example of a network formed between behavior descriptions, personality factors, and 
personality trait words (The hypothetical links are for illustration only) 



 A Data-Fusion Approach 167 

In addition to Gtraits-big5 and Gbehaviors-big5, our study incorporates the known correla-
tions between the Big Five personality factors and Renner’s value factors, and those 
between the latter and human value dimensions on Schwartz’s Value Inventory. 
These data sets are obtained from [ 16], and represented as Gbig5-Renner and GRenner-Schwartz 
respectively: 

 Gbig5-Renner  = { Vbig5∪ VRenner , Ebig5-Renner } ;  (8) 

 GRenner-Schwartz  = { VRenner∪ VSchwartz , ERenner-Schwartz } . (9) 

Fusing all the data sets gives us the following integrated representation:   

 Gtraits-big5-behaviors-Renner-Schwartz  

  =  Gtraits-big5∪Gbehaviors-big5∪Gbig5-Renner∪GRenner-Schartz 

  = { Vtraits∪ Vbig5∪ Vbehaviors∪ VRenner∪ VSchwartz ,  
     Etraits-big5∪ Ebehavior-big5∪ Ebig5-Renner∪ ERenner-Schwartz } . 

(10) 

The above representation is depicted in Fig. 2 which shows the relationships between 
the different data sets. Paths between personality traits and behavior descriptions are 
possible because each data set incorporates the Big Five factors as described in equa-
tion (7). Similarly, the bipartite relationships between Renner’s value factors with 
both the Big Five personality factors and the value dimensions on Schwartz’s value 
inventory result in the availability of paths connecting all these data sets together, 
including personality traits and behavior descriptions. To demonstrate this visually, 
Fig. 3 depicts a network representation of the above data sets. (For the sake of clarity, 
the lengthier behavior descriptions have not been included).  
 
 

Personality Traits

Talkertive, Friendly, 
Tidy, Risk-taking, 
Withdrawn, 
Temperamental, 
Creative, etc.

Personality Factors

Extraversion
Agreeableness
Conscientousness
Emotional-Stability
Openness

Behavior Descriptions

e.g. Likes going to 
parties, Makes friends 
easily, Thinks deeply 
about things…

Behavior Descriptions

e.g. Likes going to 
parties, Makes friends 
easily, Thinks deeply 
about things…

Value Factors

Salvation
Balance
Intellectualism
Conservatism
Profit

Value Dimensions

Self-direction, Power, 
Achievement, Hedonism, 
Conformity, Stimulation, 
Tradition, Universalism, 
Security, Benevolence

 
 

Fig. 2. Sources of data and their relationships with one another. The Big Five Personality Fac-
tors serve as intersection points between the disparate sets of data, resulting in a connected 
graph between Personality Traits [ 17], Personality Factors [ 8], descriptions of Behaviors [ 2], 
Value Factors [ 16], and Value Dimensions [ 19]. 
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Fig. 3. Network-based representation integrating Personality Traits [ 17], Personality Factors 
[ 8], Value Factors [ 16], and Value Dimensions [ 19]. Green edges represent positive correla-
tions, and red edges represent negative correlations. The thickness and brightness of each edge 
indicates its magnitude. 
 

2.3   Making Inferences with Integrated Representations 

The generation of inferences using the kind of integrated representation described 
above requires us to specify rules for propagating information through the network. In 
this section we discuss an approach to doing this.  
 

Initialization of network and input nodes. Nodes in the network are connected if and 
only if one of the data sets includes the correlation between the concepts those nodes 
represent. Activation levels of all nodes have values in the range [0, 1] and first initial-
ized to 0.5. However, input nodes, that is, nodes corresponding to properties taken to be 
the starting points of inferences, have their initial activation levels set higher. For in-
stance, to represent an individual known for his creativity and intellect, but who is quiet, 
the nodes representing the traits creative, intellectual, and quiet may be configured with 
activation values closer to 1. The actual activation levels can be thought of as being a 
reflection of the extent to which the traits are cognitively accessible.    

 

Propagation of activation. With the activation of input nodes set to initial values, the 
process of propagation is directed at determining the activation levels of all the other 
nodes in the network. To achieve this, we make use of the following weighted sum 
rule for each node vi to determine its activation xi at each time step:   
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where α is a constant (set to 0.5), β is a scaling factor (set to 30) to spread the output 
over a wider range, deg( vi ) denotes the degree of vi (i.e., number of edges connected 
to vi), μ is an offset (set to 0.5) that re-centers (via a vertical translation of) all x from 
the range [0, 1] down to [-0.5, 0.5], and the function φ(.) is a sigmoid function [ 13] 
that is defined as: 

 
ye

y λϕ −+
=

1

1
)(   ;  ]1 ,0[: →ℜϕ   (12) 

where λ is a constant (set to 1.0) which determines the shape of the sigmoid, and 
hence its sensitivity to values of xi closer to 0.5. For each node vi , a weighted sum of 
the activation levels of every node vj that is correlated (i.e., for which an edge εi,j ex-
ists) with vi is first computed; this result is transformed into the range [0, 1] with the 
sigmoid function φ(.) in equation (12), and used in an update rule that modifies the 
activation xi in the subsequent time step (k+1). In this manner, previous activation 
levels can be taken into account in the computation of the current level.  

The iterative nature of equation (11) allows time for input activations to spread 
throughout the rest of the network, at the same time, permitting new information to be 
introduced into the network as and when it is available. Thus, changes in activations 
due to a new input can modify the values of other nodes, which is analogous to the 
manner in which knowledge can be updated which new observations. Of course, 
equation (11) is one of many possibilities in which activation can be propagated in a 
coherent manner. We are currently experimenting with other functions.  
 

Interpreting the results. After activation levels in all nodes have stabilized (to three 
decimal places), they can be queried and analyzed. While the activation level of a 
node is not an exact measure of the actual probability or likelihood of the concept 
being applicable, it does allow different concepts to be compared with one another in 
a relative manner. One of the many ways of achieving this is to identify for a set of 
input nodes those nodes with the highest activations, overall or in a domain. This can 
answer, for example, queries such as What are the most plausible behaviors of an 
individual given some observed traits, or To what values might an individual with 
certain observed traits plausibly subscribe? 

3   Making Predictions between Constructs 

In this section, we present three cases of how, given some small number of character-
istics of an individual, the integrated network representation can be used to make 
plausible inferences about other characteristics of that individual. The first example 
demonstrates the plausibility of inferences from a small set of traits to other traits. In 
the second example, observed traits are used to make inferences about (presumed) 
likely behaviors (or behavioral tendencies). Finally, the third demonstrates the process 
of inferring human values priorities or preferences from traits.  

3.1   Inferring from Observed to Unobserved Traits 

This example demonstrates how, given only two known traits, predictions about unob-
served traits can be generated in a manner that is consistent with their factor loadings on 
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a specific Big Five personality factor. Two personality trait words, warm and kind, 
which load primarily on Agreeableness, are selected and each initialized with an activa-
tion level of 1.0. As shown in Table 1, after activation levels have stabilized, traits with 
stronger positive loadings on Agreeableness are found to possess higher activation lev-
els. Similarly, lower activation levels are observed in traits having stronger negative 
correlations with the same factor. The results suggest the in-principle feasibility of mak-
ing trait-trait inferences. 

Table 1. Activation levels generated from input traits warm and kind for other traits which load 
primarily on Agreeableness. Factor loadings of selected traits are shown as a comparison.  

Traits Activation Levels 
Factor Loadings on 
Agreeableness [ 17] 

Cooperative 0.811 0.52 
Sympathetic 0.753 0.72 
Rude 0.232 -0.55 
Unsympathetic 0.243 -0.64 
Harsh 0.241 -0.54 
Cold 0.167 -0.65 

3.2   Inferring Expected Behaviors from Observed Personality Traits 

In this second example, a list of behavior descriptions [ 2] is integrated with a set of 
personality traits [ 17] so that inferences about expected behaviors can be made from a 
small set of observed traits. Two pairs of traits (“energetic, talkative”, and “shy, 
quiet”) are selected for their primary loadings on Extraversion and initialized with 
activation levels of 1.0. Expected behavior predictions generated for each of the two 
independent runs are shown in Table 2.   

Table 2. Activation levels of behavior descriptions with primary loadings on Extraversion as a 
function of input trait pairs (“energetic, talkative” and “shy, quiet”). Factor loadings are shown 
for purposes of comparison. 

Input Traits 
Behavior Descriptions Energetic,

Talkative 
Shy, 

Quiet 

Factor Loadings on 
Extraversion [ 2] 

Am the life of the party 0.815 0.180 0.76 
Make friends easily 0.857 0.140 0.71 
Am skilled in handling social situations 0.870 0.127 0.75 
Feel comfortable around people 0.849 0.149 0.67 
Know how to captivate people 0.813 0.182 0.70 
Don’t like to draw attention to myself 0.386 0.626 -0.57 
Would describe my experiences as 
somewhat dull 

0.332 0.671 -0.37 

Have little to say 0.280 0.728 -0.61 
Keep in the background 0.267 0.741 -0.66 
Don’t talk a lot 0.248 0.760 -0.70 
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For input traits having positive loadings on Extraversion (i.e., energetic, talkative), 
correspondence is observed between the activation levels of the behaviors, and their 
factor loadings on Extraversion. Conversely, lower activation levels are observed for 
behavior descriptions with stronger loadings on Extraversion when subject to input 
traits with negative loadings on the same factor (i.e., shy, and quiet). Thus we see here 
how the fusion of multiple data sets onto the same representation can provide a feasi-
ble platform for making inferences across different constructs (for instance, between 
personality traits and behaviors).  

3.3   Inferring Value Preferences from Personality Traits 

Correlations between value factors identified from a German lexicon and the Big Five 
personality factors have recently been identified [ 16]. For instance, Openness report-
edly has a positive correlation (0.39) with Intellectualism (a value factor identified in 
the same paper), while having a negative correlation (-0.42) with Conservatism (an-
other identified value factor). While such reported relationships are derived from the 
German edition of the NEO-FFI [ 1], our attempt to replicate similar results with the 
integrated representation is based on Big Five data from a distinctly different source – 
a fact which we consider to strengthen rather than weaken our case.  

In this example, two pairs of traits (“creative, imaginative”, and “uncreative, unin-
tellectual”) are selected respectively for their high positive and high negative loadings 
on Openness. Each pair is used as input for a separate pass. As shown in Table 3, and 
consistent with Renner’s findings, with input traits that load primarily on Openness 
(i.e., creative and imaginative), activation for the value factor Intellectualism is  
observed to be high, while Conservatism shows the highest level of activation in re-
sponse to traits negatively correlated with Openness (i.e., uncreative and unintellec-
tual). These predictions of value preferences concur with Renner’s observations, 
despite employing different data sources, thus lending some support for the feasibility 
of our approach. 

Table 3. Activation levels of value factors with primary loadings on Openness as a function of 
input trait pairs (“creative, imaginative” and “uncreative, unintellectual”). Correlations between 
value factors and Openness are shown for purposes of comparison. 

Input Traits 
Value Factors Creative,  

Imaginative 
Uncreative,  

Unintellectual 

Correlation with 
Openness [ 16] 

Intellectualism 0.732 0.269 0.39 

Conservatism 0.157 0.843 -0.42 

4   Discussion 

So far we have focused on exploring the way in which an integrated network-centric 
representation can be constructed, and on demonstrating its feasibility in producing 
intuitively plausible results. However, what we have described amounts to little more 
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than a proof of concept, with a great deal of work remaining to be done. Nevertheless, 
we think that our preliminary results are sufficiently promising to warrant further 
work. 

It is clear that the utility of the data-fusion approach to generating integrated repre-
sentations that we are proposing will be enhanced with both the quantity and quality 
of data that these representations incorporate. To this end, an appealing milestone 
would be to augment or replace the data sets with much richer ones, especially if 
these already exist, as they do in the personality domain. Thus, for example, we might 
replace the 40-item Mini-Markers data set with the 300-item Adjective Checklist [ 10], 
as well as perhaps incorporating the 240-item NEO PI-R (behavior descriptions) in-
ventory [ 3].  

In addition to increasing the size of the network, its richness may be enhanced by 
augmenting it with data collected specifically for this purpose. As the network is 
currently constructed, it comprises disparate data sets collected from different sets of 
individuals. For example, the data relative to value preferences come from different 
respondents than the data derived from personality inventories. Collecting large 
amounts of reliable data on traits, behaviors, beliefs, and values from a large number 
of respondents, while easy in principle, is a long arduous task in practice, requiring 
many hours of respondent participation. On the other hand, having some subsets of 
data of this kind might be a viable compromise. Other kinds of data from human par-
ticipants would also be valuable as a means of testing the predictions of the model. 
For instance, suppose that given input (of known) characteristics a, b, and c, the 
model predicts additional characteristics w, x, y, and z with their respective activation 
levels. One could then ask participants to judge how likely they though it would be 
that an individual with characteristics a, b, and c would indeed possess other charac-
teristics, including (but not limited to) w, x, y, and z.  

Apart from enhancing the data richness and scope of the unified representational 
network, we plan to refine the activation propagation mechanisms operating over it by 
exploring other mechanisms such as those used in conjunction with fuzzy cognitive 
maps [ 12], Bayesian belief networks [ 15], or evidence accumulation mechanisms 
characterized by Dempster-Shafer’s theory [ 20]. 

As far as applications are concerned, one place to start, and the one with the lowest 
cost for what will inevitably be frequent erroneous or low probability inferences, is in 
the design for interactive gaming systems of non-player characters with some degree 
of personological coherence. It is our hope however, that a well-designed and rich 
network of the kind we have outlined could provide a useful computational infrastruc-
ture for a variety of applications in the general domain of what might be called com-
putational social cognition. 
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Abstract. Although several formal models of emotions for intelligent agents
have recently been proposed, such models often do not formally specify how
emotions influence the behavior of an agent. In psychological literature, emo-
tions are often viewed as heuristics that give an individual the tendency to per-
form particular actions. In this paper, we take an existing formalization of how
emotions come about in intelligent agents and extend this with a formalization
of action tendencies. The resulting model specifies how the emotions of an agent
determine a set of actions from which it can select one to perform. We show that
the presented model of how emotions influence behavior is intuitive and discuss
interesting properties of the model.

1 Introduction

There has recently been increasing interest in bringing emotions to Artificial Intelli-
gence, in particular to model intelligent agents [1,2,3,4,5,6,7,8,9,10]. There are (at least)
three important reasons for this. First, an obvious application of emotions is to make ar-
tificial agents and robots more believable to human users (both in the actions that they
select and the affective expressions they show based on emotions) [1,4,5]. Second, from
a more theoretical perspective, it is investigated what the role of emotions is in models
of human decision-making and how they may be employed to make them more accurate
and effective [11,2,12]. Third, there exists psychological [13,14,15,16] and neurolog-
ical [17] evidence that emotions are not only relevant but even necessary for rational
behavior.

Although several formal models of emotions for intelligent agents have recently been
proposed, these models often only specify when emotions are triggered, but not how
they affect the behavior of an agent. In psychological literature, emotions are often
viewed as heuristics that give an individual the tendency to perform particular actions
[16,13]. Viewed from this perspective, emotions can be used to determine a set of ac-
tions that an agent tends to perform in a certain situation, which is typically a subset of
all possible actions it can perform. Moreover, action tendency can provide a measure
to order this subset, thereby indicating which action(s) an agent tends to perform most.
Thus, a model of emotion-based action tendency can help limiting and ordering options
in an agent’s action selection process.
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In this paper, we incorporate a notion of action tendency in an existing formalization
of emotions which is tailored to (artificial) goal-directed agents [9,10]. The resulting
model allows us to reason about situations in which tendencies arise with respect to
particular emotions.

Outline: In section 2 we give an overview of psychological literature on emotions and
their behavioral effects. A formal model of emotions is presented in section 3 so that a
notion of action tendency can be incorporated in section 4. Section 5 discusses alterna-
tives and extensions of the presented model, while section 6 discusses related work.

2 Emotion and Action Tendency in Psychology

There is little consensus among psychologists as to what exactly constitutes an emotion
and how it differs from related affective processes. However, this does not mean that
making broad classifications is impossible or useless. Following Gross [18], emotions
typically have specific objects and give rise to action tendencies relevant to these ob-
jects. Moreover, emotions can be both positive and negative. Emotions are often dis-
tinguished from moods, which are more diffuse and last longer than emotions. Other
affective processes include stress, which arises in taxing circumstances and produces
only negative responses; and impulses, which are related to hunger, sex, and pain and
give rise to responses with limited flexibility. Of these four types of affective processes,
we will focus on emotions in this paper.

With respect to emotions, usually three phases are distinguished. First, the perceived
situation is appraised by an individual based on what it thinks is relevant and important
(e.g., gratitude is triggered for Alice towards Bob for giving her a necklace). Second, the
appraisal of some situation can cause the triggered emotions, if exceeding some thresh-
old, to create a conscious awareness of emotional feelings, leading to the experience of
having emotions (e.g., Alice’s gratitude towards Bob will have a certain intensity, de-
pending on the desirability of receiving a necklace from Bob). Third, emotional feelings
need to be regulated (e.g., Alice may tend to be nicer to Bob so that he will give her
more presents). In fact, some emotion theories posit that the main purpose of emotions
is to function as a heuristical mechanism for selecting behaviors [17,16,14].

Following Frijda [13] (see also Table 1), action tendencies are “states of readiness to
execute a given kind of action, [which] is defined by its end result aimed at or achieved”
(p70). In the case of negative emotions, reaching the associated end state should miti-
gate its experience (e.g., fear subsides once one believes the object of one’s fear can-
not reach oneself anymore), whereas positive emotions generally put an individual in
a “mode of relational action readiness” (e.g., joy can put one in a mode of readiness
for new interactions). In this paper, we will restrict our investigation to action tenden-
cies related to negative emotions, because these signal that some things are not as they
should be, making it possible to identify actions that can fix the situation. Indeed, in
our formalization, the experience of negative emotions will be constrained such that
for some actions, reaching their end state removes the emotional experience. Action
tendencies will then follow naturally in response to emotional experience. It should be
noted that action tendencies differ from intentions in that they are not goal-directed,
but rather stimulus-driven [13]; e.g., fear does not (necessarily) spawn a goal to flee
towards safety, but rather gives the urge to flee away from the perceived danger.
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Table 1. A classification of several relational action tendencies. Adapted from a table on page 88
of Frijda [13].

Emotion Function Action tendency End state
Desire Consume Approach Access
Joy Readiness Free activation —
Anger Control Agonistic Obstruction removed
Fear Protection Avoidance Own inaccessibility
Interest Orientation Attending Identification
Disgust Protection Rejecting Object removed
Anxiety Caution Inhibition Absence of response
Contentment Recuperation Inactivity —

3 Language and Semantics

In this paper, we build on an existing formalization by Steunebrink et al. [9,10] of
the psychological “OCC model” of emotions [19]. The logic of rational agency that
underlies this formalization of the OCC model is KARO [6,20], which is a mixture of
dynamic logic, epistemic logic, and several additional operators for dealing with the
motivational aspects of artificial agents.

The OCC model describes a hierarchy classifying 22 emotion types. The hierarchy
contains three branches, namely emotions concerning aspects of objects (e.g., Alice
loves Bob), actions of agents (e.g., Alice admires Bob for helping with her homework),
and consequences of events (e.g., Alice pities Bob having lost his job). Additionally,
some branches combine to form a group of compound emotions, namely emotions con-
cerning consequences of events caused by actions of agents (e.g., Alice is grateful to-
wards Bob that his help resulted in a good grade). It should be noted that emotions are
not used to describe the entire cognitive state of an agent (as in “Alice is happy”); rather,
emotions are always relative to individual objects, actions, and events. So Alice can be
joyous about receiving her new furniture and at the same time be distressed about the
height of the accompanying bill.

The OCC model defines both qualitative and quantitative aspects of emotions. Qual-
itatively, it defines the conditions that trigger each of the emotions. Quantitatively, it
describes how an intensity is associated with each triggered emotion and what are the
variables affecting emotional intensity. For example, the compound emotion gratitude
is qualitatively specified as “approving of someone else’s praiseworthy action and being
pleased about the related desirable event,” whereas the variables affecting its (quantita-
tive) intensity are (1) the degree of judged praiseworthiness, (2) the unexpectedness of
the event, and (3) the degree to which the event is desirable. It should be noted that in
[9,10], qualitative and quantitative aspects of emotions (of the OCC model) have been
formalized, respectively, corresponding to the first two phases described in section 2. In
this paper we build upon their work, focusing on action tendencies, which corresponds
to the third phase as described in section 2.

In order to formalize the OCC model in an agent specification language, the concepts
of objects, actions, and events must be translated to notions common in agent specifica-
tion languages, which is done as follows. The agent specification language is based on
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dynamic logic, so the concept of actions is directly available. For goal-directed agents,
important events pertain to the accomplishment of (sub)goals and the undermining of
subgoals (i.e. the undoing of previously accomplished subgoals). Therefore, an event is
defined as the accomplishment of a set of subgoals (from a single goal) or the under-
mining of a set of subgoals (from a single goal). The objects to which an agent can have
an affective attitude include all agent names.

The formalization by Steunebrink et al. distinguishes between the conditions that
trigger emotions and their actual experience. The satisfaction of the triggering condi-
tions of an emotion is seen as merely a property of one moment in time, whereas emo-
tional experience is something that endures over time. This means that an emotion that
has been triggered does not necessarily have to be experienced, either because it was
triggered some time in the past and its intensity has since dropped to zero, or because it
was assigned zero intensity to begin with.

To cater for this distinction, two sets of emotional fluents are defined: emotion trig-
gering fluents and emotional experience fluents:

ETrig = { emotionTō | emotion ō ∈ EExp } (1)

EExp = {gratificationi(α, ϕ), remorsei(α, ϕ),
gratitudei(j, α, ϕ), angeri(j, α, ϕ),
pridei(α), shamei(α),
admirationi(j, α), reproachi(j, α),
joyi(ϕ), distressi(ϕ),
happy-fori(j, ϕ), resentmenti(j, ϕ),
gloatingi(j, ϕ), pityi(j, ϕ),
hopei(π,ϕ), feari(π,¬ϕ),
satisfactioni(π,ϕ), disappointmenti(π, ϕ),
relief i(π,¬ϕ), fears-confirmedi(π,¬ϕ),
lovei(x), hatei(x) }

(2)

where i and j are agent names (i �= j), α is an atomic action, π is a plan (i.e. atomic
actions and sequential compositions thereof), ϕ is a goal formula, and x is an agent
name or object name. The definition of ETrig should be read as follows: if emotion ō
refers to, e.g., joyi(ϕ), then emotionTō is joyT

i (ϕ). The informal reading of, e.g.,
joyT

i (ϕ) is “joy is triggered for agent i with respect to event ϕ”, whereas joyi(ϕ) is
read as “agent i experiences joy with respect to event ϕ.” By convention, we write
εT ∈ ETrig and ε ∈ EExp. With slight abuse of notation, the ‘T’ is also used to convert
between ETrig and EExp, e.g., if ε = joyi(ϕ) then εT = joyT

i (ϕ) in the same context.

Definition 1 (Agent specification language). Let P be a set of atomic propositions,A
a set of atomic actions, and G a set of agent names. Plans is the smallest set such that
A ⊆ Plans and if α ∈ A and π ∈ Plans then α;π ∈ Plans . The agent specification
language LPAG is the smallest set closed under:

– {⊥,�} ∪ P ∪ ETrig ∪ EExp ⊆ LPAG .
– If ϕ1, ϕ2 ∈ LPAG then ¬ϕ1, (ϕ1 ∧ ϕ2) ∈ LPAG .
– If ϕ ∈ LPAG , i ∈ G then Biϕ,Giϕ ∈ LPAG .1

– If π ∈ Plans , ϕ ∈ LPAG , i ∈ G then Aiπ,Comi(π), [i :π]ϕ ∈ LPAG .

1 For simplicity, we deviate slightly from [9,10] by allowing arbitrary goal formulas.
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With respect to the semantics of LPAG , the belief (B) and action ([ · ]) operators are
modeled in a standard way using Kripke semantics, while using sets for goals, abilities,
commitments, and emotional fluents. The modal logic KD45 is used for belief models,
having the form M = 〈S, R, V 〉, where S is a set of states (or ‘possible worlds’), R is a
set of relations on S (one for each agent), and V is a valuation on S. The semantics of
actions are defined over the Kripke models of belief, as actions may change the mental
states of agents. Action models have the formM = 〈S,R, Emo, Aux〉, where S is the
set of possible model–state pairs (where models are of the form M as above and states
are from S therein) and R = {Ri:α | i ∈ G, α ∈ A} is a set of relations on S (one
for each agent–action combination). R is required to produce a branching future and
a single history, allowing its converse R−1 to be used as a history function. Notation:
(M′, s′) ∈ Ri:α(M, s) iffR−1(M′, s′) = 〈(M, s), (i, α)〉.

Emo = {Gratification , . . . ,Hate} is a set of 22 functions designed to define the se-
mantics of the emotion triggering fluents [10]. Aux = 〈Γ, C,Agd , T, int〉 is a structure
of auxiliary functions, where Γ is a function returning the set of goals an agent has per
model–state pair; C is a function that returns the set of actions that an agent is capable
of performing per model–state pair; Agd is a function that returns the set of actions that
an agent is committed to (are on its ‘agenda’) per model–state pair. An external clock
function T : S → R≥0 is used (only) to calculate actual emotion intensity values.
Therefore, it is assumed it assigns the same time to each state s of a belief model M, so
we will (sloppily) express the time at a model–state pair (M, s) simply as TM. It is also
assumed that all actions take time, i.e., ∀(M′, s′) ∈ Ri:α(M, s) : TM′ > TM.

We say that an emotion ε is triggered in state (M, s) iff M, s |= εT (see Defini-
tion 2). An emotion’s triggering conditions often cease to hold when a transition to a
next state is made, but emotional experience is supposed to be able to endure. There-
fore, an emotional memory EMem is kept containing all newly triggered emotions (i.e.
{ ε ∈ EExp | M, s |= εT }) plus all previously triggered ones (EMem∗(M′, s′)). Thus,
EMem makes previously triggered emotions available for assigning current intensities
to them. We also define an extended emotional memory EMem∗

i as the union of all
EMems in an agent’s belief model, because it is desirable that emotional experience is
the same in all belief states.

EMem(M, s) = { ε ∈ EExp | M, s |= εT }
∪ { ε ∈ EMem∗(M′, s′) | R−1(M, s) = 〈(M′, s′), 〉 }

EMem∗(M, s) =
⋃

i∈G EMem∗
i (M, s)

EMem∗
i (M, s) =

⋃
s′∈GS(Ri∪R−1

i ,s) EMem(M, s′)

where M = 〈S, R, V 〉 and GS(R′, s) returns all states in the generated submodel
starting from s and following the relation R′. Thus, with slight abuse of notation,
GS(Ri∪R−1

i , s) denotes all states reachable from s if Ri were an equivalence relation.
As previously stated, an emotion that is triggered is not necessarily experienced. To

model emotional experience, the function int : S → EExp → I is used, which assigns,
per model–state pair, an intensity function to an emotional experience fluent. Each in-
tensity function, as returned by int(M, s)(ε), is a monotonically decreasing function of
time. So I denotes the class of monotonically decreasing functions of typeR≥0 → R≥0
(negative intensities are not allowed). As will be formally specified below, the idea is
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that an emotion ε that has been triggered now or in the past (i.e. ε ∈ EMem∗(M, s))
is currently experienced (i.e. in (M, s)) iff the intensity function f currently associated
with ε (i.e. int(M, s)(ε) = f ) returns a value greater than zero for the current time (i.e.
f(TM) > 0). It is desirable that emotional experience is the same in all belief states,
so the function int is constrained as follows: ∀(M, s) ∈ S, i ∈ G, s′ ∈ GS(Ri, s) :
int(M, s) = int(M, s′). It is also assumed for all (M, s) ∈ S and ε ∈ EExp that
int(M, s)(ε) = f0 if ε �∈ EMem∗(M, s), where f0(x) = 0 for all x. It is crucial to note
that the main idea of assigning intensity functions to triggered emotions (as opposed
to directly assigning intensity values) is that we can then say that ‘usually’, perform-
ing an action does not change the way emotion intensities behave, i.e., for ‘most’ α,
(M′, s′) ∈ Ri:α(M, s) implies int(M′, s′) = int(M, s). For certain actions we can
then put useful constraints on int such that these actions can be said to influence emo-
tions by changing the intensity functions that are assigned to these emotions. Indeed,
this is exactly what we will do in section 4.

Definition 2. (Interpretation of formulas).
Let M = 〈S, R, V 〉 andM = 〈S,R, Emo, Aux〉 be structures defined as above. For-
mulas in language LPAG are interpreted in model–state pairs as follows:

M, s |= p ⇔ p ∈ V (s) for p ∈ P
M, s |= ¬ϕ ⇔ M, s �|= ϕ

M, s |= ϕ1 ∧ ϕ2 ⇔ M, s |= ϕ1 & M, s |= ϕ2

M, s |= Biϕ ⇔ ∀s′ ∈ Ri(s) : M, s′ |= ϕ

M, s |= Giϕ ⇔ ϕ ∈ Γ (i)(M, s)
M, s |= Aiπ ⇔ π ∈ C(i)(M, s)
M, s |= Comi(π) ⇔ π ∈ Agd(i)(M, s)
M, s |= [i :π]ϕ ⇔ ∀(M′, s′) ∈ Ri:π(M, s) : M′, s′ |= ϕ

M, s |= emotionT
i ō ⇔ ō ∈ Emotion(i)(M, s)

M, s |= emotioniō ⇔ emotioniō ∈ EMem∗
i (M, s) &

int(M, s)(emotioniō)(TM) > 0

The last two lines abbreviate 2× 22 lines; e.g., M, s |= joyT
i (ϕ)⇔ ϕ ∈ Joy(i)(M, s)

and M, s |= joyi(ϕ)⇔ joyi(ϕ) ∈ EMem∗
i (M, s) & int(M, s)(joyi(ϕ))(TM) > 0.

Whenever we focus on a single-agent situation, we omit agent indices to ease no-
tation. As explained before, we will write εT for emotionT

i ō and ε for emotioniō
henceforth. Finally, we use the following abbreviations that are common in KARO:

P(α, ϕ) ≡ Aα∧〈α〉ϕ: An agent has the practical possibility to perform an action/plan
α to bring about ϕ iff it has the ability to perform α and doing so can bring about ϕ.
Can(α, ϕ) ≡ BP(α, ϕ): An agent can perform α to bring about ϕ iff it believes it has
the practical possibility to do so.
I(α, ϕ) ≡ Can(α, ϕ) ∧ BGϕ: An agent has the possible intention to perform α to
accomplish ϕ iff it can do so and it believes ϕ is one of its goals.

4 Emotion-Based Action Tendency Formalized

In this section, we add a formal notion of action tendency. We write Ti(α, ε), meaning
that agent i has the tendency to perform action α due to negative emotion ε:
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M, s |= Ti(α, ε) ⇔ (α, ε) ∈ RelTen(i)(M, s)

where the function RelTen : G × S → ℘(A× EExp) formalizes (relative) action ten-
dency as follows. We examine each negative emotion in the emotional memory of an
agent; if there exists an action of which it believes that it is capable of performing the
action and doing so may result in a state in which the emotion has strictly less intensity,
then it tends to perform this action. Formally, this is written as:

RelTen(i)(M, s) = { (α, ε) | ε ∈ EMem∗
i (M, s), neg(ε), ∀s′ ∈ Ri(s) : [α ∈ C(i)(M, s′) &

∃(M′, s′′) ∈ Ri:α(M, s′) : int(M′, s′′)(ε)(TM′) < int(M, s)(ε)(TM)] }

where M = 〈S, R, V 〉 and neg(ε) is true iff ε is in the right-hand column of formula (2).
It should be noted that, although there is no consensual definition of action tendency in
the literature, our formalization is general enough to capture the basic concept.

With these definitions, we obtain the following propositions:

�|= εT → ε (3)

�|= ε→ εT (4)
|= ε↔ Bε (5)
|= ε ∧Can(α,¬ε)→ T(α, ε) (for negative emotions) (6)
|= T(α, ε)→ ε ∧Can(α,�) (7)

The first proposition (which abbreviates, e.g., �|= joyT
i (ϕ) → joyi(ϕ)) states that a

newly triggered emotion is not necessarily experienced, whereas the second proposi-
tion (e.g., �|= joyi(ϕ)→ joyT

i (ϕ)) means that an emotion that is currently experienced
is not necessarily a newly triggered one (as it may have been triggered in the past). The
third proposition states that an agent is ‘conscious’ of each emotion it experiences (but
not of emotion triggering, i.e. εT → BεT is not valid). The fourth proposition states that
an agent has the tendency to perform action α for emotion ε if ε is a currently experi-
enced negative emotion and it ‘can’ perform α to mitigate the experience of ε. Note that
the antecedent is slightly stronger (hence no bi-implication) than action tendency as for-
malized by RelTen , as RelTen does not require the intensity of ε to become zero, but
just less than before. The fifth proposition states that action tendency T(α, ε) requires
that ε be currently experienced and that α ‘can’ be performed.

Next we show how, for certain types of actions, constraints can be put on the frame-
work, such that specific emotions can be shown to lead to action tendencies.

4.1 Idling

Consider the most basic emotion regulation strategy: letting feelings subside by them-
selves. Since time is supposed to “heal all wounds” (and negative emotions in partic-
ular), the presented formalization of action tendency should straightforwardly capture
tendency towards idling (e.g., ‘count till ten before acting when feeling angry’).

Let idle denote the action that has no effects other than the passage of time. (Here
it does not matter how long an agent will actually be idling.) It is not unreasonable to
assume that an agent always has the practical possibility of idling, i.e., for all states
(M, s) ∈ S and agents i ∈ G we have that idle ∈ C(i)(M, s) andRi:idle(M, s) �= ∅.
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Furthermore, let int be constrained such that performing idle does not cause any
changes in intensity functions:

∀(M′, s′) ∈ Ri:idle(M, s) : ∀ε ∈ EMem∗
i (M, s) : int(M′, s′)(ε) = int(M, s)(ε)

Now we have that for all negative emotions ε: if for all (M, s), int(M, s)(ε) is strictly2

monotonically decreasing, then:

|= ε↔ T(idle, ε) (8)

Obviously, idling is only a valid strategy for negative emotions whose intensities ac-
tually decrease over time, hence the added requirement of strict monotonicity for this
proposition.

4.2 Social Tendencies

In the following, it should be kept in mind that in the framework of [10], pity or resent-
ment can be triggered when an agent believes that another agent’s (sub)goal has been
undermined (undone) or accomplished, respectively, and the agent views this as unde-
sirable for itself. The (sub)goal that has been undermined or accomplished is denoted
as ϕ, as in pityT

i (j, ϕ). Moreover, gratitude or anger can be triggered when a (sub)goal
has been accomplished or undermined, respectively, by an action of another agent.

A reasonable constraint on int would now be to require that the intensity of a pity
emotion is decreased if the agent believes that the action it performs re-accomplishes
the (sub)goal of the other agent that it pitied, which is exactly the case when grati-
tude is triggered in the other agent. Formally, we constrain int such that for all states
(M, s) ∈ S, agents i ∈ G, actions α ∈ A, and all (M′, s′) ∈ Ri:α(M, s):

int(M′, s′)(pityi(j, ϕ)) =

{
f0 if M′, s′ |= BigratitudeTj (i, α, ϕ)

int(M, s)(pityi(j, ϕ)) otherwise.

Since the same reasoning applies to resentment and anger, we repeat the above with
pityi(j, ϕ) / gratitudeTj (i, α, ϕ) replaced by resentmenti(j, ϕ) / angerTj (i, α, ϕ).
Furthermore, this constraint for resentment and anger can be made more generic by
dropping the ϕ, so we add a third constraint as above with hatei(j) / reproachT

j (i, α).
With these constraints the following propositions are valid:

|= pityi(j, ϕ) ∧ Cani(α,BigratitudeTj (i, α, ϕ)) → Ti(α,pityi(j, ϕ)) (9)

|= resentmenti(j, ϕ) ∧ Cani(α,BiangerTj (i, α, ϕ)) → Ti(α, resentmenti(j, ϕ)) (10)

|= hatei(j) ∧ Cani(α,BireproachT
j (i, α)) → Ti(α,hatei(j)) (11)

The first proposition states that if an agent pities another agent because its (sub)goal ϕ
has been undermined, then it has the tendency to perform any action with which it can

2 Intensity functions are supposed to reach zero within a finite amount of time but not to return
negative values, so “strictly” should in this case be interpreted as: int(M, s)(ε) = f where
f(x) = max(g(x),0) and g is (truly) strictly monotonically decreasing.
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trigger, in the other agent, gratitude towards itself with respect to ϕ. Similar readings ap-
ply to the other propositions. It should be noted that the third proposition is like the sec-
ond proposition but without relating α to a goal ϕ. Applying the same generalization to
the first proposition yields the formula lovei(j)∧Cani(α,BiadmirationT

j (i, α))→
Ti(α, lovei(j)). The problem with this formula is that it expresses action tendencies
resulting from positive emotions (i.e. love), whereas action tendency so far has only
been defined with respect to negative emotions. Indeed, with a suitable definition of
‘positive’ action tendency, this proposition will be worth investigating.

4.3 Reconsideration

In this section, we investigate a specific class of actions, namely reconsideration actions.
For actions of this type, we formulate specific constraints and study their implications.

According to [9], hope to accomplish a goal by performing a plan is triggered when
an agent has the possible intention to perform the plan for the goal and is commit-
ted to the plan, i.e., I(π, ϕ) ∧ Com(π) → hopeT(π, ϕ). Conversely, fear is trig-
gered when the agent believes the plan may fail to accomplish the goal hoped for, i.e.,
hopeT(π, ϕ) ∧ B〈π〉¬ϕ → fearT(π,¬ϕ). Note that these are propositions that are
provable given suitable definitions of the functions Hope,Fear ∈ Emo (see section 3).

Positive emotions are often associated with a tendency to proceed as planned, where-
as negative emotions can cause reconsideration or trying harder [16]. Viewed from this
perspective, an agent should have the tendency to reconsider if it fears a current (possi-
ble) intention may fail to accomplish its goal. We will first specify in more detail what
we mean by reconsidering, and then show how this tendency can be modeled.

More specifically, reconsideration can be done when an agent has the (possible) in-
tention I(π, ϕ) to perform some plan π for some goal ϕ, with the result that π or ϕ is
dropped and possibly a new plan towards ϕ is found. It is assumed there exists a set
of special reconsideration actions. An example is uncommitting (intention reconsidera-
tion), i.e., the special action uncommit(π). (It is special in the sense that it is not sup-
posed to be nested [20].) The result of this action is that π is removed from the agent’s
agenda. Another example is replanning (plan reconsideration), i.e. replan(π, ϕ, π′),
which generates a (new) plan π′ to accomplish goal ϕ and replaces π for π′ on the
agent’s agenda. Alternatively, the agent can drop its goal ϕ or substitute it for another
(similar) goal (goal reconsideration). In the following, we will write a reconsider ac-
tion as reconsider (π, ϕ). Each formula containing this expression should actually be
viewed as a set of formulas; one for each instance of reconsider action.

As a first constraint we specify that an agent has the practical possibility of reconsid-
ering a plan toward a goal if it has the possible intention to perform the plan for the goal:

M, s |= I(π, ϕ)⇒ reconsider(π, ϕ) ∈ C(M, s) & Rreconsider(π,ϕ)(M, s) �= ∅

Next, we constrain int such that reconsidering causes all hope and fear with respect
to the old plan to be assigned an intensity function that always returns zero (i.e. f0).
So we specify: if ε ∈ {hope(π, ϕ), fear(π,¬ϕ)}, then ∀(M, s) ∈ S : ∀(M′, s′) ∈
Rreconsider(π,ϕ)(M, s) : int(M′, s′)(ε) = f0. The result of this is that any old fear
(with respect to π possibly failing to accomplish ϕ) is guaranteed to be gone after
reconsidering π for ϕ. With these constraints, the following proposition is valid:
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|= I(π, ϕ) ∧ fear(π,¬ϕ)→ T(reconsider (π, ϕ), fear(π,¬ϕ)) (12)

for any type of reconsider action. In other words, an agent has the tendency to reconsider
a plan towards a goal if it has the possible intention to perform the plan for the goal but
fears the plan may fail to accomplish the goal.

5 Discussion

Several noteworthy variations on the presented formalization of action tendency are
possible. For example:

‘Strict’ action tendency. The definition of RelTen can be made stricter by replacing
the inequality by int(M′, s′′)(ε)(TM′) < int(M, s)(ε)(TM′). The (subtle) difference is
that both intensity functions are evaluated at time TM′ , so that the function returned by
int(M′, s′′)(ε) must really be different and better than the old one int(M, s)(ε).

‘Long-term’ action tendency. The formalization of ‘strict’ action tendency can be
made even stronger by adding: . . . & ∀t > TM′ : int(M′, s′′)(ε)(t) ≤ int(M, s)(ε)(t).
This means that the new intensity function int(M′, s′′)(ε) for emotion ε must be better
than the old one in all future time points (although it is possible that a future action
replaces the intensity function for emotion ε again with a worse one).

‘Overall’ action tendency. So far we have only dealt with action tendency relative to
a single (negative) emotion. However, it is possible to formalize a kind of action ten-
dency that takes into account all negative emotions of an agent and specifies that an
agent tends to perform some action if the sum of the intensities of its negative emotions
in the state after performing the action is less than this sum was before. So the inequal-
ity in the definition of RelTen would then be replaced by

∑
ε int(M′, s′′)(ε)(TM′) <∑

ε int(M, s)(ε)(TM) where the summations are over all negative emotions
ε ∈ EMem∗

i (M′, s′′) and ε ∈ EMem∗
i (M, s), respectively.

It may be interesting to note that these alternative specifications of action tendency
can be formally compared. Let the three kinds of action tendency as described above be
formalized as Ts(α, ε), Tl(α, ε), and Toα, respectively. Then:

– Tl(α, ε) implies Ts(α, ε) implies T(α, ε);
– Toα implies that there exists an ε such that T(α, ε).

It is easy to see that an agent would never ‘strictly’ tend to perform the action idle
as above, i.e., |= ¬Ts(idle, ε) for any ε. Moreover, the reconsideration result can
be strengthened as follows. If it is assumed that the intensities of corresponding hope
and fear emotions always sum to a constant,3 that reconsidering does not change an
agent’s beliefs, and that any new plan or goal, if found, does not cause more new fear
than new hope, then we would have that |= I(π, ϕ) ∧ hope(π, ϕ) < fear(π,¬ϕ) →
Toreconsider (π, ϕ), where < compares emotions by intensity. Indeed, as is evident
from the previous sentence, there are usually a lot of constraints that have to be placed
in order to attain an ‘overall’ tendency towards some (type of) action.

3 This is not unreasonable; in fact, it is argued for by OCC [19]. Details on how to model this
assumption can be found in [10].
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It should be emphasized that the presence of action tendencies still does not specify
which action will actually be chosen by an agent. However, an ordering can easily be
defined on the subset of actions that an agent tends to perform by comparing their ‘gain’,
i.e., the difference in intensity that the agent believes to obtain by performing an action.
Then one can determine which action an agent tends to perform most and is thus most
likely to be selected. Moreover, properties such as T(α1, ε)∧¬Ts(α1, ε)∧Ts(α2, ε)→
α1 ≺ α2 can then be investigated, where α1 ≺ α2 means that the agent in question
strictly prefers to perform α2 over α1 to regulate emotion ε.

6 Related Work

Meyer [6] formalized four basic emotion types (i.e., happiness, sadness, anger, and fear)
inspired by the psychological work of Oatley & Jenkins [16]. In addition to formalizing
their triggering conditions, a heuristic is associated with each emotion type, indicating
how an agent should act on it. However, lacking a formalization of quantitative aspects,
it is left unspecified how executing such a heuristic influences the experience of the as-
sociated emotion. Moreover, in our approach, any number of ‘heuristics’ can be defined;
the action tendency operator will pick up on any action that can improve the situation.

Adam [8] proposed a purely qualitative formalization of the OCC model also in-
corporating emotion regulation. However, only the regulation of negative event-based
emotions (i.e., distress, disappointment, fear, fears-confirmed, pity, and resentment) is
investigated. To this end, seven coping strategies are defined. Some coping strategies
(e.g., denial, resign) change the beliefs or desires of an agent such that the triggering
conditions for the negative emotion cease to hold. Other coping strategies (e.g, mental
disengagement, venting) lead to the adoption of intentions to bring about new positive
emotions that “divert the individual from the current negative one” [8]. However, in
contrast to our approach, quantitative aspects of emotions are not taken into account,
so it is left unspecified how these coping strategies actually mitigate the experience of
negative emotions. Moreover, it is not clear how Adam measures whether the situation
after coping is better than before.

Gratch & Marsella [4] have been working on a computational framework for mod-
eling emotions inspired by the OCC model, among others. An implementation, named
EMA, is used for social training applications. Like Adam, their framework incorporates
a number of coping strategies. However, in EMA, the link from appraisal to coping is
rather direct. In contrast, we put a notion of action tendency in between emotions and
regulatory actions, on which an agent can decide to act or not. Moreover, few formal
details about the logic underlying EMA are provided.

7 Conclusion

In this paper, we have formalized a notion of action tendency and incorporated it into
an existing formalization of emotions. This formalization is based on the psychological
OCC model of emotions and grounded in the KARO framework of rational agency.
However, so far it only incorporated the appraisal and experience phases of emotions.
What is lacking in this (and several other) formalizations of emotions is a specification
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of how emotions influence behavior. In psychology, emotions are often seen as learned
and innate heuristics that give an individual the tendency to prefer certain actions over
others, based on its current emotional state. Thus by incorporating action tendency in
a formal model of agency, we have introduced a mechanism for limiting and ordering
options in an agent’s action selection process. In line with the general view of action
tendency in psychology, our formalized notion of action tendency is based on reducing
negative emotion intensity. To this end, a goal may be adopted or reconsidered (as
shown in section 4.3), but not necessarily so.

It should be noted that the presented formalization of action tendency is only de-
fined with respect to negative emotions. Moreover, due to space limitations, only action
tendencies with respect to several of the emotion types in the formal emotion model
have been presented. For future work, responses to positive emotions as well as the re-
maining negative emotions have to be investigated. Because there are several ways of
formalizing action tendency, the implications of choosing any particular ‘flavor’ have
to be explicated. As shown, it is also possible to incorporate multiple notions of action
tendency and study their relations.
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Abstract. The exhibition of information does not always attend to the prefer-
ences and characteristics of the users, nor the context that involves the user. 
With the aim of overcoming this gap, we propose an emotional context-aware 
model for adapting information contents to users and groups. The proposed 
model is based on OCC and Big Five models to handle emotion and personality 
respectively. The idea is to adapt the representation of the information in order 
to maximize the positive emotional valences and minimize the negatives. To 
evaluate the proposed model it was developed a prototype for adapting RSS 
news to users and group of users. 

Keywords: Affective computing, Context-aware computing.  

1   Introduction 

We live in the technology era. Today, with rare exceptions, we all have direct or indi-
rect contact with technology and access to more or less intelligent devices. Society in 
general is more and more critic. We do not just want to enjoy the features of a given 
device, but we think also, that the device should be intelligent enough to understand 
our needs and adapt its behaviour in order to answer our needs. For instance, if we are 
in an unknown place and we are hungry we want that our PDA (Personal Digital Assis-
tant) help us in the process of choosing a restaurant according to our gastronomic pref-
erences. For doing this it is necessary to give to the devices the ability to interact with 
the environment and at the same time the ability to search for information. These fea-
tures are related with areas like ubiquitous computing and context-aware computing. 

Ubiquitous computing aims the creation of intelligent environments, equipped with 
computational resources whose goal is to support user’s daily tasks. The idea is that 
computers should adapt to man and not man to computers. The involved research 
areas are: 

• Natural interfaces; 
• Automated capture of information; 
• Context-aware computing. 
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A context-aware system is a system that uses context to provide relevant information 
or services to its users [1]. In [2] context awareness means that the system has con-
science about the current situation we are dealing with. An example is the automatic 
detection of the current situation in a Control Centre. Are we in presence of a normal 
situation or are we dealing with a critical situation, or even an emergency? 

This paper is organized as follows. Section 2 provides a general approach to affec-
tive computing. Section 3 presents the model that we propose to address the represen-
tation of emotional and context-aware information. Section 4 describes the implemen-
tation of the prototype and finally section 5 presents some conclusions. 

2   Affective Computing 

An emotion is characterized as a set of reactions that a human being has when facing 
several situations. These reactions, which vary from individual to individual, are in-
fluenced by his personality, by the way he observe the world around him as well as by 
his emotional state at the time when those situations take place. An emotion causes 
physical (e.g. change in facial expression, tone of voice, heartbeat) and psychological 
reactions (e.g. change in cognitive capacity, decision-making capacity, memory, be-
haviour). Emotions have an important influence on the life of the human being, influ-
encing many aspects of biological functioning, psychological functioning and social 
behaviour.  

Neurology studies point out that reason and emotion are indissoluble and that the 
emotional state is decisive at the cognitive process. If emotions affect the cognitive 
capacity of human beings and if we want to develop more real and credible systems, 
able to replace or help the human beings in some situations, then we must bring them 
closer to the way of thinking and feeling of the human being, i.e., reason alone is not 
enough.   

Having these objectives in mind, several studies were performed aiming recogniz-
ing and simulating emotions in computer systems [3,4,5,6,7]. Rosalind Picard defines 
affective computing as the area dedicated to the investigation of affection on non 
biological systems, i.e., studies the use of emotions in informatics systems from the 
recognition, representation and simulation to the research that involves emotions in 
human-machine interactions [8]. 

The cognitive approach of emotions has been influencing the research in the area 
of affective computing resulting in some models for the treatment of emotions in 
computing environments such as the OCC model and the big five model. 
 
OCC Model 
In 1988 Andrew Ortony, Clore and Collins developed a model of emotions known as 
OCC whose main objective is to specify a structure based on the description of per-
sonal and interpersonal situations as a way to infer emotions. The model is composed 
by 22 emotions and they are grouped into categories according to the conditions that 
generate them [9]: 

• Events – According with their objectives, the agents classify the events as de-
sirable or not. The fact that an event is a lot or little pleasant/unpleasant, con-
tributes significantly to the intensity of emotions such as happiness/anguish. 



An Emotional and Context-Aware Model for Adapting RSS News to Users and Groups 189 

The forecast of future events can cause emotions such as hope/fear, whose in-
tensity comes from the fact that the future event can be a lot or little pleas-
ant/unpleasant for the objectives that the agent proposes to achieve; 

• Actions – the agents' actions can be approved or disapproved in agreement 
with their judgement of values (set of beliefs about itself and about others), 
originating emotions of pride/shame or admiration/reproach; 

• Objects – The objects are appreciated by the agent in agreement with their pref-
erences and personal tastes. The fact that the agent approaches (i.e., thinking, 
imagining or observing) an object that he likes or dislikes, can cause situations 
in which relations of friendship or antipathy (i.e., emotions) are developed. 

 
The OCC model defines the following factors for the variation of the emotional inten-
sity [9]: 

• Sense of reality – i.e., the importance that an agent attributes to an event, ac-
tion or object in a certain context;  

• Proximity – i.e., the amplitude time elapsed between the moment when the 
emotion is felt until the moment that the event that caused the emotion oc-
curred;  

• Surprise – i.e., the degree of unpredictability contained in a certain occurrence;  
• Incentive – i.e., the expectation created by the agent when facing a certain 

situation. 
 
Big Five Model 
In 1966 Gordon Allport proposed a theory of traits. For Allport, there are traits that 
characterize the human behaviour in many situations. The observation of these traits in 
a person can predict what he will probably do, even in situations never observed [10]. 

From this approach several studies were made to reduce the personality traits. In 
this context it appears the Big Five model (Five Great Factors) [11]. The model de-
fines the Big Five factors of personality in the following way: 

• Extroversion – The extroversion evaluates the quantity and intensity of inter-
personal interactions, the level of activity, the stimulation needs and the capac-
ity to express the happiness. This factor characterizes people guided for the  
external world, sociable, impulsive, assertive, optimistic, energetic, they love 
the fun and enjoy the interaction with others. They like to be in a group and 
among the crowds. They are usually lively and cheerful. People with low 
scores on this factor, show a more reserved behaviour, sober and more calm, 
not very exuberant, distant, shy, quiet and more oriented to the task. 

• Agreeableness – The agreeableness evaluates the quality of the interpersonal 
orientation in a continuous way, varying from the compassion to the antago-
nism in the thoughts, feelings and actions. Similarity to what was said relatively 
to the Extroversion, this factor evaluates also the interpersonal tendencies, but 
whose existence is focused in others. Persons with a high index in this factor 
are altruistic, helpful, accurate, reliable and friendly towards others. They  
manifest an unequivocal will to help the neighbour and they believe that others 
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will be equally nice. On the contrary way, a low index identifies unpleasant, 
egocentric, cynic, simple, suspicious, not very cooperative, revengeful, irritable, 
manipulators, sceptics in relation to the interests of the others and usually more 
competitive people. 

• Conscientiousness – This factor evaluates the organizational degree, persis-
tence and motivation in the behaviour guided for a certain objective, i.e., it 
characterizes the individuals according with his will and desire of realization. 
On both ends of the scale there are, on one side, scrupulous people and trust-
worthy and, on the opposite end, lazy and careless people. A conscientious in-
dividual has willpower, he is determined, scrupulous, punctual, organized, 
hard-working, disciplined, neat, an ambitious person, tenacious and of trust-
worthy. A not very conscientious person is less obstinate in achieving their 
own objectives, lazier, reckless and negligent.  

• Neuroticism – Neuroticism evaluates the emotional instability. It is more ac-
centuated in anxious, nervous, emotionally insecure, hypochondriac people, 
with propensity to pessimistic behaviour with unrealistic, desires and needs 
excessive. A high index in this factor identifies persons with a tendency to ex-
periment negative emotions such as sadness, fear, embarrassment, anger, guilt 
and rejection. On the contrary, the opposite a low index in Neuroticism identi-
fies persons emotionally stable, calm, relaxed, safe, happy with themselves 
and constant mood. 

• Openness – The Openness tries to evaluate the enjoyment of the existence and 
exploration of new experiences. The active imagination, the aesthetic sensibil-
ity, the intellectual curiosity and the independent judgement, are components 
of this factor. People with high level of openness are curious about the inner 
and outer world and their repertoire of life experiences is very rich. They are 
available to accept new ideas and unconventional values and experience a 
wide range of positive and negative emotions. In contrast, people with a low 
level of openness are more conventional, more conservatives, they prefer the 
usual to the innovation. Their range of interests is more limited and they show 
less tendency for the arts. 

 
It is important to make the distinction between the concepts of personality, feelings, 
emotions and emotional state. According to some authors, an emotion is an experi-
ence, with greater or lesser intensity, of short duration (seconds or minutes) triggered 
by an event. The emotional state (also called state of mind or mood) is characterized 
by lasting hours or days. It is caused by the existence of one or more factors such as 
emotions, environmental changes or physical conditions [5]. Unlike emotions and 
emotional states, feelings can persist along an individual's life. Feelings are related to 
the emotions that an individual expects to experience interacting with an entity, i.e. 
the set of values and judgments about the world around him (e.g. like or not like a 
football team). Finally, according to psychologists David Krech and Richard Crutch-
field [12] the personality is a permanent feature of the individual which shows itself 
in consistent behaviour against a wide variety of situations. 
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3   Proposed Model 

Before describing the proposed model we will give a brief idea of the test scenario. 
The idea is to have a visualization device (e.g. a LCD) adapting information to be 
exhibited (e.g. RSS news) to one or more users, identified by RFID tags. The main 
goal is to adapt the exhibited information to the emotional state and personality of the 
user or group of users. 

The proposed model is composed by the context model, emotional model and user 
model. In this section we detail each one of the models. 

3.1   Context Model 

The context model is composed by three layers (Fig. 1): 

• The context information capture layer - which is responsible for acquiring in-
formation using RFID (Radio-Frequency Identification) and RSS (Really Sim-
ple Syndication) technologies; 

• The interpretation layer - constituted by the interpreters; 
• The context manager layer.  

Context Information

AntennaAntennaAntenna

Context Information

FeedFeedFeed

Feeds Aggregator

Reader RFID

Application

Interpreter (b)

Interpreter (a)

Context Manager

Interpreter (c)

Users

Context
Information

Web

Radio Frequency

 

Fig. 1. Context Model 

Context Information Capture 
This layer is responsible for capturing two types of context information:  

• ID of the users – The identification of users is made by RFID. The users have 
an RFID card that stores an ID (identifier) allowing the identification by the 
application. 

• News contents – The news contents were selected in this work as the informa-
tion to be presented to users according to their themes. The news is acquired by 
the feeds aggregator. The aggregator is responsible to subscribe, receive and 
update the contents. Whenever a new user appears the aggregator is requested 
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to subscribe the themes of his preference. The aggregator performs the updating 
of these subjects according to the time configured in the system. 

 
Interpretation of Context Information  
The interpretation layer is composed by the three interpreters represented in Fig.1 
whose function is to decode and interpret the context information which they are sent 
by the capture layer.  

• Interpreter (a) – It is a socket permanently listening for new messages sent by 
the RFID system and has the function of decode the information. After interpret-
ing the message, it adds or removes from a list the identified users. Whenever a 
change occurs in the list an event is generated and captured by the Context Man-
ager whose mission is to rebuild the visualization scenario. 

• Interpreter (b) – Its function is to decode the information sent to it by the news 
aggregator (i.e. interpret the information contained in files feed). The inter-
preter extracts information about the title and details of each file contents. 

• Interpreter (c) – Its function is to do an interpretation at the highest level. Its 
aim is to select the type and the form of representation (i.e. what should be 
showed and how to do it). 

 
Context manager 
The context manager must select the themes of user preference in this scenario of 
view. For a group of users, the themes are selected according to the preference of the 
group. In case of tie, is selected the theme that is preferred by the user who first ar-
rived to the system. The contents of the selected themes are quantified emotionally. 
According to this classification it is select the best way to represent the themes. 

3.2   Emotional Model 

The purpose of the model developed in this work is to predict which will be the emo-
tional reaction of users from viewing the content of news that will be shown. The  
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Fig. 2. Emotional Model 
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prediction of that reaction will allow the system to readjust the representation of con-
tent (displayed information) in order to reduce negative impacts and increase the 
positive ones. In Fig. 2 it is possible to see the proposed emotional model. 

The emotional model proposed for the referred objectives, uses the OCC model to 
classify the content of news and the Big Five model to infer users' personality. 

The emotional model is composed by two components to predict the intensity of 
emotions: the Classifier and the Emotional Quantifier.  
 
Classifier 
Its function is to classify the news content, obtained by a news feed, according to the 
OCC model. The classification consists on identifying which is the type of emotion 
and its intensity.  

The type of emotion in news is directly related to the theme. For example, the sen-
tence "Team A beat team B" may generate opposite emotions. It depends on the theme 
assigned to the news. If we consider that the theme is "Team A", the type of emotion 
will be "Happiness", but if we consider that the theme is "Team B" the type of emo-
tion will be "Sadness". I.e., to assign a type of emotion to the news, first the classifier 
must assign a theme to the news. In the example the classifier should generate two 
news contents, one for each of these two themes and to classify them according to the 
type of emotion involved. 

It is considered that the value assigned to news content is the minimum of the emo-
tional intensity of the news. For example, the new "Air accident in Madrid killed 120 
people" has a much higher intensity than the new "Died today at age of 85 the writer 
xpto victim of prolonged disease". There are several factors that influence the value of 
the intensity of the emotions of the OCC model, such as the expectation created on a 
particular event. If something of good that was not planned happened, then we will 
have an explosion of happiness. But if a good thing, was expected and does not hap-
pen then we will suffer a great disappointment. I.e., the news by themselves are not 
enough. First, the component should acquire knowledge on the domain to get which is 
the type and value of the emotion in the news. This component is also responsible for 
maintaining a history of the contents so that it can classify correctly the news. 
 
Emotional Quantifier 
In real time the application use this component to quantify the emotional intensity of 
the news. In agreement with that value and with the profile of the users it makes the 
selection of the best way to represent the information. There are several factors that 
influence the emotional intensity in news for a certain user: 

• Personality – It is considered that personality traits have a certain degree of in-
fluence on each of the emotions in OCC model (e.g. a user with a high index 
of extraversion will be less influenced by sad news that’s a user with a high 
index in neuroticism). In this work the emotions pride and remorse of the 
OCC model [13] were not considered. In the current context these emotions 
only make sense if the users are viewing news about yourself. The probability 
of this happening is very rare. However in future work we can assess which 
personality traits influence of these emotions (e.g. to consider the viewing of 
news for known people). In this case the classifier should add the feature to 
identify if the news is or is not related with the user that will visualize her. 
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The degree of influence of personality traits on the emotions is set in a 10x5 
matrix (10 emotions of the OCC model an 5 personality traits from the Big 
Five model), represented by [ ]5.0,5.0, −∈∀ ijepEP   

Being }{ 1021 ,...,, eeeEocc =   the set that defines the emotions of the OCC 

model [13], { }51 ,..., ppPBF =  the set that defines the personality traits accord-

ing to the Big Five model [6] and { }51 ,...,upupPuser =  the set that defines per-

sonality traits of one user, then  

( ) ij
j

ji EPupITetracesofInfluence ∗=∑
=

5

1

, [ ]1,0∈∀ jup   

• Preference - It is considered that the preference for the six themes has a weight 
on the intensity of emotions.  

Weight Preference (WP) = {0.1,  0.05,  0.04,  0.03,  0.02,  0.01},  

where the value 0.1 represents the weight of the themes of greater choice and 
0.01 for the weight of lower preference. 

• Emotional State - It is considered that the intensity of emotion varies between 
0 and 1. When the value of emotional intensity is greater than 0.75 causes a 
weight of 0.1 in the user's emotional state. The emotional state will influence 
the intensity of the next emotion. 

( ) { }1,1,1.01 −∈∀∗+= − eeemem ttSSStateEmotional ,  

where 
et  represents the type of emotion (i.e. positive or negative)  

 
Therefore, the Emotional Intensity of news content can be quantified in the follow-

ing way: 

( ) emiei SWPITeNEIIntensityEmotional +++= ,  

where 
eN  represents the value assigned by the Classifier to the news content and i the 

type of OCC emotion. 
In the case of a users group the emotional intensity is: 

( ) ( ) em

n

u
uiuegi SnWPITeNEIIntensityEmotional +⎥

⎦

⎤
⎢
⎣

⎡ ++= ∑
=1

/
,  

where u represents the user and n the number of users in the group. 

3.3   User Model 

The purpose of this model is to store knowledge about the users’ profile. The follow-
ing elements are considered in user model: 

• Basic information - basic data about the user, e.g. age, occupation and sex.  
• Preferences - represents the user’s preferences on the news themes.  
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• Personality - The users answer to an inquiry, when they make their registration 
in the system, from which can get their personality traits according to the Big 
Five model. The proposed inquiry was based on BFI (Big Five Inventory) [14]. 
In agreement with the result of this inquiry the system can infer about the 
user’s personality. 

4   Prototype 

The prototype was developed using the development platform .Net and the program-
ming language C#. It was used the API ASPRSSToolkit for the collection and inter-
pretation of news content and ActiveX ITDC for the management and control of 
RFID system. 

The architecture of the developed system uses RFID technology for recognition of 
users in the visualization scenario, and RSS technology to get informative contents in 
agreement with the interests of users. 

For the classification of the informative contents it was used the OCC model and 
for the characterization the user’s emotional profile it was used the Big Five model. 

The following figure shows the architecture of the prototype 
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Fig. 3. Architecture of prototype 

The developed prototype allows the configuration of the visualization of contents 
in the following way: 

• Visualization considering or not the emotional factor; 
• Individual or group visualization. 

Among other settings the prototypes allows the configuration of the best representa-
tion of news according to the emotional intensity towards the objective of reducing 
the negative impact of news and reinforce positive emotions. In the following figure 
we can see the screen of the system configuration. 
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Fig. 4. Display system configuration of visualization 

When in the visualization environment users are not identified by system, the dis-
play shows the latest news on each theme. The figure 5 shows the scenario of the 
default representation.  

 

 

Fig. 5. Default visualization 
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In the default representation the photos deals with topics and not with new itself. 
This is also the way chosen to display news with emotional intensity very negative. 
The forms used to represent the news are: text, images and videos. We assumed that 
the text is a form of representation that have less emotional impact and the video is 
one that causes a greater impact. Like this, different scenarios were prepared for view-
ing on the same news in order to reduce or increase their emotional intensity. All 
these ways of representing the news can be configured as shown in Fig.4. 

5   Conclusions 

In this work it was developed a model and a prototype that allows the visualization of 
personalized information of news contents. These contents are shown in agreement 
with the preferences of specific user or group users. With the goal of minimizing the 
negative impact of the news and to maximize positive emotions, the representation of 
contents is made taking in consideration the emotional state of each user.  

An example of the application of this work can be the placement of informative 
screens in common areas of a company. These screens will show the news so care-
fully in order to maintain the motivation, whenever possible, of their employees. 

Predict user’s reaction to displayed contents is not an easy task. Each human being 
is unique and often unpredictable. However it is possible to find patterns of behav-
iour. The more fitting and refined these patterns are lower is the margin of error in 
predicting the users’ reaction to the contents visualized.  

At this stage the classification of news is made manually, as future work we will 
develop an automatic classifier of news, i.e. a classifier that classify news, in real 
time, according OCC model of emotions. 

As further work we will still need test the application with different users groups, 
and study the results. 
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Abstract. This paper addresses the problem of propagating constraints involv-
ing arbitrary algebraic expressions. We formally describe previous approaches to
this problem and propose a new model that does not decompose the expression
thus avoiding introducing auxiliary data structures. We show how this compi-
lation model fits naturally in a popular programming language supporting type
parametricity, yielding significant speedups with respect to previous models.

1 Introduction

One of the key features in constraint programming is the ability to exploit problem
structure. Traditionally, this has been achieved by designing efficient filtering algo-
rithms for common constraints, and making them available to the user as modeling
primitives. These algorithms remove inconsistent values from the domains of the vari-
ables subject to a constraint, often enforcing generalized arc-consistency (GAC) [13].

Unfortunately, enforcing GAC on an algebraic constraint is NP-complete in general
[17]. In practice, constraints involving arbitrary algebraic expressions are decomposed
into primitive subexpressions for which weaker filtering algorithms are available. How-
ever, since the decomposition consists of introducing auxiliary variables and propaga-
tors for each subexpression, propagating a large algebraic constraint may still be space
and time inefficient.

This paper focuses on compiling (as opposed to decomposing) arbitrary algebraic
expressions. We present two compilation models based on an abstraction called view
[14,6] which overcome the limitations of decomposition based methods. The first model
was first used in [12], but as far as we know, never formally described. The second
model is original and improves over the first in a number of ways.

The output of the compilation process is a filtering algorithm which enforces some
consistency on the entire expression. We will consider bounds(R) consistency algo-
rithms [2], although the method works with other weak consistency types, namely node
consistency.

The structure of the paper is the following. In section 2 we introduce the terminol-
ogy used throughout the paper. Section 3 describes the classical approach to algebraic
expression decomposition based on auxiliary variables and propagators. In section 4
we introduce views as the key for compiling expressions, and describe the compila-
tion models for two different types of views. Theoretical and empirical comparisons
of models using views and the classical decomposition are detailed in section 5 and 6
respectively. Section 7 points related work in the literature and state-of-the-art solvers,
and the main conclusions are summarized in section 8.

L. Seabra Lopes et al. (Eds.): EPIA 2009, LNAI 5816, pp. 201–212, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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2 Background and Notation

We will consider sentences from a first-order language L (Σ, V ) involving the standard
set of arithmetic and logical operators Σ and domain variables V (denoted by lowercase
letters and the suffix : dvar). Additionally, we refer to subsets of L using expression
templates, defined as follows:

Definition 1. [Expression template] An expression template is an expression t ∈
L (Σ, V ′) where V ′ is V augmented with term variables (denoted by uppercase let-
ters). It represents the largest language subset Lt ⊆ L where for all i ∈ Lt, i may be
obtained from t by instantiating the term variables.

The compilation process will be defined declaratively by means of action rules:

Definition 2. [Action Rule, Rule repository] An action rule associated with a language
L takes the form

t

e

⎡
⎢⎢⎣

a1

...

an

⎤
⎥⎥⎦

and defines the rewriting of any input expression i ∈ Lt (i.e. matched by the template
expression t) into output expression e ∈ L, performing actions a1, . . . , an (the rule ac-
tions) as a side effect. A rule repository R (L) is a collection of action rules associated
with language L.

Rule repositories will be used to perform derivations of expressions.

Definition 3. [Derivation] A derivation (written R [e]) denotes the output of applying
the most specific rule in the repository R matching e. A rule r1 ≡ t1

e1
is more specific

than a rule r2 ≡ t2
e2

if Lt1 ⊂ Lt2 . For simplification, we will assume that there is no
ambiguity for selecting the most specific rule for a given expression. In practice this
can be enforced by adding extra rules to the repository.

The following definition introduces the formalism for indexed collections, which will
be used extensively.

Definition 4. [Indexed collection] An indexed collection is a tuple 〈C, X, M〉 where C
is a collection of arbitrary objects, X is a collection of indexing objects, and M : X →
C is a mapping. We will denote an indexed collection by C 〈X〉 and will use C [x] to
refer to the element of the collection c ∈ C 〈X〉 mapped to by element x ∈ X .

The following definitions introduce notions and standard terminology from the field of
constraint programming. For detailed information see for example [13].

A constraint network is a tuple 〈X, D, C〉, consisting of a set of variables X , a set
of domains D, and a set of constraints C. Every variable x ∈ X has an associated
domain D (x) representing its possible values. A k−ary constraint c over the set of
variables X (c) = {x1, . . . , xk} defines the subset of the cartesian product D(c) =
D (x1) × . . . × D (xk) that satisfy the constraint. The constraint satisfaction problem
consists of finding an assignment of values to variables which satisfy all constraints.
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A propagator associated with a constraint c is a contracting and monotone function
π : ℘ (D (c)) → ℘ (D (c)) (℘ (X) is the powerset of X) which removes inconsistent
values from the domains. The application of a propagator to a constraint network is
called propagator execution.

Given a network 〈X, D, C〉 and a constraint c ∈ C, a bound support τ on c is a tuple
that satisfies c and such that for all xi ∈ X (c), $D (xi)% ≤ τ [xi] ≤ &D (xi)'.

– A constraint c is bound(Z) consistent iff for all xi ∈ X (c), there exists two bound
supports τ1, τ2 such that τ1 [xi] = &D (xi)' and τ2 [xi] = $D (xi)%, and τ1, τ2 ∈
Zk.

– A constraint c is bound(R) consistent iff for all xi ∈ X (c), there exists two bound
supports τ1, τ2 such that τ1 [xi] = &D (xi)' and τ2 [xi] = $D (xi)%, and τ1, τ2 ∈
Rk.

3 Auxiliary Variables

The decomposition process for the auxiliary variables model recursively rewrites an
expression bottom-up, starting with higher precedence subexpressions. It is defined by
the following repository, where the first rule appears for every ⊕ ∈ Σ, and post π
inserts propagator π in the constraint store:

RAUX (π) =

⎧⎪⎪⎨
⎪⎪⎩
∨
⊕∈Σ

X ⊕ Y

z : dvar

[
z ← new dvar,

post π [RAUX [X ]⊕ RAUX [Y ] = z]

]

x : dvar

x : dvar
[]

⎫⎪⎪⎬
⎪⎪⎭

We first remark that a constraint is a special case of an expression, specifically a com-
parison or logical expression. The decomposition process for an arbitrary constraint
e ∈ L is triggered by the addition of the following propagator to the constraint store:

π [RAUX [e] = true] (1)

Note that, in the decomposition process, auxiliary variables are introduced for any
subexpression, possibly using reification in the case of logical or comparison subex-
pressions.

Example 1. The decomposition of the constraint a× b + c ≤ d using repository RAUX

yields the following derivation:

a : dvar × b : dvar + c : dvar ≤ d : dvar

t3 : dvar + c : dvar ≤ d : dvar

t2 : dvar ≤ d : dvar

t1 : dvar

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

t1 ← new dvar
t2 ← new dvar
t3 ← new dvar

post π [a : dvar × b : dvar = t3 : dvar]
post π [t3 : dvar + c : dvar = t2 : dvar]
post π [(t2 : dvar ≤ d : dvar) = t1 : dvar]

post π [t1 : dvar = true]

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
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This method requires a predefined repository of propagators for basic expressions in-
volving domain variables, more specifically it assumes the existence of a collection of
propagators π 〈L′〉 indexed by expressions of a bounded language L′ ⊂ L, typically
defined as

L′ =
⋃
⊕∈Σ

x : dvar⊕ y : dvar = z : dvar

Since rules in RAUX may only generate x : dvar expressions, created propagators will
always have x : dvar operands, i.e. RAUX (π) [e] only requires propagators in π 〈L′〉, for
any e ∈ L.

Assuming a method like hashing is used to index elements of the rule and propa-
gator repositories, the runtime cost of the compilation algorithm RAUX for an arbitrary
constraint is linear on the number of binary operators in the constraint.

4 View Stores

Definition 5. [View store] A view store λ 〈X〉 is an indexed collection of objects which
provides a common interface (a view) to each element of the entity X being viewed. We
call λ 〈X〉 a view store λ over X , and λ [x] the λ view for x.

For illustration purposes, we will detail a view store bnd 〈L〉 over expressions from
language L. Specifically, all members of the bnd view store must expose the following
interface1:

bnd :

{
GETMIN : func [→ r] , GETMAX : func [→ r] ,

UPDMIN : func [i→] , UPDMAX : func [i→]

}
(2)

Defining a view store is achieved by defining views for concrete viewed objects, in our
case expressions e ∈ L. The bnd view for a domain variable is as follows, where i and
r are respectively the input and output parameters of the functions defined above:

bnd [x : dvar] =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

GETMIN = {r ← $D (x)%}
GETMAX = {r ← &D (x)'}
UPDMIN = {D (x)← D (x) \ [−∞ . . . i− 1]}

UPDMAX = {D (x)← D (x) \ [i + 1 . . . +∞]}

⎫⎪⎪⎪⎬
⎪⎪⎪⎭

Defining the full set of views for a collection of infinite size, such as language L, is
clearly infeasible. We now turn to this problem and present two possible solutions with
a different compromise regarding efficiency as we will see later.

4.1 Finite View Stores (FVS)

The first solution follows from the fact that all views in a store have a common interface.
They can all therefore be represented by a single semantic x : bnd object which exposes
the views’s interface while abstracting its syntactic identity.

1 This corresponds to the set of functions
{
ϕ, ϕ−} as defined in [15].
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The compilation algorithm follows an approach similar to the auxiliary variables
method, where the introduction of an auxiliary variable is replaced by the introduction
of a x : bnd object. This means that all bnd views may safely assume a finite set of
operands, which in this case are x : bnd objects.

Example 2. The following is a specialization of the bnd view for the addition of two
arbitrary expressions:

bnd [x : bnd + y : bnd] :

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

GETMIN = {r ← x.GETMIN () + y.GETMIN ()}
GETMAX = {r ← x.GETMAX () + y.GETMAX ()}

UPDMIN =

{
x.UPDMIN (i− y.GETMAX ())
y.UPDMIN (i− x.GETMAX ())

}

UPDMAX =

{
x.UPDMAX (i− y.GETMIN ())
y.UPDMAX (i− x.GETMIN ())

}

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

The compilation algorithm is fully described by the following rule repository:

RBND =

⎧⎪⎪⎨
⎪⎪⎩
∨

⊕∈Σ

X ⊕ Y

z : bnd

[
z ← new bnd [RBND [X ]⊕ RBND [Y ]]

]
x : dvar

z : bnd

[
z ← new bnd [x : dvar]

]
⎫⎪⎪⎬
⎪⎪⎭

and may be used to define a specific propagator for an arbitrary constraint:

π [X ] = {RBND [X ] .UPDMIN (true)} (3)

Propagator π [e] instantiates the view for the constraint e and propagates it by setting its
value to true.

Example 3. The compilation of the expression a × b + c ≤ d using repository RBND

yields the following derivation:

a : dvar × b : dvar + c : dvar ≤ d : dvar

v1 : bnd× v2 : bnd + c : dvar ≤ d : bnd
v3 : bnd + v4 : bnd ≤ v6 : bnd

v5 : bnd ≤ v6 : bnd

v7 : bnd

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

v1 ← new bnd [a : dvar]
v2 ← new bnd [b : dvar]

v3 ← new bnd [v1 : bnd× v2 : bnd]
v4 ← new bnd [c : dvar]

v5 ← new bnd [v3 : bnd + v4 : bnd]
v6 ← new bnd [d : dvar]

v7 ← new bnd [v5 : bnd ≤ v6 : bnd] ,
π = {v7.UPDMIN (true)}

post π

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

Like the previous model, this method requires a predefined collection of objects indexed
by members of a bounded languageL′ ⊂ L. The difference is that these objects are now
bnd views instead of propagators, and L′ is defined as:

L′ = {x : dvar} ∪
⋃
⊕∈Σ

x : bnd⊕ y : bnd
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4.2 Infinite View Stores (IVS)

The decomposition model described above assumes the existence of a finite indexed
collection of views. Replacing subexpressions by x : bnd objects guarantees the exis-
tence of a view for each generated subexpression.

The present method takes the direct approach: it defines an infinite indexed collec-
tion of views. For this, it makes two key requirements. Firstly, a view λ 〈X〉 may be
defined by providing specializations for partially instantiated members x ∈ X , also
called partial specializations. Secondly, new specializations may be created not only in
the compilation process as before, but also in the body of any specialization.

Example 4. The following is a partial specialization of the bnd view for addition of two
arbitrary expressions:

bnd [X + Y] =⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

GETMIN = {r ← bnd [X ] .GETMIN () + bnd [Y ] .GETMIN ()}
GETMAX = {r ← bnd [X ] .GETMAX () + bnd [Y ] .GETMAX ()}

UPDMIN =

{
bnd [X ] .UPDMIN (i− bnd [Y ] .GETMAX ())
bnd [Y ] .UPDMIN (i− bnd [X ] .GETMAX ())

}

UPDMAX =

{
bnd [X ] .UPDMAX (i− bnd [Y ] .GETMIN ())
bnd [Y ] .UPDMAX (i− bnd [X ] .GETMIN ())

}

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

In this model, the compilation algorithm involves the recursive instantiation of views.
This can be done simply by instantiating the view for the full expression:

π [X ] = {bnd [X ] .UPDMIN (true)} (4)

Given that now the full expression is known to the view (i.e. operands are not abstrac-
tions like before), it is easy to design an algorithm which, for a specific instantiation,
replaces all function calls with the corresponding definitions.

Example 5. Simplification of the GETMIN function of the bnd view over the a + b + c
expression:

bnd [a : dvar + b : dvar + c : dvar] .GETMIN =
= {r ← bnd [a : dvar + b : dvar] .GETMIN () + bnd [c : dvar] .GETMIN ()} =
= {r ← bnd [a : dvar] .GETMIN () + bnd [b : dvar] .GETMIN () + $D (c)%} =

= {r ← $D (a)%+ $D (b)%+ $D (c)%}
In the present context, views are used very much like macros, effectively allowing cre-
ating specific propagators for arbitrary expressions which do not make use of function
calls at execution.

Example 6. Propagator for the expression a + b + c = d using repository RBND:

π =

⎧⎪⎨
⎪⎩

D (d)← D (d) \ [−∞ . . . $D (a)%+ $D (b)%+ $D (c)% − 1]
D (d)← D (d) \ [&D (a)'+ &D (b)'+ &D (c)'+ 1 . . . +∞]

etc.

⎫⎪⎬
⎪⎭
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5 Model Comparison

For the memory and runtime analysis below we will consider an arithmetic constraint
involving n variables with uniform domain size d, with an unbalanced syntax tree, i.e.
where each operator in the expression involves at least one variable. Figure 1 shows a
fragment of the expression syntax tree.

N2

N1 L3

L1 L2

Fig. 1. A subtree of an unbalanced expression syntax tree. The internal nodes N1 . . . Nn−1 rep-
resent operators and leafs L1 . . . Ln represent variables.

5.1 Memory

A view can be designed to expose just the subset of the expression’s domain which is
required for the view’s client (e.g. the bounds of the expression). In contrast, a variable
maintains the full domain of the expression, possibly containing regions which will
always be ignored for propagation. For an expression containing n−1 operators such as
the expression in fig. 1, the auxiliary variables memory overhead is in O (nD) compared
to any of the views model, where D is the size of the largest domain of an auxiliary
variable. For some expressions, namely an expression containing only multiplications,
we can have D = dn−1. In practice, the use of intervals to store the auxiliary variable’s
domains (i.e. D = 2) eliminates this problem.

5.2 Runtime

There is a fundamental operational difference between the views and the auxiliary vari-
ables model. A view computes its domain on demand, that is, it never updates its do-
main before it is needed by the view’s client. This is the opposite of what happens in the
auxiliary variable model, as the posted propagators will act on the auxiliary variable’s
domains independently.

This analysis focuses on the cost of accessing and updating the bounds of an ex-
pression, which may correspond to accessing/updating an auxiliary variable or a view,
depending on the model. The cost is measured in terms of number of propagators exe-
cuted, number of function calls, number of arithmetic operations, and number of domain
updates.

We first note that enforcing bounds(R) consistency to an algebraic expression re-
quires O (nd) steps. As an example, consider a CSP with the constraint x×2 = y×2+1,
where D (x) = D (y) = [1 . . .d]. See also [17].

We will first focus on the costs of updating the bounds of an expression whose syn-
tax tree resembles fig. 1. The auxiliary variables model associates a propagator and an
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auxiliary variable with each internal node Ni of the expression syntax tree. The propa-
gator for a node N1 involving two leafs may execute O (2d) times and cause the same
number of updates in the domain of the corresponding auxiliary variable. This means
that the propagator for N2 may execute O (3d) times and so on for all the n−1 internal
nodes. The number of propagators executed for the auxiliary variables model is there-
fore O

(
n2d
)
. Since each propagator execution requires a constant number of arithmetic

operations, the number of operations for this model is also O
(
n2d
)
. Finally, given that

each propagation implies the update of the domain of an auxiliary variable, the number
of domain updates is O

(
n2d
)
.

Both models using views have only one propagator for the entire expression, which
can be executed at most O (nd) times. Unfortunately, a single update of the expression
is now more costly because it may require evaluating the full tree, which is O (n).
This means that the total number of operations is still O (nd× n) . However, given that
there are no auxiliary variables in these models, the number of domain updates is only
O (nd). We remark that the only difference between both views is in the number of
function calls.

Accessing the bounds of an expression is cheaper in the auxiliary variables model.
This is because the domain of each subexpression is cached in the associated auxiliary
variable. In contrast, both models involving views require evaluating the expression.
Table 1 summarizes these results.

Table 1. Cost of accessing and updating an arbitrary expression represented by each of the de-
scribed models

model propagators functions operations updates

vars - O
(
n2d
)

O (1) - O (1) O
(
n2d
)

- O
(
n2d
)

fvs - O (nd) O (n) O
(
n2d
)

O (n) O
(
n2d
)

- O (nd)

ivs - O (nd) O (1) - O (n) O
(
n2d
)

- O (nd)

5.3 Propagation

The consistency level achieved by view based propagators is detailed in [15], namely in
terms of bounds(Z) and bounds(R). Here, we remark that using a variable decomposi-
tion may improve propagation w.r.t. views, in particular, to achieve a pruning between
bounds(Z) and bounds(R). This may be seen in the following example:

Example 7. Consider the constraint x × y × 2 = z, where D (x) = D (y) = [2 . . . 3],
and D (z) = [9 . . . 15]. Given that x = z/ (y × 2), y = z/ (x× 2), we have

D (x) = D (y) = [2 . . . 3] ∩ [9/ (3× 2) . . . 15/ (2× 2)] = [2 . . . 3]
D (z) = [9 . . . 15] ∩ [2× 2× 2 . . . 3× 3× 2] = [9 . . . 15]

which means that the constraint is at a fixpoint according to bounds(R) (note that a
bounds(Z) propagator for this constraint infers z = 12). Now let us assume the de-
composition e ≡ x × y and e × 2 = z, with D (e) = [4 . . . 9]. Propagating the latter
constraint infers

D (e)← [4 . . . 9] ∩
[
9
2

. . .
15
2

]
=
[
9
2

. . .
15
2

]
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Using the auxiliary variables model associates an integer variable with e, imposing an
additional restriction: it must be an integer. This allows more pruning from the domain
of z:

D (t1)← [4 . . . 9] ∩ [5 . . . 7] = [5 . . . 7]
D (z)← [9 . . . 15] ∩ 2× [5 . . . 7] = [10 . . . 14]

Even if stronger propagation leads to smaller search spaces, in our experiments it did
not compensate the inefficiencies of the variable decomposition model.

6 Experiments

The first experiment applies previous compilation models to a system of linear equa-
tions. This problem is usually solved in constraint programming by using a specific
propagator for linear equations. The goal of the experiment is therefore to assess the
overhead of decomposing/compiling expressions using the presented models compared
to a decomposition which uses a special purpose algorithm. The second experiment
considers systems of nonlinear equations. These problems arise often in practice, and
since the decomposition to special purpose propagators is not so direct as in previous
case, it provides a realistic opportunity to apply the previously discussed models. The
last experiment consists in solving the Golomb ruler problem (prob6 in [11]), a common
benchmark for CSP solvers.

The code for all the following experiments was compiled with the gcc-4.2.3 C++
compiler, and executed on an Intel Core 2 Duo @ 2.20GHz, using Linux-2.6.24. Each
experiment was repeated until the standard deviation of the runtime was below 1% of
the average time, and then the minimum runtime was used. The search trees explored
by all models are the same for each instance.

All previously described models were implemented in CaSPER [6]. Additionally, we
used Gecode-2.2.0 [9] on one problem as a reference.

6.1 Modeling

Each system of linear equations is described by a tuple 〈n, d, c, a, s|u〉 where n is the
number of variables in the problem, d is the uniform domain size, c is the number of
linear equations, a is the number of terms in each equation, and the last term denotes if
the problem is (s)atisfiable or (u)nsatisfiable. Problems were generated randomly, and
the most difficult instances were selected (based on number of fails). In addition to the
previously described models (vars,fvs, and ivs) for this problem we also tested a model
using a propagator for linear equations (linear). Table 2 shows the results.

Each system of nonlinear equations is described by a tuple 〈n, d, c, a1, a2, s|u〉where
a1 is the number of terms in each equation, each term is composed of a product of a2
factors, and all remaining variables have the same meaning as before. In this experiment
we also tested a model where each product is decomposed using auxiliary variables,
projected to a variable xi, and a linear propagator is used to enforce

∑a1

i=1 xi for each
equation (linear+vars). Table 3 show the results.

In the Golomb ruler problem, the use of views allows saving a quadratic number of
variables (one for each difference between marks). The results are shown in table 4.
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Table 2. Runtime for finding all solutions or proving that no solution exists for problems consist-
ing of systems of linear equations. For each result the table presents the runtime in seconds and
the speed up compared to the worst performing model in that problem.

20-7-7-4-s 20-30-6-8-u 40-7-12-20-u 40-7-10-40-u

casper-vars 21.1 1.00 135 1.00 128 1.00 137 1.02
casper-fvs 20.5 1.03 90.9 1.48 87.0 1.47 140 1.00
casper-ivs 19.5 1.08 40.0 3.37 17.4 7.34 13.2 10.6

casper-linear 19.5 1.08 43.7 3.09 18.8 6.81 13.3 10.5

Table 3. Runtime for finding the first solution or proving that no solution exists for problems
consisting of systems of nonlinear equations

20-20-10-4-2-s 50-10-19-4-2-s 50-10-28-4-3-u

casper-vars 49.1 1.00 126 1.00 85.2 1.37
casper-fvs 48.4 1.01 117 1.08 117 1.00
casper-ivs 22.9 2.14 55.7 2.26 43.1 2.70

casper-linear+vars 40.1 1.22 106 1.19 93.4 1.25

gecode-vars 36.6 1.34 98.2 1.28 72.7 1.60
gecode-linear+vars 26.8 1.83 70.2 1.79 65.7 1.77

50-5-20-4-3-u 50-6-26-4-4-u 60-4-24-4-4-5-u

casper-vars 47.1 1.05 63.4 1.84 1.29 1.86
casper-fvs 49.6 1.00 116 1.00 2.40 1.00
casper-ivs 18.8 2.64 31.2 3.73 0.68 3.52

casper-linear+vars 49.3 1.01 66.4 1.75 1.46 1.64

gecode-vars 40.4 1.23 52.2 2.23 1.18 2.03
gecode-linear+vars 32.4 1.53 47.2 2.47 1.11 2.16

Table 4. Number of propagations (x1000) (p), runtime (t), and speedup (s) for finding the solution
to the Golomb ruler problem

golomb-10 golomb-11 golomb-12
p t s p t s p t s

casper-vars 0.38 0.14 1 2.12 0.73 1 116 40.3 1
casper-fvs 0.05 0.11 1.26 0.24 0.65 1.11 11.9 35.8 1.13
casper-ivs 0.05 0.1 1.36 0.24 0.5 1.46 11.9 30.19 1.33

6.2 Discussion

As expected, the FVS model has a good performance on small problems, but it de-
grades for larger expressions. It can be one order of magnitude slower than IVS on
linear equations, and two times slower than the auxiliary variables decomposition on
other problems. The performance of the IVS model is significantly better than the other
methods. In fact it achieves similar performance of the model using global propagators
on linear equations (table 2), which shows the potential of the IVS model to seamingly
derive propagators for other global constraints over algebraic expressions.
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Comparing to Gecode we notice a small difference regarding the runtimes for the
same models favoring the Gecode implementation. We think this discrepancy is prob-
ably due to some optimization of Gecode not present in CaSPER, and that applying
the IVS model to Gecode should yield similar gains in performance. We note that the
IVS model still outperforms the best model we could implement in Gecode using the
available modeling primitives in some instances.

7 Related Work

The idea of using type polymorphism for defining generic propagators is incipient in [6]
and [14]. The former presents a general overview of a constraint solver incorporating
type polymorphism, and gives a first description on some of the data structures required
for creating generic propagators from arbitrary expressions. The latter coins the term
view (we originally called them polymorphic constraints), and describes how it can be
used for creating generic propagator implementations, that is, propagators which can be
reused for different constraints. [15] provides further analysis, in particular, it is shown
for which consistencies using views achieves less pruning than a specialized propagator.

[1] focus on the complexity of propagation for different decomposition models,
specifically through symbolic manipulation of expressions, such as replacing common
subexpressions and factorizing. In this context, the authors show that the propagation
resulting from the decomposition using auxiliary variables is stronger than propaga-
tion on the original expression. It turns out that introducing auxiliary variables may
strenghten propagation also without any symbolic manipulation (see section 5.3).

Constraint solvers deal with constraints over arbitrary algebraic expressions in dif-
ferent ways. Most prolog systems [16,8,7] automatically decompose them, apparently
using the auxiliary variables model. The use of indexicals and goal expanded constraints
[3] is advised as a way to avoid introducing auxiliary variables, and should be compara-
ble to the IVS model (without the optimizations available to strongly typed languages).
ILog Solver processes arbitrary expressions bottom-up, converting its subexpressions to
constrained expressions [12], following the FVS model. Choco [5] features automatic
decomposition using auxiliary variables.

The problem of creating propagators for arbitrary expressions has been approached
in a different way using knowledge compilation techniques [10,4]. These methods cre-
ate a compact extensional representation of the set of solutions to the constraint and ap-
ply a general propagation algorithm which filters tuples not found in this set. Applying
these algorithms for arithmetic expressions is possible, and not so inefficient in practice
concerning runtime. However even the most compact extensional representation is ex-
ponential in the number of variables in the worst case, while all the decompositions we
presented above are linear.

8 Conclusion

This paper presents an approach for creating view based propagators for arbitrary al-
gebraic expressions at the modeling phase. The performance of the resulting model
compares favourably, both theoretically and experimentally, with models resulting from
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other decomposition/compilation methods. The method may be integrated in any con-
straint solver implemented in a type parametric programming language, which is often
the case (e.g. [5,12,9]).
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Colored Nonograms:

An Integer Linear Programming Approach
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Abstract. In this paper we study colored nonogram solving using In-
teger Linear Programming. Our approach generalizes the one used by
Robert A. Bosch which was developed for black and white nonograms
only, thus providing a universal solution for solving nonograms using
ILP. Additionally we apply a known algorithm to find all solutions to
a puzzle. This algorithm uses a binary cut to exclude already known
solutions. Finally we compare the performance of our approach in solv-
ing colored nonograms against other approaches, namely the iterative
and the brute-force ones, pointing to a research direction of developing
a hybrid method combining the iterative approach with ILP.

1 Introduction

Nonograms are a popular kind of puzzle whose name varies from country to
country, including Paint by Numbers and Griddlers. The goal is to fill cells of
a grid in a way that contiguous blocks of the same color satisfy the clues, or
restrictions, of each line or column. In black and white nonograms these clues
indicate the sequence of contiguous blocks of cells to be filled (e.g. the clue 3,1,2
indicates that there is a block of 3 contiguous cells, followed by a sequence of one
or more empty cells, then a block of one cell filled, followed by another sequence
of one or more empty cells, finally followed by a sequence of two filled cells in
that row or column).

In colored nonograms the clues are composed of pairs that indicate the size
and color of each sequence of blocks to be filled. For example, the clue <(3,Red),
(1,Green), (2,Blue)> indicates that there is a block of 3 contiguous cells of red,
followed by a block of one green cell separated or not by a sequence of empty
cells, followed by a sequence of two blue cells separated or not from the green
block by a sequence of empty cells, in that row or column. The general rule for
separating blocks is that if a block is of the same color of the previous one in
the respective sequence then they must be separated by at least an empty cell.
Otherwise (i.e., the two blocks have different colors), they may have no cells in
between, i.e., they may be adjoining blocks. Note that in the particular case of
black and white nonograms this means that blocks in a sequence must always
be separated by at least one empty cell. Figure 1 represents an example of a
colored nonogram with 10 lines by 8 columns with 3 colors.

L. Seabra Lopes et al. (Eds.): EPIA 2009, LNAI 5816, pp. 213–224, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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Fig. 1. Colored Nonogram Example

As described in [1,4,5], one way to solve this kind of puzzles is by iteratively
analyzing the clues in each row or column and paint cells in the grid according
to the information we can infer. For the example given in Figure 1, a first pass
through the rows allows us to paint 10 cells light grey and one cell black, as shown
in Figure 2(a). For instance, in row 2 we can paint for sure cells of columns 2,
3, and 4, in light grey, since its first block (of size 4) can only start at columns
1 or 2 due to the next blocks, in both cases occupying those 3 pixels.

(a) After first pass on rows (b) After first pass on rows and
columns

Fig. 2. Colored Nonogram Example (partially solved)

A subsequent pass through the columns allows us to paint 10 more cells light
grey, two dark grey, 13 more black and 6 white, as shown in Figure 2(b). Some
additional passes through the rows and columns and we paint all 80 cells of the
puzzle as shown in Figure 3. For such simple puzzles this is enough to solve
them, but for more complex puzzles one may reach a fixed-point where no more
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Fig. 3. Colored Nonogram Example (solved)

inferences can be made and with a number of cells yet to be colored. At this
point a guess is needed to proceed, leading to a search process with possible
backtracking on wrong choices made along the way.

There are a number of nonogram solvers listed in [6] that are compared by
Jan Wolter in [7]. The best ones are pbnsolve [8], Oľsák [10] and Simpson [5], but
only pbnsolve and Oľsák can solve colored nonograms. These three algorithms
try to logically (iteratively) solve the puzzles and, when they stall, they begin
a search process with possible backtracking. Wolter also states that the use of
an optimizing compiler makes a significant difference in performance (approxi-
mately twice as fast, for C-language ones).

In this paper we generalize the ILP approach by Bosch in [1] to solve colored
nonograms, and is organized in the following way. In Section 2 we describe the
ILP model we developed to solve colored nonograms. Then, in Section 3 we
demonstrate that our approach corresponds to the one by Bosch in [1] for black
and white nonograms. In Section 4 we show how to apply a simple technique in
order to find additional solutions in case the first solution obtained for a puzzle
is not unique. In Section 5 we present the results of our approach and compare
it with the iterative and the brute-force ones. Finally, in Section 6 we present
our conclusions.

2 Model Description

In this section we describe the ILP model we developed to solve colored nono-
grams. As in [1], our approach is to think of a colored nonogram as a problem
comprised of two interlocking tiling problems: one involving the placement of
the row blocks, and the other involving the placement of the column blocks. If
a cell is painted (we will assume that unpainted cells are painted white) then it
must be covered by both a row block and a column block; if it is painted white
(not painted) then it must be left uncovered by the row blocks and the column
blocks.
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2.1 Notation

The notation used here is similar to the one used by Bosch in [1], as follows.

m = the number of rows,
n = the number of columns,
o = the number of colors excluding white (We use a sequence of natural
numbers to identify colors, starting at 1 (1, 2, . . . , o).),
br
i = the number of blocks in row i, 1 ≤ i ≤ m,

bc
j = the number of blocks in column j, 1 ≤ j ≤ n,

sr
i,1, s

r
i,2, . . . , s

r
i,br

i
= the block-size sequence for row i,

sc
j,1, s

c
j,2, . . . , s

c
j,bc

j
= the block-size sequence for column j,

cr
i,1, c

r
i,2, . . . , c

r
i,br

i
= the block-color sequence for row i,

cc
j,1, c

c
j,2, . . . , c

c
j,bc

j
= the block-color sequence for column j.

In addition, let

er
i,t = the smallest value of j such that row i’s tth block can be placed in row

i with its leftmost pixel occupying cell j,
lri,t = the largest value of j such that row i’s tth block can be placed in row
i with its leftmost pixel occupying cell j,
ec

j,t = the smallest value of i such that column j’s tth block can be placed in
column j with its topmost pixel occupying cell i,
lci,t = the largest value of i such that column j’s tth block can be placed in
column j with its topmost pixel occupying cell i.

These are constants valid for the empty puzzle. (The letters ”e” and ”l” stand
for ”earliest” and ”latest”). In our example puzzle, second row’s first block must
be placed so that its leftmost pixel occupies cell 1 or 2, the second block must
be placed so that its leftmost pixel occupies cell 5 or 6, and the third block must
be placed so that its leftmost pixel occupies cell 6 or 7. In other words

er
2,1 = 1, lr2,1 = 2, er

2,2 = 5, lr2,2 = 6, er
2,3 = 6 and lr2,3 = 7.

These values are obtained by iteratively placing the blocks in their leftmost or
topmost possible cells and then placing them in their rightmost or bottommost
possible cells. In our example, the first block’s first cell is 1 and, since the first
block’s size is 4 and the color of both blocks is different, the second block’s first
possible cell is 5. Then, since the color of the third block is also different from the
second one and the size of the second block is 1, the third block’s first possible
cell is 6. Now, we push the third block to its rightmost cell (7) and we find out
that the second block’s last possible cell is 6 and the first block’s last possible
cell is 2.

Note that the rules for determining these values are the same for colored or
black and white nonograms. Of course, in black and white puzzles all the blocks
are of the same color, which means they have to be separated by at least one
empty cell.
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2.2 Variables

As in the approach by Bosch in [1], in our approach there are three sets of
variables. One set specifies the color of each cell:

∀1≤i≤m,1≤j≤n zi,j =

{
1 ≤ c ≤ o ; if row i’s jth cell is painted with

color c
0 ; if row i’s jth cell is not painted

(1)

The other two sets of variables are concerned with placements of the row and
column blocks.

∀1≤i≤m,1≤t≤br
i ,er

i,t≤j≤lri,t
yi,t,j =

⎧⎪⎨
⎪⎩

1
; if row i’s tth block is placed in
row i with its leftmost pixel oc-
cupying cell j

0 ; if not

(2)

∀1≤j≤n,1≤t≤bc
j ,ec

j,t≤i≤lcj,t
xj,t,i =

⎧⎪⎨
⎪⎩

1
; if column j’s tth block is placed
in column j with its topmost
pixel occupying cell i

0 ; if not

(3)

2.3 Block Constraints

To ensure that row i’s tth block appears in row i exactly once, we impose

∀1≤i≤m,1≤t≤br
i

lri,t∑
j=er

i,t

yi,t,j = 1 (4)

For line 2 of our example we have

y2,1,1 + y2,1,2 = 1,

y2,2,5 + y2,2,6 = 1,

y2,3,6 + y2,3,7 = 1.

For the next two constraints we define the auxiliary function (5) that returns
the value 1 if the two arguments are the same, and 0 otherwise, which will be
useful to compare colors of two contiguous blocks.

eq(c1, c2) =
{

1 ; if c1 = c2
0 ; otherwise (5)

To ensure that row i’s (t + 1)th block is placed to the right of its tth block, we
impose

∀er
i,t+1≤j≤lri,t

yi,t,j ≤
lri,t+1∑

j′=j+sr
i,t+eq(cr

i,t,cr
i,t+1)

yi,t+1,j′ (6)
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In line 2 of our example we have

y2,1,2 ≤ y2,2,6,

y2,2,6 ≤ y2,3,7.

To ensure that column j’s tth block appears in column j exactly once, we impose

∀1≤j≤n,1≤t≤bc
j

lcj,t∑
i=ec

j,t

xj,t,i = 1 (7)

To ensure that column j’s (t+1)th block is placed under its tth block, we impose

∀ec
j,t+1≤i≤lcj,t

xj,t,i ≤
lcj,t+1∑

i′=i+sc
j,t+eq(cc

j,t,cc
j,t+1)

xj,t+1,i′ (8)

2.4 Double Coverage Constraints

To guarantee that each painted cell is covered by both a row block and a column
block, we impose the following pair of inequalities:

∀1≤i≤m,1≤j≤n zi,j ≤
br

i∑
t=1

min{lri,t,j}∑
j′=max{er

i,t,j−sr
i,t+1}

yi,t,j′ × cr
i,t (9)

∀1≤i≤m,1≤j≤n zi,j ≤
bc

j∑
t=1

min{lcj,t,i}∑
i′=max{ec

j,t,i−sc
j,t+1}

xj,t,i′ × cc
j,t (10)

Without these restrictions the model would allow having cells painted by row
blocks, but not painted by any column block, or vice versa. The first inequality
(9) states that if row i’s jth cell is painted, then at least one of row i’s blocks
must be placed in such a way that it covers row i’s jth cell. (The upper and
lower limits of the second summation make sure that j′ satisfies the two pairs of
inequalities er

i,t ≤ j′ ≤ lri,t and j − sr
i,t + 1 ≤ j′ ≤ j. The first pair holds if, and

only if, row i’s tth cell is covered when row i’s tth block is placed in row i with
its leftmost pixel occupying cell j′. The second pair holds if and only if row i’s
jth pixel is covered when row i’s tth block is placed in row i with its leftmost
pixel occupying pixel j′). The other inequality (10) makes sure that if row i’s
jth cell is painted, then at least one of column j’s blocks covers it. For line 2 in
our example we have for cell z2,4 that

z2,5 ≤ y2,1,2 × cr
2,1 + y2,2,5 × cr

2,2,

z2,5 ≤ x5,1,1 × cc
5,1 + x5,1,2 × cc

5,1
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If z2,5 is painted, the right hand terms of these inequalities will yield exactly its
color value in a solved puzzle. Otherwise (empty cell), the terms hold value 0.
Ideally, the model should express this disjunction directly, allowing only those 2
values. However, in order to allow ILP solving, we keep it as a linear inequality.
Nevertheless, below we prove that this is sufficient for a correct and complete
model, in the presence of the other constraints.

Finally, we include constraints that prevent unpainted cells from being covered
by the row blocks or column blocks — inequalities (11) and (12).

∀1≤i≤m, 1≤j≤n, 1≤t≤br
i , j−sr

i,t+1≤j′≤j, er
i,t≤j′≤lri,t

zi,j ≥ yi,t,j′ × cr
i,t (11)

∀1≤i≤m, 1≤j≤n, 1≤t≤bc
j , ec

j,t≤i′≤lcj,t, i−sc
j,t+1≤i′≤i zi,j ≥ xj,t,i′ × cc

j,t (12)

In line 2 of our example we have that

z2,5 ≥ y2,1,2 × cr
2,1, z2,5 ≥ y2,2,5 × cr

2,2,

z2,5 ≥ x5,1,1 × cc
5,1, z2,5 ≥ x5,1,2 × cc

5,1.

One might think that we have to ensure that each painted cell must be covered by
one row block and one column block of the same color. However, the remaining
constraints ensure that we only need to guarantee that a painted cell must be
covered by one row block and one column block. In order to prove it, let us
explore all the possibilities regarding the coverage of some cell z:

1. No block covers cell z;
2. Only one block covers cell z and it is of the same color;
3. Only one block covers cell z and its color is smaller than the color of z;
4. Only one block covers cell z and its color is greater than the color of z;
5. More than one block covers cell z;

Of these five possibilities, only the first two are possible in real puzzles. The last
three are the ones that our model has to avoid. In sake of simplicity, but with no
loss of generality, only inequality (9), for lines, of the double coverage constraints
will be used in our case analysis for these five possibilities:

Possibility 1: The only way to satisfy this possibility is with an empty cell z,
with value 0, which, by inequality (9), will guarantee that no block covers it
(forcing the respective yi,t,j′ variables to be 0), i.e.

br
i∑

t=1

max{lri,t,j}∑
j′=min{er

i,t,j−sr
i,t+1}

yi,t,j′ × cr
i,t = 0.

Possibility 2: This possibility fully satisfies inequality (9), corresponding to the
equality of both terms.

Possibility 3: If a single block of smaller color than the color of cell z covers it
then inequality (9) is not satisfied, thus disallowing such possibility, as desired.
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Possibility 4: In the case that there may be one block that covers cell z, and
which color is greater than the color of z, then inequality (9) would be satisfied.
However, this would violate inequality (11) thus turning the solution invalid.

Possibility 5: If more than one block covers cell z, inequality (9) could only be
satisfied if the sum of the colors of the covering blocks is less than or equal to
the color of cell z. But this would violate equation (4) thus turning the solution
invalid.

2.5 Objective Function

Since this is a satisfaction problem there is no need for an objective function,
but since ILP solvers need one, we include the following (note that this function
is a constant and we already know its value):

minimize/maximize

m∑
i=1

n∑
j=1

zi,j (13)

2.6 Pre-conditions

We also include in our approach one pre-condition in order to verify whether the
puzzle is trivially impossible to solve, before even trying to search for a solution
(another improvement with respect to [1]). This is a necessary, but not sufficient
condition that will save us the time of trying to solve a puzzle that is impossible,
and that also helps us determining whether there is any error in the definition
of the puzzle. This condition, shown by equation (14), checks whether the sum
of the sizes of all blocks of each color is the same for both the rows and columns
clues.

∀c∈{1..o}
m∑

i=1

br
i∑

t=1

f(sr
i,t, c

r
i,t, c) =

n∑
j=1

bc
j∑

t=1

f(sc
j,t, c

c
j,t, c) (14)

where f(s, c1, c2) = s if c1 = c2, and 0 otherwise.

3 Instantiation to Black and White Nonograms

If we set o = 1, thus allowing only black and white in a puzzle, our model
becomes the one provided by Bosch in [1], i.e., equation (1) becomes

zi,j =
{

1 ; if row i’s jth cell is painted
0 ; if row i’s jth cell is not painted (15)

Equations (2) and (3) are kept from the approach provided by Bosch. Equation
(4) is equal to the one in the approach by Bosch, but inequality (6) was ex-
tended so block t + 1 can follow block t immediately, due to possible contiguous
blocks of different colors. For black and white puzzles it corresponds exactly to
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the formulation in [1] since all blocks have the same color which leads the eq
function to always yield value 1. Inequalities (7) and (8) are similar, but regard
columns. Finally, since the only possible color takes value 1, the double coverage
constraints set by inequalities (9) and (10) become

∀1≤i≤m,1≤j≤n zi,j ≤
br

i∑
t=1

min{lri,t,j}∑
j′=max{er

i,t,j−sr
i,t+1}

yi,t,j′ , (16)

∀1≤i≤m,1≤j≤n zi,j ≤
bc

j∑
t=1

min{lcj,t,i}∑
i′=max{ec

j,t,i−sc
j,t+1}

xj,t,i′ , (17)

∀1≤i≤m,1≤j≤n,1≤t≤br
i ,j−sr

i,t+1≤j′≤j,er
i,t≤j′≤lri,t

zi,j ≥ yi,t,j′ (18)

and
∀1≤i≤m,1≤j≤n,1≤t≤bc

j ,ec
j,t≤i′≤lcj,t,i−sc

j,t+1≤i′≤i zi,j ≥ xj,t,i′ (19)

as in [1] (where the min and max functions are incorrectly swapped in the
summation limits).

4 Finding Multiple Solutions

The described ILP model allows finding a single solution to a puzzle, which
actually is the best one, although in this case all solutions are alike since the
optimizing function is a constant.

Nonograms are satisfaction problems, which in ILP must be modeled as opti-
mization problems. Since it is possible that the obtained solution is not unique,
we also try to find additional solutions to a puzzle. For that, we first consid-
ered the algorithm developed by Jung-Fa Tsai et al. described in [2], using an
integer cut to exclude the previously found solution, extending the ILP model
to a Mixed ILP model (MILP), which is the general approach to finding addi-
tional solutions in ILP. But, in fact, we used a much simpler approach applying
a binary cut similar to the one proposed by Balas and Jeroslow in [3].

Since our binary variables (either yi,t,j or xj,t,i) are enough to provide the
solution (they completely determine the filled puzzle, since clues are constant),
a binary cut is enough.

The cut we need to apply to exclude an existing solution is shown in (20)
using the y set of variables (the x set of variables could also be used).

∑
(i,t,j)∈A

yi,t,j −
∑

(i,t,j)∈B

yi,t,j ≤ |A| − 1,
A = {(i, t, j) | yi,t,j = 1},
B = {(i, t, j) | yi,t,j = 0} (20)

Basically, after finding a solution to the problem, the constraints in inequality
(20) are added to the problem and another try is made to find another solution.
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5 Results

In order to test the performance of our model (without the use of Balas and
Jerowlow’s algorithm) we tested our approach against three algorithms: one
adaptation (the original program solves only black and white nonograms) of
an implementation in Prolog of a brute force search by Werner Hett [9], an
optimized variant of this implementation (by altering the ordering of the line
tasks), and an implementation in C of the iterative approach by Mirek Oľsák
and Petr Oľsák available in [10].

We used four puzzles for the purpose of our tests: the ”Fall” puzzle from
Griddlers.net [11] (10x8x3, i.e. a 10 by 8 grid with 3 colors) used as an example
in this article, the ”Fish” and the ”AtoZ” puzzles (16x16x2) from Ali Corbin’s
web page [12], and the ”Time” adapted from the copyrighted Sunday Telegraph
& Aenigma Design and colored by Brian Grainger (35x30x5) [13].

The times were measured on a 2.4 GHz Intel c© Centrino c© vProTMwith 2
GB of RAM running Microsoft c© Windows c©. The Prolog program was run in
ECLiPSe [14] and the generated ILP problems were run on SCIP [15]. Results
are shown in table 1, where NPC stands for ”Number of Painted Cells”.

Table 1. Experimental Results (in seconds)

Puzzle R×C×Col NPC Brute-force (Prolog) Brute-force opt (Prolog) Iterative ILP

Fall 10x8x3 47 1,050.70 0.03 0.07 0.03
Fish 16x16x2 164 (too long) 0.08 0.07 0.21
AtoZ 16x16x2 50 (too long) 0.92 0.10 23.04
Time 35x30x5 520 (too long) (out of memory) 0.21 3.51

As shown in table 1 the first puzzle was solved almost instantly by both the
iterative implementation and our ILP approach. The brute-force implementation
took about 17 minutes to return the results. With some optimization applied to
the brute-force approach, namely by re-sorting the line tasks, the puzzle is also
solved almost instantly. The ”Fish” puzzle is a little harder to solve. The brute-
force approach was not able to solve it in a timely fashion although all other
approaches solved it pretty quickly. The other 16x16 puzzle — ”AtoZ” — is even
harder to solve. This was the hardest puzzle to solve by the ILP approach. The
fourth (and biggest) puzzle could not be solved by the brute-force algorithms.
The iterative approach found all 14 solutions to the puzzle in less than half a
second and the ILP approach took about 3.5 seconds.

In order to try to improve the ILP approach we added equation (21) to the
set of constraints, where the right-hand term is a constant.

m∑
i=1

n∑
j=1

zi,j =
m∑

i=1

br
i∑

t=1

sr
i,t × cr

i,t (21)
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Table 2. Results of adding equation (21) to ILP (in seconds)

Puzzle ILP ILP w/ AC

Fall 0.03 0.03
Fish 0.21 0.11
AtoZ 23.04 33.58
Time 3.51 2.45

The results are shown in table 2.
Only the performance on the hardest puzzle was not improved which turns

out to be inconclusive as to the advantages of adding this extra constraint.

6 Conclusions and Future Work

In this paper we presented a new ILP approach to model the Colored Nonograms
problem, which generalizes a known approach which was limited to black and
white Nonograms. We demonstrated its correctness and, additionally, we also
showed how to efficiently find possible additional solutions by a simple adap-
tation of a known technique using a binary cut, by taking advantage of the
specificities of this problem.

Nonogram problems are usually developed as toy puzzles for people to fill the
grid presented in a magazine or newspaper in an enjoyable session. As such, the
available clues allow quickly filling many cells using simple inferences. This is
why even naive techniques may easily find a solution, since with simple tests
there remain little or no options left for cells to color.

Thus, for the tests and comparisons performed on some available puzzles
(which so far we have to convert their format ’by hand’ in a cumbersome man-
ner), the Iterative approach (performing successive simple inferences) and even
an optimized ’brute-force’ Prolog approach, provide in general already good re-
sults, since there is not much search involved.

ILP approaches are usually much more efficient than other techniques when
there is much search involved, which was not the case, and so could only present
competitive results if run with a commercial tool such as CPLEX (which we had
not available).

The ILP approach presented here starts from scratch with an empty grid
and, in general, could not improve the Iterative method for the available tests,
although already presented similar results using a non commercial tool.

Our initial idea when developing the ILP model, in addition to the new theo-
retical results, was to use it together with the Iterative method, which we knew
was efficient to quickly fill many cells of the grid using simple inferences on the
rows and columns clues. That is precisely what we intend to do next, by applying
the ILP model only after the Iterative technique already filled many cells, thus
reducing a lot the model complexity by converting many variables to constants.
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The search phase that is left then is hopefully much more efficiently solved
with ILP than with any other method, which we will have to test with more
challenging puzzles.

We thus believe that the approach can be optimized by trying to infer more
information from the clues and using that information to enhance our model.
We can go further and deduce all information there is to deduce from the clues
and then build our model as described in this paper with the addition of the
constraints obtained by the deduction step. In this way we substitute the search
part of the Iterative algorithm — when no more information can be deduced
from the clues and we have to try one color on an empty cell — with the ILP
approach.

Therefore, in future research we intend to develop an hybrid model (Itera-
tive/ILP) for Colored Nonograms. To test it more thoroughly we will need to
have more puzzles with different parameters. We will search available challenging
puzzles and develop some tool to easily convert them to our model, and we also
intend to automatically generate random puzzles providing different parameters
such as density, average block size and standard deviation, in addition to the
grid size and the number of colors.
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Abstract. Different types of visual object categories can be found in
real-world applications. Some categories are very heterogeneous in terms
of local features (broad categories) while others are consistently char-
acterized by some highly distinctive local features (narrow categories).
The work described in this paper was motivated by the need to develop
representations and categorization mechanisms that can be applied to
domains involving different types of categories. A second concern of the
paper is that these representations and mechanisms have potential for
scaling up to large numbers of categories. The approach is based on
combinining global shape descriptors with local features. A new shape
representation is proposed. Two additional representations are used, one
also capturing the object’s shape and another based on sets of highly
distinctive local features. Basic classifiers following the nearest-neighbor
rule were implemented for each representation. A meta-level classifier,
based on a voting strategy, was also implemented. The relevance of each
representation and classifier to both broad and narrow categories is eval-
uated on two datasets with a combined total of 114 categories.

1 Introduction

Category learning is a core problem in cognitive science and artificial intelligence.
Visual category learning and recognition are capabilities relevant for a wide range
of applications, from digital libraries and the semantic web to manufacturing
systems and robotics. Different types of visual categories can be found in real-
world applications. Some are very heterogeneous in terms of local features while
others are consistently characterized by several highly distinctive local features.

Given the different characteristics of categories, different representations can
be more suited to some categories than to others. Based on this fact, Wardhani
and Thomson [19] divide images into several very abstract categories, such as
natural scenes, people, etc.., and use different methods according to this division.
This way, they obtain better results than using a single method. However, it ap-
pears that most successful results reported in the literature come, not from using
multiple classifiers according to the type of images, but from their combination,
be it by using voting [5][18][16] or other approaches [1][6][16].

This paper also explores multiple representations and classification mecha-
nisms to address domains where different types of categories must be processed.

L. Seabra Lopes et al. (Eds.): EPIA 2009, LNAI 5816, pp. 225–236, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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For that purpose, visual object categories are divided into two main groups: if
a category exhibits a high variation among its members, then it is said to be
a broad (or general) category; on the other hand, if a category exhibits small
variations between its members and they display a high number of unique local
features, the category is said to be narrow (or specific). Broad categories usually
are named by common nouns like “cup”, “chair”, “apple”, etc., while narrow
categories are named by proper nouns, including brand names, book titles, etc..

Previous work in our group [16] already explored the geometrical analysis of
objects to compute multiple object representations, based on divisions of the
object in layers and slices. In that work, the combination of the different repre-
sentations is achieved through a multi-classifier architecture. The final catego-
rization of an object is delivered by a classifier combination. With this approach,
it was possible to learn over 70 categories. However, the approach was only tested
with broad categories, in the sense explained above. Sarfraz and Rhida [14] also
use multiple representations derived from divisions of the objects in slices and
layers: one based on three concentric layers and another based on eight slices
around the centre of the object. In addition, several other different types of fea-
tures, such as moment invariants and the so-called ”simple shape descriptors”,
were also used. All features of an object were gathered in a feature vector and
objects were compared with Euclidean distance. The approach was applied to
the problem of learning 12 broad object categories.

To enhance performance, several projects have been exploring representations
combining global and local features. Murphy et al. [9] used global and local fea-
tures to detect and localize objects in images. Patches around interest points are
converted to codewords. Because this type of features is sometimes ambiguous,
the coarse texture and spatial layout of the image are also used to help overcom-
ing this difficulty. Once global features are computed, an approximate location
and scale of the object are predicted and a local detector is applied to refine this
prediction.

Lisin et al. [7] developed a system for object classification and inquired on
two different types of combinations of local and global features: stacking, in
which outputs of the individual classifiers are used as input features for a meta-
classifier; and hierarchical classification, in which classes that are not separable
by global features, are clustered and a local feature classifier determines to which
class they belong. SIFT [8] is used for computing local features and three shape
properties (area, perimeter and compactness) are used as global features. The
authors concluded that stacking is superior to hierarchical classification, using
images of plankton from a total of 14 categories.

Neumann et al. [10] researched the use of local and global features for logo
classification. Logos are analyzed as sets of connected components. Local shape
information is extracted from these components, such as eccentricity, circularity,
etc.. Global shape information is retrieved by computing the horizontal and
vertical projections of the logo’s binary image (i.e., counting the number of white
pixels for each row and column). A vector describing the logo (its signature) is
then obtained using a wavelet transformation. A combined classifier works by
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Fig. 1. System overview

adjusting the weights of individual classifiers while classifying a logo. Tests were
carried out on the UMD-Logo-Database, containing 123 logos.

In the context of human-robot interaction, some recent approaches explore the
combination of incremental learning and interaction with teachers to ground vo-
cabulary about physical objects [16][15][13][17]. This type of approach to category
learning naturally raises the problem of scalability: How many visual categories
can an artificial system learn? What are the main features of an incremental and
open-ended category learning process?

The work described below in this paper was motivated by two of the main
problems identified above. First, the need to combine different types of repre-
sentations to support the acquisition of different types of categories. Second,
the need to develop powerful representations and categorization mechanisms en-
abling to scale up to larger numbers of categories. The work was carried out in
the framework of the development of UA@SRVC, a team for participation in the
2nd Semantic Robot Vision Challenge, SRVC’2008 (Anchorage, Alaska, June
2008), an event sponsored by NSF and Google. Other aspects of UA@SRVC are
presented in a separate paper[11].

Figure 1 provides an overview of the developed category learning and recogni-
tion system. Three basic classifiers, using different representations, are the base
of the categorization system. Two of the representations are global shape repre-
sentations and the third is based on SIFT local features. A meta-level classifier
is also included. This classifier combines the decisions of three basic classifiers
through voting. The approach is tested on a large number of categories (68 broad
categories and 46 narrow categories, for a total of 114 categories).

The paper is organized as follows: Section 2 describes the representations used
for objects and categories. Section 3 describes the categorization mechanisms.
Section 4 describes the performance evaluation approach and obtained results.
Section 5 summarizes conclusions and future work.

2 Representations

As mentioned before, different representations can be more suited to some cate-
gories than to others. This section presents the alternative object and category
representations used in this work. A global shape context was designed and im-
plemented. For comparison, the shape representation proposed by Roy [13] was
also implemented and used. For handling the specificities of narrow categories,
local features extracted with SIFT [8] are also used.
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Global Shape Context. The edges of an object are usually representative of
its shape. For a human, it is usually easy to associate a “line drawing” with the
object that it is supposed to represent. One of the shape representations used
in this work is a polar histogram of edge pixels that we call a ”global shape
context” (GSC). A polar frame of reference is located at the geometric centre of
the object. Then, the space around the centre up to the most eccentric pixel is
divided into a slices (angle bins) and d layers (distance bins)1. The intersection
of slices and layers results in a polar matrix (Fig. 2)(a) that will be mapped to
a 2D histogram counting the number of edge pixels in each cell. This histogram
is finally normalized by dividing the counts by the total number of edge pixels.

Fig. 2. Shape representations: (a) Global shape context (GSC). (b) Roy’s shape rep-
resentation (RSR).

In most real-world applications, rotation-, translation- and scale-invariance
are necessary. The proposed GSC is translation invariant, since it is computed
in a frame of reference centered in the geometric centre of the object. It is also
scale invariant because the image region mapped to the histogram is delimited by
the minimal circle enclosing the object. The histogram itself is not invariant to
rotation, but similarity between any two objects can be computed in a rotation-
invariant way, as explained in section 3.

The histogramhere proposed is similar to the shape context ofBelongie et al. [2].
However, in their approach, the shape context itself is used as a local feature, and
thus a logarithmic distance scale is used. For each edge pixel, a different shape
context is computed. In contrast, the histogram here proposed is used as a global
shape descriptor. In terms of computational complexity, building the GSC takes
O(n) time, n being the number of edge pixels, whereas building the shape represen-
tation proposed by Belongie et al. involves building shape contexts for all pixels,
which takes O(n2) time. The GSC can also be related to the binary shape matrix
of Goshtasby [4], derived from a polar raster sampling also centered in the object’s
geometric center. The shape matrix, whose cells represent the points of intersection
between the circles and radial lines in the polar raster are mapped to the cells in the
shape matrix.The value in a cell is 1 if the corresponding intersection point is inside
the object and 0 otherwise. Similarity between two objects is given by the percent-
age of matrix cells with the same value for both objects. While the shape matrix is
1 a=40 and d=10 were used.
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a very light representation, the proposed global shape context contains much more
information on shape-related details of an object, such as internal edges. The GSC
can be seen as a compromise between the computational lightness of the shape
matrix and the high expressivity of the Belongie et al.’s approach.

Roy’s Shape Representation. Roy [13] proposed a shape representation
based on tangents to object edges. It will be refered here as ”Roy’s shape rep-
resentation” (RSR). A Canny edge detector is used to obtain the edges from an
object. Then, for all pairs of edge pixels, the distances between them, D, and the
angles between the respective tangents, δ, are computed (Fig. 2)(b). The tangent
at a pixel is approximated by the linear regression line of the neighboring pixels
and its orientation is estimated from the regression line [12]. All this information
is summarized through a two-dimensional histogram with a angle bins on one
dimension and d distance bins on the other2. In each cell, the histogram counts
the number of edge pixel pairs in the corresponding distance and angle bins.

To obtain scale invariance, distances are normalized by dividing each of them
by the maximum distance between any two edge points. Since the angle calcu-
lated between the tangents at two edge points is a relative measurement, rotation
invariance is also achieved.

For an object with n edge points, n(n−1)
2 distances and angles have to be

determined, giving a complexity of O(n2) for the process of building a RSR.

SIFT. SIFT (Scale Invariant Feature Transform [8]) produces highly distinctive
features that can be used for matching objects with different scales, positions
and orientations, as well as with some variations in illumination. A Difference-
of-Gaussians function is used to detect keypoints, based on scale-space extrema.
Local gradients sampled in a grid in the vicinity of a keypoint are summarized
through a histogram that becomes the keypoint descriptor, as illustrated in
Figure 3. From an 8×8 grid centered in the keypoint, gradients are grouped
4 by 4 forming a 2×2 descriptor with 8 directions. The length of the arrows
in the right represents the sum of the magnitudes of the gradients, which were
nearer to each of the 8 directions, weighted by a Gaussian window. In the work
of this paper, a 4×4 descriptor with also 8 directions is computed from a grid
of 16×16, where gradients are grouped 4 by 4, forming a vector of 128 features
per keypoint.

Category Models. An instance-based approach was adopted for category rep-
resentation. Three alternative category models are used: (1) The category is
represented by the set of global shape contexts of the respective training images;
(2) The category is represented by the set of Roy’s shape representations of the
respective training images; (3) The category is represented by the concatenation
of the lists of SIFT keypoints extracted from the respective training images.

2 a=32 and d=32 were used in the implementation [12]. This was decided based on
experimentation showing it was better for our objectives than the 8×8 suggested by
Roy [13].
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Fig. 3. SIFT keypoint descriptor creation

3 Classification

The goal of the classification (or categorization) module is to categorize objects in
the context of an application. This module is composed of three basic classifiers,
each based on one of the object representations presented above, and a meta-
level classifier. In the basic classifiers, categorization is done by computing a
representation of the target object and comparing it to the category models.
Categories are ranked in descending order of similarity to the target object. A
nearest neighbor strategy is adopted, in which the similarity of the target object
to a category is given by the highest similarity between the target object and
one instance of the category. The highest ranked category will be the category
predicted by the classifier. The ranking itself is used by the meta-level classifier.

GSC-Based Classifier. This classifier follows the general nearest-neighbor
scheme just outlined. The χ2 distance is the base for assessing similarity between
any two objects.

Dpq=
1
2

a∑
i=1

d∑
j=1

[hp(i, j)− hq(i, j)]2

[hp(i, j) + hq(i, j)]
(1)

where p and q are two objects, hp and hq are the respective histograms (GSCs),
a is the number of angle bins, d is the number of distance bins, i is an angle bin
and j is a distance bin.

Finally, the similarity between p and q is given by Spq = 1/Dpq.
As mentioned before, the global shape context is not invariant to rotation.

To make rotation invariant matching possible, the histograms are rotated and
compared a times (where a is the number of angle bins). The angle displacement
that results in the lowest distance is the one used to calculate the similarity
between the two shapes.

For a× d histograms, computing the similarity between two histograms has a
complexity of O(a×(a×d)), since we calculate the χ2 distance a times (for each
histogram rotation). Being independent of the number of edge pixels, this is far
more efficient than object matching with the shape representation of Belongie
et al. [2], which is based on local shape contexts centred in edge pixels. In this
case, most of the steps of the similarity computation algorithm run in time
quadratic to cubic in the number of edge pixels.
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RSR-Based Classifier. Follows the general nearest-neighbor scheme just out-
lined and also uses the χ2 distance as the base for assessing similarity. Since RSR
is rotation-invariant, a single comparison is enough. So, for a × d histograms,
computing the similarity between two histograms has a complexity of O(a×d).

SIFT-Based Classifier. In this case, a category is represented by the con-
catenation of the lists of SIFT keypoints of all training images that belong to
the category. When comparing two objects, the features (keypoints) in each of
them are paired according to a nearest-neighbor criterion. Instead of using a
global threshold to discard matches, the distances to the two nearest neighbors
are computed and compared. If the ratio between them is greater than 0.35, the
pair of features is rejected. Finally, similarity between the two objects is given
by the number of accepted pairs of features.

Voting System. The performance of a combination of classifiers is often supe-
rior to their individual performance [3][6]. A voting approach makes the system
very scalable, because it is possible to insert any number of additional classifiers,
as long as they vote according to the same rules. In this work, the following voting
scheme was implemented. Each classifier determines the 3 most likely categories
of an object, i.e., the categories with the higher similarity scores to the object,
and casts a variable number of votes to these top ranked categories. For the
shape-based classifiers, the first category in the ranking gets 3 votes, the second
gets 2 and finally the third gets 1 vote. In the case of the SIFT-based classifier,
the three top categories get 6, 4 or 2 votes, respectively. This is done to balance
the weight of global (shape-based) and local (SIFT) features in the final voting.
In the end of the voting process, the category with more votes is selected. The
maximum number of votes a category can have is 12, meaning that all classifiers
agree on the best category for the image.

4 Performance Evaluation

Datasets. To evaluate the performance of the classifiers, two sets of images
are used. For the evaluation with broad categories, a set of 6914 images of 109
objects belonging to 68 different categories3 was used. These images have been
collected in experiments in the framework of the LANGG project[16] and do not
have background noise, occlusion or deformation. However, images were captured
under different illumination conditions (artificial / natural, morning / afternoon
/ evening, etc.) and therefore there is some variability between them.
3 Letter a; battery; bottle top; box; box2; boy; cd; cigbox; circle; circuit board; coffee

cup; coffee mug; coffee spoon; cup; duster; floppy; glove; glue bottle; horse; icetea can;
ink remover bottle; key; key1; lighter; mobile; mouse; nail; number one; passbook;
pen; pencil; penguin; penguin sitting; postit; remote; screw; sd; sf; stapler1; stapler2;
stapler3; staple remover; sugar packet; table fork; table knife; table spoon; tape;
teddy bear; number three; tilted coffee mug; tilted cup; tilted tractor; toy bike; toy
car; toy jeep; toy mobile; toy saw; toy scissor; toy screw; toy sd; toy tractor; toy
train; train top; twenty cent; ubuntu cd cover; usb pen; water bottle; water cup.
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In case of narrow categories, a set of 459 images of 46 different categories4

was used. Many of these images were obtained from the SRVC (Semantic Robot
Vision Challenge) datasets, while others were mannualy collected on the Inter-
net. Objects can have any orientation or localization inside the image and can
have a small quantity of noise, variations in 3D viewpoint and occlusion. For fair
comparison between shape-based and SIFT-based classifiers, care was taken to
not include images with significant clutter, occlusion or background noise, since
this can ruin the performance of shape-based classification.

Experimental Approach. The evaluation of the developed system on a par-
ticular dataset is carried out as a series of training and testing experiments,
for increasing number of categories. For a given number of categories, N, the
same basic experiment is repeated 5 times. In each basic experiment, a set of N
categories is randomly generated (from the categories in the dataset) and then
training and test sets are created as follows:

– Training set: A set of randomly chosen images is used to build the model of
the category. In the performed experiments, 4 training images were used for
each category.

– Test set: Another set of randomly chosen images is used for testing the category
models. In the experiments, the test set contains 3 images from each category.

Broad Categories. Experiments with the broad categories dataset were carried
out for the number of categories varying between 5 and 40, with a step of 5.
This results in a total of 5 × 180 × 3 = 2700 object classifications with each
method. Figure 4 shows the average percentages of correct classifications for each
number of categories and each method. While for a small number of categories
there isn’t a big gap in the performance of the classifiers, this is not true when
more categories are added. The SIFT classifier has a faster and more evident
degradation in the number of correct classifications. Shape-based classifiers, on
the other hand, are more suitable for these types of objects. Both shape-based

4 Aerius Allergy; book ”Artificial Intelligence: a Modern Approach”; book ”Big Book
of Concepts”; book ”Harry Potter and the Deathly Hallows”; book ”Lonely Planet
Walking in Italy”; book ”Paris to the Moon” by Adam Gopnik; Butterfinger logo;
Cadbury Caramilk; CD ”Begin to Hope” by Regina Spektor; CD ”Hey Eugene” by
Pink Martini; CD ”Introducing Joss Stone”; CD ”Look-Alikes Jr.” by Joan Steiner;
CD ”Retrospective” by Django Reinhardt; Cheerios cereal box; ”Coca-cola” can;
Colgate Fresh; Crayola Crayons box; Dasani bottle; Doritos Blazin’ Buffalo Ranch;
DVD ”Gladiator”; DVD ”I, Robot”; DVD ”Madagascar”; DVD ”Shrek”; Fanta or-
ange can; ”Gears of War” box; Gillette Mach3; Head & Shoulders shampoo; Ikea
logo; Kellogg’s Corn Flakes; ”Lucky charms”; Nescafe Tasters Choice; Nintendo Wii
box; ”Pirates of the Caribbean” dvd; Portugal flag; Pringles; Red Bull can; Ritter
Sport Marzipan; Ritz crackers; Snickers wrapper; Star Wars logo; Tide detergent;
Toblerone; Twinings Earl Grey Tea; Twix Candy Bar; Vodafone logo; Whiskas logo
was used.
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Fig. 4. Classifier performance on broad categories versus number of categories

classifiers clearly outperform the SIFT-based classifier. In fact, while the SIFT-
based classifier had an average accuracy of 53.9% in the experiments, the RSR-
based classifier had an average accuracy of 68.0% and GSC was even better, with
an average accuracy of 78.3%. The difference between these strategies becomes
more noticeable with the increase on the number of categories.

Two voting strategies were tested, one combining only the two shape-based
classifiers and the other combining all classifiers. No significant difference on
their performance was noticed. In fact, the first had an average accuracy of
74.8% and the second 73.6%. They both performed worse than the best basic
classifier (GSC), but closer to this one than to any of the others.

We can therefore conclude that, for broad categories, because of high intra-
category variance and few distinctive keypoints, shape-based classification pro-
vides much better results than SIFT-based classification. We can also conclude
that including the SIFT-based classifier in the voting system doesn’t degrade
performance significantly.

Narrow Categories. In narrow categories, a similar set of experiments was
carried out, i.e. from 5 to 40 categories, with a step of 5. Figure 5 shows the av-
erage classification accuracies for each method. According to these experiments,
the best method for this type of categories is the one based on SIFT, with an
average accuracy of 92.1%. In contrast, RSR has an average accuracy of 64.4%
and GSC has an average accuracy of only 45.1%.

SIFT is a very good method for this type of categories. Their richness in
local features makes it possible to achieve good classification results with SIFT,
while at the same time (together with variations in 3D viewpoint, occlusion,
etc.) confuses the classifiers based on shape.

The voting system, combining the three basic classifiers, reached an average
accuracy of 89.0%, i.e. performed only slightly worse than the best basic classifier.

Mixed Categories. In the previous experiments, it could be observed that
the voting system performed only slightly worse than the basic classifiers more
suited for the type of categories (either broad or narrow) present in the dataset.
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Fig. 6. Classifier performance on mixed categories versus number of categories

Therefore, it becomes interesting to find out how the voting system behaves in
a dataset where both types of categories are present. For that purpose, the two
mentioned datasets were united producing a new dataset with 7373 images of
114 different categories. Experiments on this united dataset were carried out
starting with 10 categories and going up to 110 categories with a step of 10.
Experiments were also conducted for the complete set of 114 categories. This
results in a total of 5× 774× 3 = 9288 classifications with each method.

Figure 6 shows the results. Given the presence of both broad and narrow cat-
egories, no major differences in performance were observed between the three
basic classifiers: 60.3% for RSR, 57% for GSC and 50.9% for SIFT. The supe-
rior performance of GSC reflects, at least in part, the fact that there are more
broad categories (for which GSC is the most suited) than narrow categories.
The average accuracy of the voting system was 65.3%. The fact that the voting
system improves on the individual classifiers is inline with previous observations
[3][5][18][16][6].

With respect to scalability, the obtained results seem promising. In fact, while
the average accuracy of the best classifier (voting) degradates visibly (from 90%
to 67.5%) between 10 and 40 categories, it nearly stabilizes between 40 and 114
categories. We therefore have reasons to expect that the approach will easily
scale up to larger numbers of categories.
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5 Conclusions

The work described in this paper was motivated by the need to develop represen-
tations and categorization mechanisms that can be applied to domains involving
different types of categories. The approach is based on combinining global shape
descriptors with local features. A new shape representation was proposed, the
global shape context (GSC). Two additional representations were used. One is
Roy’s shape representation (RSR). The other is based on sets of SIFT local
features. Basic classifiers following the nearest-neighbor rule were implemented
for each representation. In tests with up to 40 broad categories, GSC performed
clearly above the other two classifiers, and SIFT delivered the worse results. By
contrast, in similar tests with narrow categories, SIFT delivered the best re-
sults, far above the other two classifiers. RSR had intermediate performance on
both domains. In a mixed domain combining 68 broad categories and 46 narrow
categories (114 categories in total), the three classifiers had a more balanced
performance. In this case, GSC was the best, which also reflect the fact that
broad categories were in majority.

A meta-level classifier, based on a voting strategy, was also implemented.
In tests on domains with only one of the types of categories (either broad or
narrow), the meta-level classifier performed only slightly worse than the best
basic classifier for those domains. In tests with the mixed domain, the meta-
level classifier produced the best results.

Another concern of this work was to assess the scalability of the developed/
implemented representations and classification mechanisms. In this respect, the
obtained results seem promising. In the largest tests (with 114 categories), the
average accuracy of the best classifier (voting) degraded visibly between 10 and
40 categories, but stabilized between 40 and 114 categories, so it’s possible that
the approach will easily scale up to larger numbers of categories.
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Abstract. This paper proposes a classification approach to identify the team’s 
formation (formation means the strategical layout of the players in the field) in 
the robotic soccer domain for the two dimensional (2D) simulation league. It is 
a tool for decision support that allows the coach to understand the strategy of 
the opponent. To reach that goal we employ Data Mining classification tech-
niques. To understand the simulated robotic soccer domain we briefly describe 
the simulation system, some related work and the use of Data Mining tech-
niques for the detection of formations. In order to perform a robotic soccer 
match with different formations we develop a way to configure the formations 
in a training base team (FC Portugal) and a data preparation process. The paper 
describes the base team and the test teams used and the respective configuration 
process. After the matches between test teams the data is subjected to a reduc-
tion process taking into account the players’ position in the field given the col-
lective. In the modeling stage appropriate learning algorithms were selected. In 
the solution analysis, the error rate (% incorrectly classify instances) with the 
statistic test t-Student for paired samples were selected, as the evaluation meas-
ure. Experimental results show that it is possible to automatically identify the 
formations used by the base team (FC Portugal) in distinct matches against dif-
ferent opponents, using Data Mining techniques. The experimental results also 
show that the SMO (Sequential Minimal Optimization) learning algorithm has 
the best performance. 

Keywords: Data Mining, Classification, Weka, Sequential Minimal Optimization, 
Formation Detection, Simulated Robotic Soccer. 

1   Introduction 

The RoboCup initiative is an international project aiming to promote (Distributed) 
Artificial Intelligence and Intelligent Robotics [1] research. For many years, chess 
was the main area for the application of artificial intelligence methodologies but, after 



240 R. Almeida, L.P. Reis, and A.M. Jorge 

the victory of Deep Blue computer over the human Gary Kasparov (world champion 
at the time), an era was closed. It was necessary to find more challenging domains and 
more complex problems for the scientific community. 

One of those domains was the robotic soccer – RoboCup. The robotic soccer re-
quires the application and integration of a wide range of technologies to enable the 
setting and programming of a team with real or virtual robots able to participate in a 
soccer match with a certain set of pre-specified rules. Soccer is a highly complex 
domain, opening new research horizons in the areas of Distributed Artificial Intelli-
gence, Intelligent Robotic, Decision Support Systems, Knowledge Extraction, Fore-
casting Methods, among others. 

The RoboCup initiative aims at stimulating research and cooperation between the 
scientific community and the business world, by organizing an annual international 
competition. Therefore it is possible to get the attention of the media and of the gen-
eral public. It also serves to evaluate the scientific contribution in this domain. 

Soccer was one of the initial inspirations for the RoboCup, resulting on RoboCup 
Soccer. It is as a very popular sport and presents relevant scientific challenges, both at 
the collective level (strategies, tactics, formations, among others) and individual level 
(shoots, positioning, among others). 

Simulated robotic soccer is one of the RoboCup Soccer competitions and it is 
played in two and three dimensions leagues. In the simulation 2D league, teams of 
simulated robots are organized with eleven players competing with rules and strate-
gies very similar to a real soccer match. 

This paper presents a Data Mining methodology to predict the formations used by 
a simulated robotic soccer team (2D simulation league). 

The selected base team (FC Portugal) obtained excellent results in the RoboCup 
competition. This team won five European championships and three World Cup 
championships of Simulated Robotic Soccer [2], [3] in distinct leagues. These 
achievements motivated the use of FC Portugal for the forecast of team formation in 
simulated robotic soccer, in order to develop a methodology for classification in this 
research. Additionally the team was selected mainly due to its very flexible strategy 
that enables to completely change the collective behavior and formation just changing 
parameters on a configuration file.  

For the identification of formations, a special agent (the coach) of a robotic soccer 
team is able to make a strategic analysis of the field situation. But the time spent by 
the coach in this analysis is costly. So the automation of the formations forecast al-
lows the reduction of that time and gives the chance to the coach to analyze more 
matches. Thereby, this study contributes to the RoboCup initiative by providing a 
flexible tool for formation forecast, not limited only to the simulation 2D league. 

This paper has the following structure: section 2 presents simulated robotic soccer 
composition, some works related and the importance of Data Mining in the detection 
of the teams formations; section 3 presents the selection of the teams that participated 
in the construction of the log files, the formations selected and the data set creation 
process; section 4 shows the experiments and the results obtained and finally section 5 
shows the conclusion and a future work. 
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2   Simulated Robotic Soccer Features 

SoccerServer is a soccer simulation system based on a set of modules – usually three 
separate modules: simulation, visualization and video. The simulator module uses 
client-server architecture, provides a virtual soccer field and simulates the movement 
of all objects, controlling the match according to a set of pre-specified rules. The 
simulator receives the commands of the agents, executes them simulating the move-
ment of all objects and sends sensor information to the agents [2]. 

 

Fig. 1. The Visualizator Soccer Monitor 

The screens with 3D capabilities or traditional monitors work with the help of the 
simulator. There is a possibility of connection of several monitors to the server that 
runs the match, regardless of the platform on which the visualization is done. The 
Soccer Monitor is an application to watch the matches that the simulator Soccer 
Server makes (see Figure 1). 

Video - LogPlayer - is an application that enables log files visualization and has all 
the movements of the players (agents) in the simulated soccer field. In this application 
it is possible to view the simulated match in slow, fast and cycle to cycle motion, 
among others. 

3   Related Work 

The task of recognizing team formation in robotic soccer has been a subject of study, 
given its importance in this domain. Visser et al. [4] emphasize the importance of the 
online coach within the simulation league because this agent has information about 
the objects in the field and is able to send messages to their players during any break 
in the match. For recognizing formations Visser et al. [4] propose a model based in an 
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artificial neural network. In this model a set of default formations supply information 
about the opponent team to the online coach. 

Another study by Ramos and Ayanegui [5] points the difficulty in managing the 
dynamics of a soccer match. The solution proposed by these authors is a model that 
allows the building of topological structures based on triangular planar graphs, able to 
manage the constant changes in the match. This approach enables multiple relations 
between the agents.  

4   Detection of Formations in the Simulated Robotic Soccer 

The techniques of Data Mining for classification problems can be used to solve the 
problem of formations detection within the simulated robotic soccer environment. 

All the matches in simulated robotic soccer are saved in log files. Thus, it is possi-
ble to create a repository of data containing the historical records of certain teams. A 
team can be studied in detail, because all its activities carried out in official RoboCup 
matches are saved in log files. Using specialized software, such as Soccer Scope2 or 
Soccer Monitor, the log files can be used to provide a visual perception of the behav-
ior of virtual players in the field. When necessary it can lead to analyze the behavior 
of the team, forecasting the actions or players positions, using information from past 
matches.  

Therefore it will be possible for a team in a simulated robotic soccer tournament 
competition to previously study its opponents through Data Mining techniques. The 
extracted information in this study may be used for future matches allowing to con-
figure the match processes and better face the opponent. 

5   Selection of Test Teams and Test Formations 

Teams naturally don’t change their formation so often, which makes it difficult for 
building and evaluating an approach for automatic team formation. For that reason we 
have chosen teams with different levels of performance to play against the FC Portu-
gal team. Based on the flexible configuration abilities of the FC Portugal team we 
developed a configuration file. It enabled us to get ten different formations during a 
robotic soccer match, in order to create a data set with diversified formations and then 
proceed to the modeling and evaluation of the learning algorithms.  

To perform the analysis, we have used several versions of teams that participated 
in RoboCup 2007 Atlanta, who could face the team on this study: FC Portugal. Thus, 
the selected teams were: Brazil (Brasil2D), AT Humboldt (ATH07) and Helios (He-
lios2007), as test teams. 

Brazil team is based on the Bahia Robotics Team which started its work for this 
category in 2006. This team had relatively weak results in the tournament when com-
paring with other teams.  

AT Humboldt team is from Humboldt University of Berlin, created in 1997, world 
champion in 1997 and vice-champion in 1998. They reached sixth place in the Ro-
boCup 2007 Atlanta, and obtained average competitive results. 
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The Helios team came from the National Institute of Advanced Industrial Science 
and Technology in Japan, and reached the third place in the RoboCup Atlanta 2007. 
Today, it is one of the strongest teams. 

The different performances of these teams in Atlanta were the basis for team selec-
tion. Following this basis we selected a superior, a similar and an inferior team com-
paratively to FC Portugal. So, it was expected balanced matches with AT Humboldt 
and unbalanced with opposite signs in the matches against Helios and Brazil.  

After the test team selection a version of FC Portugal team was trained to be able 
to play in one match with ten (10) different formations. This procedure enabled to 
acquire a data repository for the formations’ study. 

From the Pro Evolution Soccer PlayStation game [6], we have chosen the follow-
ing typical soccer formations for analysis: 325, 442, 343, 352, 541, 532, 361, 451, 334 
and 433. These formations are graphically represented in Figure 2 and Figure 3 by the 
yellow team (the light team, playing from the left to the right side). 

Table 1 shows the correspondence between formations and classes.   

Table 1. Correspondence between formations and classes 

Class 1 2 3 4 5 6 7 8 9 10 

Formation 433 442 343 352 541 532 361 451 334 325 

 

 

Fig. 2. Formations: 325, 442, 343 and 352 
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Fig. 3. Formations: 541, 532, 361, 451, 334 and 433 

Since a simulated soccer match has the duration of six thousand (6000) cycles, we 
have divided the match duration so that each part corresponds to a specific formation, 
as shown in Table 2. 

Table 2. Formations for each part of the match 

Cycles Class 
[0, 599] 10 
[600, 1199] 2 
[1200, 1799] 3 
[1800, 2399] 4 
[2400, 2999] 5 
[3000, 3599] 6 
[3600, 4199] 7 
[4200, 4799] 8 
[4800, 5399] 9 
[5400, 6000] 1 
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After selecting the formations, the FC Portugal team played two games with each 
test team. The results of these matches appear on Table 3.   

Table 3. Results of the matches to analyze 

Teams Result 
FC Portugal x ATH07 0 x 0 
ATH07 x FC Portugal 0 x 1 
FC Portugal x Helios 0 x 4 
Helios x FC Portugal 4 x 0 
FC Portugal x Brazil 7 x 0 
Brazil x FC Portugal 0 x 8 

6   Data Set Construction 

To construct the data set we have converted the log files into text files, through the 
getWState software built in C++ language. Each text file generated by getWState 
software contained all the attributes [players positions (x, y), ball position (x, y), 
speed of each player, stamina of each player, among others], which may be exported 
from the Soccer Server. The attributes considered relevant for the problem under 
study were the position of the players (x, y) of the FC Portugal team. This decision 
was based on domain knowledge.  

To take into account the dynamics of the players and how they coordinate and  
interact we have added two new variables (x, y) from the available data, which repre-
sent the center of mass of the team's formation. This is a summary of players’ posi-
tions. The two new variables were calculated from the positions (x, y) of the players 
from FC Portugal team without the goalkeeper (see Eq. 1 and Eq. 2). The center of 
mass for coordinate x and y; 
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iyy                          (Eq. 1, 2) 

After calculating the center of mass of FC Portugal team, the next step was the data 
standardization of the players’ positions to the center of mass (see Eq. 3 and Eq. 4). 
Standardized positions 'x  and 'y  of the players; 

                             xxx ii −=' ,  yyy ii −='                                        (Eq. 3, 4) 

The attributes for analysis have become the standard positions of the virtual players 
and the center of mass. Next we have included the Class variable with the respective 
result for all cases in the six matches, according to Table 2. 

To create a data repository all data has been merged into a single file for further 
processing according with the experiments. 

7   Experiments and Results 

To perform the detection of the formations the software Waikato Environment for 
Knowledge Analysis (WEKA) [7] was chosen because it includes a diversity of learning 
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algorithms able to assist in the forecast of the teams formations in the domain of robotic 
soccer, and has an easy graphical interface to use. 

The pool of learning algorithms was chosen on the basis of popularity and known 
experimental results: J48, Naive Bayes, K-Nearest Neighbor (IBK), PART, Multi-
layer Perceptron and Sequential Minimal Optimization (SMO) [8] [9]. 

The main indicators for evaluating learning algorithms were the error rate (% in-
correctly classify instances) and the test t-Student [10]. 

7.1   Experiments Performed 

We made some experiments of which we highlight two of them. One had some parts 
of matches for training and other parts for testing. The other experiment had subsets 
of one match for training and another match of the same team for testing as well as 
subsets of one match for training and two matches from different teams for testing. 
These experiments were performed to choose the most appropriate learning algorithm 
for the forecast of team formation. 

The first experiment was made in a proportional way, one match for training and 
five matches for testing (1-5); two matches for training and four matches for testing 
(2-4); three matches for training and three matches for testing (3-3) and so on, as 
shown in Figure 4.  

 

Fig. 4. Subsets of x matches for training with y matches for testing 

The second experiment was made with subsets of one match for training/testing with 
the same team, as well as subsets of one match for training and two matches for testing 
with different teams. It meant the unfolding of the entire data set in matches for training 
and in matches for testing. For instance, FC Portugal team played against AT Humboldt 
one match for training and one match for testing; next, one match for training with AT 
Humboldt and two matches for testing with team Helios team; and finally, one match 
for training with AT Humboldt and two matches for testing with team Brazil. The same 
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rational was applied, for this second experiment, with Helios and Brazil teams. Each of 
these cases experiments were performed with the mentioned learning algorithms. The 
total number of unfolding was nine, as shown in Figure 5. 

 

Fig. 5. Subsets of one match training/test of the same team and one match training/tests of 
different teams 

7.2   Subsets of x Matches for Training with y Matches for Testing 

This experiment aims to examine the error rate evolution as the subset for training 
grows as well as identify the best performing learning algorithms. Figure 6 shows the  
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Fig. 6. Graphic of error rates of x matches for training and y matches for testing 
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error rate in the proportion for different numbers of games for training and testing (1-
5, 2-4, 3-3, 4-2 and 5-1). SMO had three times the lowest error rate and IBK-5 had the 
lowest error rates two times in the experiments of x matches for training and y 
matches to test. 

The t-Student test assumes that data should follow a normal distribution. Using the 
Shapiro-Wilk [10] test in the Statistical Package for the Social Sciences (SPSS) we 
have observed, for a significance level of 5%, that SMO-IBK5 has normal distribution. 
This enables the use of t-Student. For this test, we have used significance level of 5%. 

For SMO-IBK5 the result showed that the differences are not statistically significant. 

7.3   Subsets of One Match Training/Test of the Same Team and One Match 
Training/Tests of Different Teams 

This experiment simulates a more realistic scenario, which is the separation of the 
matches given the teams: AT Humboldt, Helios and Brazil. 

Figure 7 is structured according to the learning algorithms and the proposed sce-
nario for this experiment. In this Figure the training/test combinations are represented 
as follows: ATH07/ATH07 (1); ATH07/Helios (2); ATH07/Brasil (3); Helios/Helios 
(4); Helios/ATH07 (5); Helios/Brazil (6); Brazil/Brazil (7); Brasil/ATH07 (8) and 
Brazil/Helios (9). The learning algorithms Multilayer Perceptron, J48 and PART are 
excluded from the Figure 7 because they present very high error rates relatively to the 
other learning algorithms.  

The experiments ATH07/Brasil (3), Helios/Brazil (6) and Brazil/Helios (9) per-
formed with the Brazil team are those with the highest error rates, possibly because 
the Brazil team is a weak team when compared with the others, as the Figure 7 shows. 
The SMO learning algorithm, in this experiment, had six times the lowest error rate 
and the IBK-5 learning algorithm had three times the lowest error rate. 
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Fig. 7. Error rate of one match for training, with n matches of different teams with the most 
representative learning algorithms 
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As IBK-5 showed low error rates (Figure 7), the Shapiro-Wilk test was also made 
for the data distribution of SMO-IBK5. This test indicated, for a significance level of 
5%, that the data distribution didn’t differ from a normal distribution. The t-Student 
test showed that the differences were not statistically significant between the averages 
of these learning algorithms. 

Given the results of these experiments we conclude that the SMO learning algo-
rithm is more suitable for modeling the detection of the teams’ formation. 

8   Conclusions and Future Work  

This work aimed to build a Data Mining methodology for the forecast of team forma-
tion in simulated robotic soccer (2D simulation league).   

The experiments show that the learning algorithm that generates the most appro-
priate model for predicting the formation of a team in simulated robotic soccer 
matches is the SMO. A tool developed with the Data Mining methodology enables the 
coach of robotic soccer team to be assisted with a decision support system when for 
instance a given team changes its formation. 

To continue these experiments we plan to build a forecast model during the soccer 
matches (on-line forecast of formations) in the robotic soccer domain. In the data 
preparation stage we plan to conduct more detailed studies with the aim to decrease 
the percentage of cases incorrectly classified, for example a situation in which a 
player may be out of formation with the possession of the ball. Another example 
which may contribute to the reduction of cases incorrectly classified would be the 
analysis of time spent by a team in the transition from one formation to another.    
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2 LIACC - Laboratório de Inteligência Artificial e Ciência de Computadores da
Universidade do Porto

Rua Dr. Roberto Frias, s/n 4200-465 Porto Portugal
{ei05028,ei05053,ei05058,lpreis}@fe.up.pt

Abstract. This paper describes the strategy and implementation details
of a cooperative agent team for the CiberMouse@RTSS08, a robotics sim-
ulation competition. The paper introduces several concepts concerning
cooperative robotics, giving an overview of its applications and chal-
lenges. It also presents the CiberMouse@RTSS08 competition rules and
the associated simulation system. The proposed approach is based on a
deliberative architecture, thus providing an autonomous intelligent be-
haviour. A probabilistic mapping procedure, based on the Bayes’ theo-
rem, is used to maintain an internal world state. Quadtrees and A* are
used for path planning and plan execution. A specific methodology was
developed for beacon finding. The agents cooperate on exchanging world
and beacon information. In order to overcome the simulator’s broadcast-
ing distance limitation, a communication network between the agents
was created. The paper analyses the impact of cooperation on this par-
ticular problem, by comparing the team’s performance in four different
situations: communication with network and beacon exchanging, com-
munication without network, communication without beacon exchanging
and no communication at all.

1 Introduction

The interest for cooperative robotics has increased dramatically since the 1990s
decade and has been the focus of attention of many research groups in recent
years. The idea of using a team of robots instead of a single one to execute a
task, came from the necessity of accomplishing a task that is too difficult or too
complex for a single robot. In other situations, to use a group of simple robots
can be more efficient, easier, less expensive, more flexible and more fault-tolerant
than having a single powerful, highly specialized robot for each task [21].

This interest lead to the creation of plenty of robotics competitions, where
participants have to develop a cooperative team of robotic agents. Among them
are the RoboCup Leagues [17] and the CiberMouse@RTSS08 [1,7]. In the latter
competition, in addition to its individual abilities for mapping the environment
and to plan a path [3], each agent has to cooperate with the rest of its team-
mates. For this cooperation, agents are allowed to communicate with each other
under certain restrictions. This poses some communication challenges [15]:

L. Seabra Lopes et al. (Eds.): EPIA 2009, LNAI 5816, pp. 251–262, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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– What to Communicate?

• Individual world state to improve world state accuracy
• Useful events for coordination

– When to Communicate?

• Communication utility is very high or is greater then communication
utility (modeled) of teammates
• Creation of a communicated world state

In order to present an approach for a CiberMouse@RTSS08 team, this paper is
organized as follows. Section 2 introduces the competition, giving an overview of
the rules and presenting its simulator. Section 3 is about the agents’ individual
abilities: mapping procedure, path planning, plan execution and beacon finding.
Section 4 describes the general strategy applied to the collaborative team of
mice.

2 The CiberMouse@RTSS08 Competition

2.1 Rules Overview

The CiberMouse@RTSS08 is a competition for virtual robots that takes place
in a simulated environment. The simulation system creates a virtual arena, pop-
ulated by obstacles, a starting grid, a target area signaled by a beacon and
the bodies of the robots. The bodies are composed by a circular base and are
equipped with sensors, actuators and command buttons.

Participants must provide the software which controls the movements of a
team composed by five virtual robots. Each robot is controlled by an independent
program and is allowed to communicate with the rest of the team within given
restrictions. Each team has to find the target area and then position the robots
near it. Score is based on the fulfilment of this goal and on suffered penalties
associated with time spent and number of collisions.

2.2 The Simulator

The competition environment is based on distributed computing, using a server-
client architecture. The entities involved in the simulation are: the simulator,
that works as the server, the viewer and the robotic agents that are the clients.
The communication between server and clients is made with sockets, therefore,
robotic agents can be programmed in any language that supports the use of
sockets. The simulator and viewer are available at CiberMouse@RTSS08 official
page [7], as well as some mazes that were used to test the agent team.
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3 The Individual Agent

The team agents are controlled by the same software. So, they share the same
individual behaviour and architecture, which consists of three main modules:

– Mapping Procedure - used to build and maintain an internal state of the
world [5,11,19];

– Path Planning and Plan Execution - calculates paths between points
of the map and drives the agent across them;

– Beacon Finding - determines the beacon position, allowing the above mod-
ule to drive the agent to it.

3.1 Mapping Procedure

The first problem with mapping comes from the need of the agent to know
where it is [10,18]. Contrary to the original CiberRato specifications [8], on the
CiberMouse@RTSS08 the agents have full access to the GPS sensor, under some
limitations. The most aggravating is the fact that it is highly noisy, thus not
liable for regular position updates. However, it is useful to identify the original
mouse position, hence providing a reference all agents can share. To be the
most precise, each agent, prior to the start of the simulation, spends its initial
cycles standing on the start position, collecting values from the GPS. After 10
cycles (and 10 sensor readings), an average is computed on each parameter (x
coordinate, y coordinate, and orientation). This average provides a reasonable
approximation to the mouse original position, and is a reliable reference for the
team of agents. One should note that the number 10 was obtained due to simple
observation, and provided a good time-performance relationship, with deviations
below 0.5 on this particular simulation parameters.

In order to execute a proper path planning, the CiberMouse agent must be
able to obtain a map description from the readings it gets from the obstacle
sensors. To register the map information, a bidimensional matrix is used, in
which each position corresponds to 0.1 of the real map. This increase in granu-
larity provides a mapping less suitable to errors. Each cell holds a probability of
existence of obstacles, a value ranging from 0 to 1.

It was observable that the value of the reading varied inversely to the distance
of the sensor to an obstacle. It is also known that the sensors are noisy. Knowing

Fig. 1. Illustration of the area covered by each obstacle sensor
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this, given a reading R, and a deviation D, an obstacle is between 1/(D + R)
and 1/(D - R). The positions between the sensor and 1/(D + R) (light green
in figure 1) can then be updated to have minimum probability of an obstacle.
Another information that can be obtained from the simulation parameters is the
minimum wall width (which will be referenced as W). The positions between
1/(D - R) and 1/(D + R) + W (red in figure 1) are likely to have an obstacle,
thus its probability is increased. The positions between 1/(D + R) and 1/(D -
R) (dark green in figure 1) have an average probability.

Taking the previous information into account, the probability matrix can be
updated, on each cycle, with the information gathered from the sensors. Initially,
each cell has a probability 0.5 of having an obstacle. On each cycle, for each
sensor that has been requested, a circular sector with the same aperture of the
sensor is drawn and the points inside it are processed. The radius of the circular
sector is 1/(D + R) + W, which is the maximum distance at which the state of
the world can be predicted with an acceptable precision. To avoid further errors,
if this value is too big, a reference value of 20 cells is taken for the radius. The
Bayes’ theorem [4] is used to properly update the probability at each cell:

P (H |sn) =
P (sn|H)P (H |sn−1)

P (sn|H)P (H |sn−1) + P (sn|¬H)P (¬H |sn−1)

On the formula, P (H |sn) is the probability, at each cell, to have an obstacle
given a certain reading at time n, and P (sn|H) is the probability, at each cell, to
obtain a certain reading knowing that the cell is occupied. This last probabilities
are easily deduced, as it was did on the previous paragraphs.

Another challenge is to find an effective way to process the cells the sen-
sor covers. In order to achieve this, a circular sector is virtually drawn on the
probability matrix, marking the boundary cells as visited. Then, starting at the
center of the sector, all the cells marked as unvisited can be recursively visited
and processed with in an algorithm known as flood-fill. To build the boundary,
a rasterization algorithm known as midpoint or Bresenham algorithm is used,
both for the partial circle [14,20] and the lines [6]. The algorithm is based on the
sweep through a given axis, adding a proper increment/decrement to the other

Fig. 2. Illustration of the result of Bre-
senham’s line algorithm

Fig. 3. Rasterization of a circle by the
Bresenham algorithm
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Fig. 4. Mapping of a maze obtained from sensor readings

coordinate. An example of a line and circle drawn by this algorithm can be seen
in figures 2 and 3.

At this point, there’s enough data to build and update a matrix of the map,
as can be seen in figure 4.

3.2 Path Planning and Plan Execution

After obtaining a reasonable description of the environment, the agent must be
able to plan a trip to the beacon. Since the environment is highly probabilistic
and very susceptible of errors, there is the need to do some high level pre-
processing before considering the cells into which the agent could move.

There are a lot of approaches to build a graph from the world definition. The
one used is based on quadtrees [12,16]. The general approach is to recursively
subdivide the map area into four areas until a given sector shares similar prop-
erties. In this case, the properties of interest are all the cells having a probability
of existence of obstacle higher than 0.5, all the cells having a probability of exis-
tence of obstacle lower than 0.5 or all the cells having a probability of existence
of obstacle equal to 0.5 (not visited yet). An efficient way to do this is by main-
taining a matrix of size equal to the map matrix. In this matrix, the sum of all
cells is kept with x < xi and y < yi. This can be done in Θ(width∗height) time,
since:

sum[x][y] = sum[x− 1][y] + sum[x][y− 1]− sum[x− 1][y− 1] + probability[x][y]

Having this matrix calculated, the sum from (xi, yi) to (xf , yf ) is given by:

sum((0, 0), (xf , yf )) = sum[xf ][yf ]
sum((xi, yi), (xf , yf )) = sum((0, 0), (xf , yf ))

− sum((0, 0), (xi, yf ))
− sum((0, 0), (xf , yi))
+ sum((0, 0), (xi, yi))

With this function, obtaining a quadtree is quite easy. The idea is to, starting at
((0, 0), (width, height)), recursively subdivide the rectangle in four subrectangles
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Fig. 5. Agent plan execution. Lines mark the path, the full circle corresponds to the
next checkpoint.

until the sum of the sector is 0 or widthi ∗ heighti or the sector is still an
unexplored area. On the first and last cases, the center of the polygon is used as
a vertex for the high-level graph.

After obtaining a quadtree within a given map, the center of each unoccupied
node is considered a node for the graph. Having this, an edge is added for each
pair of points if they’re visible one another (there’s a clear path without obstacles
between them).

With the graph built, a short path within those nodes can be computed using
the A* search algorithm [9,13,16]. Having a collection of points which constitute
the path, they are sequentially processed as beacons, using a strategy similar to
the one used on the previous reactive agent [2], over which some additional rules
were applied.

Using a path following strategy with an unknown map has some issues, be-
cause the map is constantly changing. To overcome the change that can lead to
some erratic behaviour of the agent, a few additional rules to the plan execution
were applied. First of all, it was observable that a path which leads to unknown
areas is subject to almost constant change, which can lead to a lot of time being
spent by the agent on twists and turns. It was seen that whenever a checkpoint
was located behind a wall, the agent, while following it, occasionally made moves
on the wall direction, wasting some time to be repositioned. The wall-following
behaviour allows the agent to efficiently overcome obstacles whenever a check-
point is situated behind them. An example run of the agent, following a path to
a randomly chosen spot on the map, can be seen on figure 5.

3.3 Beacon Finding

The beacon finding strategy assumes a higher importance on this particular en-
vironment, since the beacon signal is, besides blocked from high walls, limited
in its radius. The value of the radius isn’t provided on the rules, but a value of
5 metric units was assumed through simple observation. Originally, if the mouse
doesn’t have a single clue where the beacon might be, it moves to a random
unvisited position. Whenever the beacon signal is detected, a probabilistic map-
ping of its position starts being built. Each cell holds the number of times the
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beacon has been sighted. Whenever a signal from the beacon is received, the cells
covered by a ray launched from the center of the mouse to the signal direction, of
distance 10 (the maximum beacon coverage), are processed and their sights are
incremented by 1. Having a total number of sights on the map, the probability
of the beacon to be on a given cell is simply its number of sights over the total
number of sights:

p[x][y] =
sights[x][y]∑width

i=0
∑height

j=0 sights[i][j]

Each agent then concludes that the beacon must be on the cell with higher
probability. An example of a beacon area built with this strategy, and marked
as yellow can be seen on figure 6.

Fig. 6. Probabilistic beacon area

4 Communication and Agent Interaction

Taking into account each agent’s individual behaviour, there is also room for
cooperation to maximize each one’s utility. The first approach followed was based
on each agent broadcasting the obstacle sensor readings it had on each cycle. This
information, along with the sensor positions, allows for each agent to reconstruct
the map with additional information. This alone increases each agent’s world
knowledge by a maximum factor equal to the number of agents on the simulation,
providing that all are in range of each other and in different positions. The fact
that the values exchanged are based on the sensor values allows each agent to
use them differently, hence not forcing any world knowledge. A sample of this
approach, using three mice, can be seen on figure 7.

Although this reduces the time each agent spends on finding the beacon,
because the map is discovered cooperatively, it is also generally a good idea
to broadcast the exact beacon position whenever one is found. This is done
whenever an agent has sufficient information about it (i.e. has seen the beacon
at least once) and the information passed are the cell coordinates with highest
probability of beacon. Whenever an agent receives such a message, it increases
the number of sights of the cell accordingly. This approach doesn’t force an agent
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Fig. 7. Mapping of an agent’s world knowledge, using other agent’s information

to fully accept another agent’s information, as the number of previous beacon
sights on another cell can still be superior.

The idea behind the sensor sharing was further improved, since it doesn’t
work well for agents who are far apart from each other. In order to partially
overcome those situations, a network of agents was created, in which each agent,
besides broadcasting their own sensor readings, broadcasts readings it hasn’t seen
before. This allows an agent to serve as a router for another one, complementing
his world information. This implies that each agent keeps a record of the sensor
readings it hasn’t processed yet. This is easily done by sending, along with
each sensor information, the time and id of the sender, thus identifying each
particular message. Since each agent requests, at most, one obstacle sensor per
cycle, the limit of 100 bytes is enough for each agent to broadcast, at least, 5
sensor readings.

5 Conclusions and Results

In order to test the benefits of communication on this particular problem, a
team of 5 agents challenged 3 different mazes from the 2008 CiberMouse@RTSS
competition. The tests were run with communication, without communication,
with communication without networking and with communication and network-
ing but without beacon position exchange. The results, in terms of number of
mice to reach the beacon and percentage of map known can be seen on the
following figures. All the tests were run under the rules of CiberMouse@RTSS
2008, except the elimination of GPS noise and every run had a simulation time
of 5000 and key time of 2400.

Figures 8 to 10 show statistics on the number of agents to reach the target on
the mazes from the 2008 competition. The first map is a rather simple one, yet
surprisingly the absence of network provides better results than any other com-
bination, allowing 5 agents to reach the target on 7 out of 10 attempts. This can
be due to the increased simplicity of the map, which can lead to propagation of
errors when network is in use. One other thing to note is that the absence of bea-
con information exchange provides a maximum of 4 agents reaching the target,
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Fig. 8. Test results for the CiberMouse@RTSS08 Manga1 Lab, in terms of number of
agents to reach the beacon

Fig. 9. Test results for the CiberMouse@RTSS08 Manga2 Lab, in terms of number of
agents to reach the beacon

Fig. 10. Test results for the CiberMouse@RTSS08 Final Lab, in terms of number of
agents to reach the beacon
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Fig. 11. Test results for the CiberMouse@RTSS08 Manga1 Lab, in terms of percentage
of map known

Fig. 12. Test results for the CiberMouse@RTSS08 Manga2 Lab, in terms of percentage
of map known

Fig. 13. Test results for the CiberMouse@RTSS08 Final Lab, in terms of percentage
of map known
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thus not maximizing the overall utility. On the second map, no combination is
able to get 4 agents in the target, due to the map complexity. The results for this
map are even more surprising, as no communication at all seems to provide bet-
ter results. This might be due to errors propagating on the probabilistic mapping
procedure. However, communicaton with network and beacon exchange provides
the most consistent results, less subject to noise introduced by the simulator.
The third and last map results build on the theory described for the second map,
as no communication at all provides the best overall performance. This map has
the particularity of the beacon being visible but not reachable right from the
start of the run. By denying communication, the wall-following behaviour even-
tually leads the agents to the beacon, thus allowing for better results without
communication, as this is less suitable to errors propagating from the mapping
procedure.

Figures 11 to 13 show statistics on the percentage of the map known by the
end of the run on the mazes from the 2008 competition. The results on this are
rather similar for all 3 maps, as communication with network always leads to a
better overall knowledge of the map. The second and third maps also show an
increase of the map knowledge when beacon exchange is disabled. This can be
easily explained due to the fact that whenever an agent has a known position
for the beacon, it exits from the exploratory behaviour and proceeds through
the shortest path to the target. Whenever this happens early in the run, the
agents tend to lead similar paths, thus exploring the same areas of the map
and reducing the overall map knowledge. One thing one should note is that the
average percentage of map known increases when communication is in use, and
allows a broader knowledge for the team when networking is used. Answering
the questions from section 1, one can say that communicating the individual
world knowledge is too costly for this particular problem, so single sensor events
are much more useful. As seen from the results, one should always communicate
as long as the overall utility of the group of agents increases. The sharing of the
beacon position always provides better results and the broadcast of the sensor
readings enables an increase on the overall map knowledge. The latter doesn’t
always provide better practical results due to the noise involved on the mapping
procedure. This innovative approach in communication enables a group of agents
to be very aware of its surroundings without the share of too much information,
thus avoiding the need for encryption. In fact, by sharing and broadcasting
the sensor readings, each agent performs reasonably better than on its own. The
strategy implemented on communication along with the mapping, path planning
and beacon finding procedures follows a complete approach on building a team
of autonomous agents.
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Abstract. For robots to interact with humans at the language level, it becomes 
fundamental that robots and humans share a common language. In this paper, a 
social language grounding paradigm is adopted to teach a robotic arm basic vo-
cabulary about objects in its environment. A human user, acting as an instruc-
tor, teaches the names of the objects present in their shared field of view. The 
robotic agent grounds these words by associating them to visual category de-
scriptions. A component-based object representation is presented. An instance 
based approach is used for category representation. An instance is described by 
its components and geometric relations between them. Each component is a 
color blob or an aggregation of neighboring color blobs. The categorization 
strategy is based on graph matching. The learning/grounding capacity of the ro-
bot is assessed over a series of semi-automated experiments and the results are 
reported.  

1   Introduction 

Robotics is often described as “the intelligent connection of perception to action” [1]. 
Although we are far off from an all-satisfying definition of intelligence, there is a 
consensus amongst researchers over a set of properties any intelligent system should 
exhibit [11]: ability to learn, ability to reason, responsiveness to external stimuli, and 
ability to communicate. Sentience can be described as a mix of these components.  

Motivated by the need to create user friendly robots, there is an increasing interest 
in the field of robotics to build sentient robots. The state of the art robots (e.g. Rhino 
[2], Keepon [8], Leo [18]) have shown a certain degree of sentience. This paper intro-
duces one such robot, which was built primarily to study the process of grounding a 
language. 

For extended adaptability, flexibility and user-friendliness, a robot will need to un-
derstand, use and share the language with its human users, requiring human users to 
act as teachers or mediators ([12], [16]). Here language is being considered as a cul-
tural product [10], which is created/acquired through social transmission. Both hori-
zontal ([15], [17]) and vertical modes ([7], [16]) of language transmission have been 
studied in populations of robots. 
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In the present paper, language acquisition follows vertical transmission, where a 
human instructor gradually teaches the robot the names of the objects in their shared 
field of view. The presented robot grounds the names of these objects by associating 
them with their respective concept descriptions. The instructor can also provide cor-
rective feedback in case of misclassification. 

Language processing involves manipulation of symbols. By symbol it is meant a 
pattern that represents some entity in the world by association, resemblance or con-
vention [12]. These symbols have no meaning, unless they are grounded in reality [5]. 
The robot presented in this paper grounds the names of the categories by associating 
them with sensor-based concept descriptions. 

Language acquisition is an open-ended process. Categories as well as their corre-
sponding names will have to be acquired incrementally. An open-ended category 
learning and language acquisition system must be supported by long-term learning 
capabilities. Long-term learning is usually included at the core of cognitive theories 
[6]. Work reported in this paper was built atop a lifelong category learning platform 
previously described in [12]. This paper introduces a novel component-based ap-
proach to object representation, category learning and recognition. The performance 
of this method was analyzed over a series of experiments. 

The presented robot comprises a robotic arm and a camera to help it perceive as 
well as operate in its surroundings. Action capabilities include linguistic response to 
the user and the manipulation of objects by the robotic arm. 

This paper is structured as follows: Section 2 describes the robot’s hardware and 
software architecture. Section 3 provides an overview of robotic arm control. Section 4 
details the novel component-based learning and categorization methodologies. Section 5 
reports the conducted experiments and Section 6 presents the conclusions. 

2   Agent Architecture 

Physical Architecture. The robot is physically embodied with a robotic arm and a 
camera, while all its cognitive functions are carried out on an attached computer. The 
robot’s world includes a user, a scenario visually shared with the user and objects 
whose names the user may wish to teach. 

The robotic arm is an SG6-UT1 educational arm manufactured by Crust Crawler 
Robotics (Fig. 1). It is shipped with a PSC-USB board (Parallax Servo Controller with 
USB interface) and contains 6 servos for 5 arm joints and a gripper, comprising 6 
degrees of freedom. The pay load of this arm is around 400 grams. A client interface 
was developed for the PSC-USB enabling to control the arm directly from the com-
puter. The camera is an IEEE1394 compliant digital camera2. It is placed in a fixed 
position over the work area of the robotic arm. This device acts as the primary percep-
tion instrument for the robotic agent. The computer runs the human-robot communi-
cation interface, the visual perception module, learning and recognition systems and 
robotic arm control functions. 
                                                           
1
 SG6-UT - a 6 degree of freedom robotic arm, supplied online at: 
http://www.crustcrawler.com/ 

2
 IEEE 1394 compliant firwire camera called “fire-i”, supplied online by Unibrain at: 
http://www.unibrain.com/Products/VisionImg/Fire_i_DC.htm 
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Fig. 1. The CrustCrawler SG6-UT robotic arm 

Software Architecture. The robot’s software includes a perception system, a learn-
ing and recognition system and an action system. The user, not visible to the robot, 
will act as the instructor. Fig. 2 illustrates the complete system architecture and the 
relations between its various parts. 

 
Fig. 2. System architecture 

Perception System. The keyboard, the mouse and the camera are the sources of input 
to the perception system. The perception system extracts the image of the object se-
lected by the user (by mouse clicking). The publicly available library for vision rou-
tines openCV3 has been used for capturing the frames from the camera and extracting 
the object from the image. If the robot has been instructed to perform either learning 
or recognition, the extracted object is further processed to find its visual components. 
A novel strategy based on object’s color and shape information was implemented for 
extracting these components (see Section 4). 

Learning and Recognition System. An original approach to category learning using 
graph-based object and category representation is proposed. Section 4 is devoted to a 
thorough explanation of these modules. 
                                                           
3
 http://opencv.willowgarage.com/wiki/ 



266 A. Chauhan et al. 

Action System. The primary task of the action system is to provide appropriate feed-
back to the user. Depending on the user instructions and the information received 
from the previous cognition modules, the action system can perform actions of the 
following types: 

1. Linguistic response: provide the classification results back to the user, 
2. Visual response: Visually report the results of the “search and locate” tasks, and 
3. Manipulation actions: the robotic arm manipulates the objects in the robot’s en-

vironment (details on arm dynamics and control are discussed in Section 3). 

Human-Robot Interaction. Using a simple menu-based interface, the user can select 
(by mouse-clicking) any object from the visible scene, thereby enabling shared 
attention. The user can choose the instruction she/he wants the robot to follow as well 
as teach new words. The following instructions are supported: 

1. Teach the category name of the selected object; 
2. Ask the category name of the selected object, which the agent will predict based 

on previously learned knowledge; 
3. If the category predicted in the previous case is wrong, the user can send a cor-

rection. 
4. Ask the robot to pick the selected object using the robotic arm; 
5. Provide a category name and ask the robot to locate an instance of that category; 
6. Provide a category name and ask the robot to pick an instance of that category 

using the arm; 
7. If the object identified by the robot in the two previous cases does not belong to 

the requested category, the user can provide its true category; 
8. Once an object has been picked, select a location and ask the robot to place the 

object there. 

In the future, a speech based communication interface will be supported.  

3   Robotic Arm Control 

To pick an object using the robotic arm, it is necessary to know the exact placement 
and the orientation of that object. Since the camera is the only available sensor, the 
suitable picking position is found by further processing the extracted object image. A 
linear mapping between camera and arm coordinates is assumed. 
 
Finding Grasp Position and Orientation. The object should be grasped such that it 
does not rotate or fall down. A suitable picking location (see Fig 3) is found by taking 
the following conditions into account: 

1. The gripper should be centered at the geometric center of the object 
2. The distances A1B1, A2B2 and A3B3 must be less than the maximum gripper 

width; 
3. The areas of the triangles formed by the points A1A2A3 and B1B2B3 must be 

less than a threshold (ideally zero); 
4. Angles α and β between the gripper ends and lines A1A3 and B1B3 respectively, 

should be close to zero. 
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Depending on the object’s structure, there will be more than one possible location to 
pick it up. The first suitable location to pick the object is used. Once the joint angles 
have been obtained, these values are passed to the arm’s servo controller, for it to pick 
up the object. 

 

Fig. 3. A hypothetical object and one possible gripper position 

Arm Kinematics. Fig. 4a shows a simplified model of the arm. R1, R2 and R3 are the 
arm link lengths and α1, α’2, α2, α3 and α4 are the joint angles to be determined. α1 
can be easily found by using basic trigonometry: 
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                                     (a)                                   (b) 

Fig. 4. (a) A simplified model showing arm joints and the object location; (b) Robotic arm plane 

To calculate the rest of the angles, consider the plane of the robotic arm, as in Fig. 4b. 
x0 and z0 are given by: 
 

x0= R1⋅sin(α’2)+ R2⋅sin(α’2+α3) + R3⋅sin(α’2+α3+α4) 
z0= R1⋅cos(α’2)+ R2⋅cos(α’2+α3) + R3⋅cos(α’2+α3+α4)                   (1) 

 
We have two equations and three variables to determine. To solve this problem, the 
angle Ψ between the third link and the horizontal coordinate is forced to be π/2. This 
means, the wrist of the robotic arm will always be perpendicular to the base of the 
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table. This causes no significant problem, since it is the best position for a successful 
grasp. Given this, Z1 and X1 can be determined by: 

o

o

X=X

RZ=Z

1

31 +
                                  (2) 

Using (1) and (2), α3 and α’
2 can be determined as: 
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Now the final unknown angle can be given as: 

324 ' ααψα −−=  

4   Category Learning and Recognition 

This paper uses a component-based approach to category learning and object catego-
rization. An object instance is represented by its components and geometric relations 
between them. The relations between components are represented using non-directed 
labeled graphs. Taking into consideration the attributes of the nodes and edges, a 
novel strategy for categorization is also proposed. 

Object and Category Representations. An object is represented using a graph 
model of spatial arrangement of its components, referred as graph of components. In 
such graph, each component is represented by a different node. The relation between 
a pair of components is represented by a non-directed edge connecting their 
respective nodes. Fig. 5c shows an example graph of components for the toy train 
object. Formally, a graph of components can be described as: 

G = < C, R, A> 

where the three items are the following: 

− C = {ci}, i = 1,…, nC, is the set of all components of the object, represented by 
nodes in the graph;  

− R = {(ci, cj)}, ci∈C, cj∈C, is the set of existing contact relations between com-
ponents, represented as edges in the graph; and  

− A = {(ci, cj, ck)}, is the set of all ternary relations between components such 
that (ci, cj)∈R, (ci, ck)∈R. 

The properties of a graph of components are derived from the organization of the 
components inside the object. Each component ci (i.e. each node of the graph) is char-
acterized by the following features: 
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− ai - relative area, given by the ratio of number of pixels in the component to 
the total number of pixels present in the object; 

− ri – relative radius, given by the ratio between the radius of a circle, with the 
same area as that of the component, and the radius of a circle with the same 
area as that of the whole object; and 

− di - relative degree, given by the ratio between the degree of a node and the to-
tal number of nodes in the graph. 

The contact relation (ci,cj)∈R between connected components ci and cj is character-
ized by a single feature: 

− dij - relative distance between two connected components ci and cj. This is 
measured as the ratio of the distance between the geometric centers of two 
connected components and the diameter of the object. 

Finally, each ternary relation (ci, cj, ck)∈A is also characterized by a single feature: 

− aijk - the relative angle between edges (ci, cj) and (ci, ck). The ratio of the 
smaller angle between the two edges with respect to π is taken into use. 

 
  a   b            c 

Fig. 5. a) The “toy train” object; b) Extracted components and the circles with the same area as 
that of the components, centered at the geometric centres of the components (the components 
are extracted in HSV color space, but here, for visual perception the second image is converted 
back into RGB); c) Graph of components of the given object 

The graph features listed above give a scale, translation and rotation invariant  
representation of an object. An instance-based approach is adopted for category repre-
sentation. The learning module stores the object instance (i.e. the graph’s structural 
information as well as all its features) in an internal database. A category is repre-
sented by one or more instances that belong to that category. 
 
Component Extraction. This work uses the HSV (Hue, Saturation and Value) color 
space for locating and extracting object components. A list of the most relevant color 
ranges in the given object is initially computed:  [R1, …, Rn]. Each range Ri is repre-
sented as a tuple (a, b, m, A), where a and b are respectively the start and end values 
(hue) of the color range, m is the most frequent color value and A is the area of the ob-
ject (number of pixels) in that color range. These ranges are found using the algorithm 
described in [13]. Once the color ranges have been found, the image is modified by re-
placing all the hue values in a range Ri by its corresponding most frequent color m. 

The object image is then processed such that the neighboring pixels with same hue 
are aggregated to form the initial set of components. Connections are established  
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between any two components physically in contact with each other (i.e. with adjacent 
pixels). These components are further merged based on the following steps: 

1. Compute the geometric center and the average radius of each component and 
abstract the component as a circle with that radius and center; 

2. If the circles of any two components overlap considerably (covering more than 
90% of at least one of the components) they are merged to form a single com-
ponent. 

3. If the circles of any two components overlap, covering an area between 35% and 
90% of at least one of the components, check for hue similarity. If the hue val-
ues present in one component are similar to the ones present in the other, merge 
the components; 

4. Repeat these steps until no components can be merged. 
 
Figure 5 displays the components and contact relations for the “toy train” object. A 
contact relation between any two components ci and cj is found based on the following 
criterion: 

1. If ci and cj are physically connected or extremely close to each other, there is a 
contact relation between them. If any two border pixels, one from each compo-
nent, are closer than a threshold (3 pixels in the implementation), then the com-
ponents are considered connected. 

2. If a component is found to have no neighbor using the previous rule, then it is 
considered connected to its closest component. In this case, for simplicity, the 
distance between (the borders of) the circles, centered in the geometric centers 
of the components, is measured. 

3. The graph structure is derived directly from the contact relations. However, this 
strategy has the drawback that the graph may not always be completely con-
nected. That is, instead of one connected graph, the graph of components may 
end up as a set of two or more connected subgraphs. This problem is solved by 
locating components, one in each subgraph, with the closest contact relation and 
then connecting these nodes. 

Object Classification. To compute a measure of similarity between a target object O 
and a category instance I, the graph structure similarity of the respective graphs, GO 
and GI, is evaluated. This is based on locating the Maximum Common Subgraph 
(MCS) between them (Fig. 6). [3] defines MCS as “the largest set of all linked nodes 
that the two have in common”. It is important to notice here that MCS is not always 
unique. Once MCS(GO, G1) is obtained, the following similarity measure is computed: 
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where g(G) corresponds to the sum of the total number of nodes and total number of 
edges of a graph G. 

If MCS(GO , GI) is not null, it implies the existence of a common structure of nodes 
and edges between the graphs GO and GI. Having a common structure makes it possi-
ble to build a mapping between nodes and edges of these graphs. This mapping is 
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found by performing breadth first search [4]. Considering Fig. 6 again, we can see 
that the mapping between the nodes and edges of graphs GO and GI can be: 

− Mapping between nodes: a↔1; b↔2; c↔3 
− Mapping between edges: ab↔12; bc↔23; ca↔31 

 

Fig. 6. An example of MCS(GO, G1)  

where “↔” indicates the mapping. In a similar manner the angles can also be mapped. 
Once the MCS(GO , GI) and the mappings for the two graphs GO and GI are known, 
their dissimilarity is measured using the following auxiliary function: 
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where 
− X represents each of the three items of each graph of components (i.e. the set of 

components, C, the set of contact relations, R, and the set of ternary relations, A);  
− n is the cardinality of X in GO; 
− k is the number of features of each element of X (according to previous explana-

tions, k=3 for the components in C and k=1 for the elements in R and A);  
− OX(i,j) is the value of feature j for element i of item X of GO; 
− IX(i,j) is the value of feature j for element i of item X of GI; 
− map(i) is the element in GI to which element i of GO is mapped 
− MX(i) = 1 if element i of item X of GO is mapped to a corresponding element in 

GI, otherwise MX(i) = 0 
 
Based on this, the dissimilarity between the two objects is computed as follows: 
 
                d(GO, GI) = wC  dC (GO, GI) + wR  dR (GO, GI) + wA  dA (GO, GI)                 (4) 
 
where wC, wR, and wA are weights, with wC + wR + wA = 1 (in the implementation wC 

= 0.55; wR  = 0.35;and  wA = 0.1). 
Joining the similarity measure in (3) and the dissimilarity measure in (4), the final 

measure of graph similarity is given as: 

S(GO, GI) = wS SMCS(GO, GI) + wd (1-d(GO, GI)) 

where wS and wd are weights (0.3 and 0.7, respectively, in the implementation).  
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Given an object to be classified, its graph of components is compared with the 
graphs of all the stored instances. The category of the instance most similar to the 
object to be classified (i.e. with the highest S(GO ,GI)) is identified as the category of 
that object. 

5   Experimental Evaluation 

The objective of the experiments was to evaluate the performance of the proposed 
component-based learning approach in a supervised, incremental, open-ended and 
online learning system. The system was evaluated using the teaching protocol pro-
posed in [12]. In each experiment, categories are incrementally taught until the learn-
ing capacity of the agent reaches a breakpoint. Classification precision is used as the 
primary performance evaluation measure. It’s evolution from start to breakpoint is 
analyzed in each experiment. 

It should be noted that, because of the exhaustive nature of this protocol, a single 
experiment can take weeks to finish. Authors have previously conducted a long dura-
tion experiment [14] which took more than a week’s time. So as to help facilitate later 
experiments, the images from this experiment were stored along with their respective 
category names as provided by the human user. Overall, a database of almost 7000 
images (pertaining to 68 categories) was created [14]. 

The most time consuming task, with respect to experiments, was having a human 
user to show a new object instance every few seconds. For that purpose, a simulated 
user was implemented. The actions of the simulated user are limited to the teaching 
actions of the human user: teaching, asking and correction. When the simulated user 
runs out of images in a particular category, the real user is called to show additional 
instances. This way, semi-automated experiments can be carried out. In total, a series 
of 10 semi-automated experiments were conducted (see Table 1).  

Figure 7 shows the evolution of classification precision in the first experiment. In 
general, the introduction of a new category to the agent leads to the deterioration in  

 
Table 1. Summary of all experiments 

Exp # 
# cate-

gories at 
breakpoint 

# 
Question 
/correction 
iterations 

Classific. 
precision at 
breakpoint 

(%) 

# instances     
per  cate-

gory 
(± std) 

1 9 345 48 17 ± 7.42 

2 9 384 56 18 ± 11.26 

3 7 289 62 22 ± 10.58 

4 11 559 66 23 ± 13.21 

5 8 281 54 18 ± 7.34 

6 5 174 60 21 ± 6.88 

7 9 460 33 28 ± 11.63 

8 7 206 52 13 ± 4.81 

9 11 656 45 29 ± 13.74 

10 6 142 61 12 ± 4.05 
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classification precision followed by gradual recovery. This process continues until the 
system starts to confuse the category descriptions to an extent that it can no longer 
recover. All the experiments followed similar evolution pattern. This pattern has been 
previously observed in [12] and [14]. 

In the first experiment, the agent could learn 8 categories, reaching the breakpoint  
after the introduction of the 9th category. For each of the introduced categories, the per-
formance evolved in the standard way: initial instability followed by recovery. After in-
troducing the last category, classification precision mostly fluctuates around 55% without 
showing any sign of recovery. This trend is noticed for around 150 question/correction 
iterations leading the simulated user to conclude that the breakpoint was reached. 

 

Fig. 7. Evolution of classification precision versus number of question/correction interactions 
in a single experiment (breakpoint at the 9th category) 

6   Conclusions and Future Work 

This paper presented a physically embodied robot with the abilities to learn through-
out its life, respond intelligently to external stimuli and communicate with its users. 
The robot has both cognitive and functional abilities. It interacts with human users in 
a shared environment, where the human user acts as a teacher and helps the robot in 
acquiring the vocabulary about the objects present in their shared surroundings. 

The robot's learning system incrementally grounds the names of new objects intro-
duced by a human user. This system was built on top of a novel component based 
category representation strategy. The components of the object are extracted using 
only color information. An original graph based methodology was proposed to repre-
sent the spatial arrangement of the components inside an object. A new classification 
strategy based on a graph similarity measure was also implemented. 

This limitation on the number of words learned implies that the discrimination capa-
bility of the presented strategy in its current state is very limited, and there is definitely 
room for improvement. We believe, however, that the approach is promising. It is worth 
mentioning that the results reported here are comparable to other works with respect to 
the number of learned words (12 words [12]; 5 words [9]; 12 words [19] etc.). However, 
certain works have reported learning considerably more words (e.g. 68 words [14]. 

Future work will entail refining the quality of the component extraction approach, 
which depends highly on the image quality. An efficient handling of this noise will be 
crucial in taking this method further. Improvement of similarity measures, in a way 
that is more robust to variations in detected components, is also expected to improve 
the overall performance. 
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Abstract. This paper describes the approach developed by the CAM-
BADA robotic soccer team to address physical constraints regarding
omni-directional motion control, with special focus on system delay.
CAMBADA robots carry inherent delays which associated with discrete
time control results in non-instant, non-continuous control degrading the
performance over time. Besides a natural maximum velocity, CAMBADA
robots have also a maximum acceleration limit implemented at software
level to provide motion stability as well as current peaks avoidance on
DC motors. Considering the previous constraints, such as the cycle time
and the overall sensor-action delay, compensations can be made to im-
prove the robot control. Since CAMBADA robots are among the slowest
robots in the RoboCup Medium Size League, such compensations can
help to improve both several behaviours as well as a better field coverage
formation.

1 Introduction

CAMBADA1 is the University of Aveiro’s robotic soccer team. The project was
started in 2003 by the IEETA2 ATRI3 research group which involves researchers
from different scientific areas such as image analysis and processing, control,
artificial intelligence, multi-agent coordination, sensor fusion.

CAMBADA currently participates in RoboCup’s Middle Size League. Robo
Cup4 is an international project focused on fostering innovation in robotics and
related fields. In this league a team of 4 to 6 robots with maximum dimensions of
50cm×50cm×80cm and a maximum weight of 40kg play soccer in a 12m×18m
field complying with robot-adapted official FIFA rules [1].

1 CAMBADA is an acronym for Cooperative Autonomous Mobile roBots with Ad-
vanced Distributed Architecture.

2 Instituto de Engenharia Electrónica e Telemática de Aveiro - Aveiro’s Institute of
Electronic and Telematic Engineering.

3 Actividade Transversal em Robótica Inteligente - Transverse Activity on Intelligent
Robotics.

4 http://www.robocup.org/

L. Seabra Lopes et al. (Eds.): EPIA 2009, LNAI 5816, pp. 275–286, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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Fig. 1. A CAMBADA robot

Given the dynamic environment of a soccer game, accurate robot movement
plays a crucial role since most of the game duration the team’s success depends
on placing the robot in the desired position. This paper explains some meth-
ods applied in the CAMBADA project to effectively control an omni-directional
robot. In Section 2 an overview of the CAMBADA robot’s motion and vari-
ous physical constraints are presented. The predictive control implementation is
discussed in Section 3. Section 4 describes the methods involved in the parame-
ters estimation of the model and the respective results are in Section 5. Finally,
Section 6 presents the conclusions.

2 Omni-directional Robot Motion

As stated before, CAMBADA robots have an omni-directional motion. This is
accomplished by a set of 3 swedish wheels placed at the periphery of the robot
at angles that differ 120 degrees from each other. Such configuration enables a
robot to move in any direction while facing any orientation. Since all degrees of
freedom are controlable the robot’s motion is holonomic.

Fig. 2. Detail of the wheel configuration which enables an holonomic motion
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Fig. 3. Deviation in the robot movement when it rotates and moves simultaneously.
The dashed line is the real robot path and the solid line would be the ideal straight
path. The robot is rotating clockwise and moving towards (0,0).

To successfully move a robot to a desired pose, setpoints to each of the robot’s
wheels must be provided at every control cycle. This is firstly done by translating
the desired pose from field coordinates to robot coordinates which gives an offset
relative to the robot’s current pose. From this offset, error measurements are
determined that are then applied to PID controllers to determine the linear and
angular velocities to be applied at the robot’s frame. These are in turn mapped to
setpoints, the velocities to be applied at each wheel, using the robot’s kinematic
model [2], to achieve the desired movement.

Ideally the robot’s linear and angular velocities would be mutually indepen-
dent. This means that a robot could move in a straight line while rotating over
itself. In practice, such control is negatively affected by a diverse array of factors
that if ignored results in an undesired robot movement.

While rotating and moving at the same time, the robot deviates considerably
from the ideal straight line. This deviation is consistently to the right when
rotating clockwise and to the left when rotating counter-clockwise.

An initial solution to minimize the deviation consists in rotating the robot
at the initial position and then applying the linear velocity. This solution is not
ideal since it doesn’t take advantage of holonomic motion. Also, CAMBADA
robots are among the slowest moving robot teams in the MSL [3][4][5][6], so this
solution only emphasizes the speed difference.

The physical restraints affecting holonomic motion control dealt with in this
paper are: discrete time control, maximum acceleration, actuator saturation, and
control latency. Given the difficulty in quantification, wheel slippage and slacks
are not accounted for the solution of the problem at this stage.

2.1 Discrete Time Control

Firstly, no digital computer closed loop control exists that can update its output
on a continuous basis since these systems are discrete in nature. Also no real
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Fig. 4. While rotating and moving simultaneously the robot will describe a series of
arcs along the straight line

system cannot read their sensors measurements, process and apply commands
instantaneously. Therefore discrete time control usually happens sequentially
over a course of time defined as control cycle. This means that a command
applied at any given instant is active until the command of the following cycle
is applied.

This limitation prevents some robot movements as is the case of moving in
a straight line while rotating over its center, as this movement would require
continuous variations of the wheels speed setup. Using constant setups during
the control cycle, the robot will describe an arc instead of moving over a straight
line. The solution is to make the initial and final positions of the arc described
in each control cycle lie on the pretended straight line. This can be obtained
applying an angle offset to the linear velocity vector. Besides this angular offset,
the speed needs to be increased since the length of an arc is longer than the
length of its corresponding chord.

This problem can be addressed mathematically using the circle geometry and
the chord-arc relationship. The direction deviation is given by the angle between
the chord and the tangent to the arc in the chord’s initial position. This shall be
half the integral of the angular velocity. The chord-arc relationship states that
given a chord and its central angle, the length of the arc connecting the initial
and final positions of the chord is given by multiplying the chord’s length by,

ArcLength
ChordLength = 2αr

2 sin(α)r = α
sin(α)

Since the angle used for correcting the direction is an inscribed angle, the arc’s
central angle shall be the double, as shown by Fig 4.

So, as mentioned before, α = (RotationalV elocity×Δt)
2 .

In the robot, at every cycle, the length of the chord or straight line is calculated
by integrating desired linear velocity to be applied over a cycle time. Then if
the desired rotational velocity is not zero the length of the arc is calculated as
mentioned above. The final velocity to be applied is obtained by deriving the
arc’s length, varc = α

sin(α) × vline.

2.2 Acceleration

Other restrictions affecting omni-directional motion are the allowed values for the
acceleration. In the RoboCup Small Size League some teams limit their robots
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vcurrent

vdesired

vout

Fig. 5. Acceleration limiter. The circle represents all the velocities that can be achieved
given the maximum acceleration.

acceleration by wheel traction only [7]. Given the Middle Size League robot’s
dimensions, this would result in a very dangerous behavior for the robot because
if it is allowed to achieve, in a single cycle, a velocity with a different direction
from the previous cycle there is a possibility of tipping off, severely damaging the
robot’s components. Given the electric nature of the used motors such unlimited
acceleration can also cause large current peaks reducing the hardware lifetime
and battery charge.

Therefore, the CAMBADA robots have an acceleration limiter at software
level, which means that at each cycle the robot’s velocity is allowed to varies
only up to a certain amount around the previous cycle’s velocity. The velocity
then changes over time smoothly.

2.3 Actuator Saturation

A factor adversely affecting an omni-directional robot control is the saturation of
its different actuators. Of all the different actuators of CAMBADA robots, this
paper will focus only on the motors controlling the omni-wheels. The saturation
of the motors is an indirect indication of the maximum velocity a robot can
achieve. In the CAMBADA case, simulation results point to a maximum speed
of 2.2 m/s. This physical factor must not be overlooked. It affects not only the
proportion between linear and angular velocities but also the proportion between
the linear velocities components (vx, vy) diverting the robot from its path in case
of actuator saturation.

Assuming a saturation value C, considering the 3 omni wheels, the velocities
vx, vy and va, as the velocities along the robot’s axis and angular velocity, respec-
tively, the setpoints to apply at each wheel are calculated. Assuming that all set-
points exceed C, if no measure is taken the robot would rotate at maximum speed
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instead of moving according vx, vy and va. The solution involves determining a
correction factor to be multiplied by all the velocities to be applied [8].

This correction factor is C
|S| , where S is the highest setpoint calculated.

This ensures that one of the setpoints is applied the maximum input possible
and the others are in the original proportion before the saturation limitation. The
resulting movement will be slower than desired but the direction of movement
will be maintained while moving as fast as possible.

2.4 Delay

The final physical restraint mentioned in this paper is the system delay. In the
RoboCup Middle Size League, some teams have already addressed this issue,as
is the example of the Tribots team [9]. System delay results of the sums of all
small delays in the control loop and greatly affects the robot control. A delay
between the sensory input and the actuator output means a command calculated
based on a worldstate A will be executed on a worldstate B that may or may
not be the same as A. Considering the highly dynamic nature of a robotic soccer
game, the worldstates will most likely not be the same.

The problem worsens as the delay increases not only because the error between
the worldstates increases but also because as the delay overcomes the cycle time,
more and more commands will affect the worldstate before the current command
will start to have effects. This fact explains the hard deviation while moving and
rotating simultaneously shown in Fig 3. The robot is stopped, and will try to
move and rotate. Since the command calculated in the initial cycle will only
reach the actuator some cycles later, all the control cycles in between them
will calculate the same command since the robot will not move until the first
command arrives. Ideally after the robot moved from the first command, a new
one should be input considering the robot’s new pose.

3 Predictive Control

Reflecting other teams solutions [7], a prediction module was implemented to
determine the pose of a robot when the current command will reach the ac-
tuators, given the sensed pose and a buffer storing the commands that have
already been issued but have yet executed due to the system delay. Thus, all
commands are calculated without delay. The commands considered in the buffer
of the prediction module do not reflect the desired velocities, but the actual in-
put commands at the motors, after the saturation and acceleration limiters are
taken in to account.

Considering the CAMBADA software structure [10], the desired commands
are calculated on the agent process and transmitted to the low-level commu-
nication handler process, or HWcomm, through the RTDB5, where they are
processed through the saturation and acceleration limiters before being mapped

5 Real-Time Data Base.
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to setpoints. In order to implement the prediction module in the agent process
where the desired commands will be calculated accounting the predicted robot
pose, the output commands of HWcomm must be sent back to the agent process,
again through the RTDB. At the agent, as each command is active for an entire
cycle and given the electric motors used, a purely uniform movement is assumed
for each cycle. Then the predicted pose,p̂tpred

for the robot is given by,

p̂tpred
= ptsensed

+ rem · ctn−1
+
∑

i

ctiΔt, i = sensed− n..sensed− 1

where

– ptsensed
is the self-localization determined pose,

– cti is the command issued in the i-th control cycle,
– n = $ tdelay

tcycle
%,

– rem = delay − n ·Δt.

3.1 New Acceleration Limiter

Surprisingly the resulting path using predictive control was not the expected as
the robot still doesn’t move in a straight line. This is an undesired result from
the current implementation of the acceleration limiter. As can be seen in Fig 5,
if the desired velocity diverges too much from the current velocity, the output of
the limiter will be a velocity that will neither be in the desired orientation nor in
the desired norm. A solution to this problem is to increase the maximum acceler-
ation of the robot, increasing the velocity variation every control cycle. However,
simulation results showed that to compensate the large divergences between the
velocities, the acceleration would have to be increased to values where the robot’s
motion stability would be compromised. These conditions when tested revealed
another issue. While such high maximum acceleration allows for great velocity
variations from cycle to cycle, the same high variations produce a considerable
wheel slippage. Since this factor is not accounted for in the model, the resulting
prediction will be very inaccurate. Therefore, the robot will not generate the
anticipated path, as shown by Fig 6.

In this section, a new algorithm to update the velocity while complying with
a maximum acceleration is suggested which prioritizes the velocity’s direction
over its norm.

The solution involves reducing the robot speed, in order to successfully rotate,
similarly to what we humans do when driving. In order to reduce the speed by
a minimum necessary the following situations are considered:

Firstly, the closest point from the current velocity to the desired velocity
vector is calculated. Uniting this point to the current velocity always creates a
perpendicular line to the desired velocity. So the distance,d , between the current
velocity and the closest point will be,

d = sin(Θ)× |currentV elocity|,
where Θ is the angle difference between the desired and current velocities.
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Fig. 6. Robot path with different values of maximum acceleration. The dashed line
represents the real robot path while the solid line represents the simulated robot path.
a) Maximum acceleration 3m/s2. b) Maximum acceleration 5m/s2. c) Maximum ac-
celeration 7m/s2. d) Maximum acceleration 10m/s2.

Then if the distance is larger than the maximum velocity variation allowed,
it means the robot doesn’t have enough acceleration to reach the desired ve-
locity direction. So to minimize the direction error, the output velocity of the
acceleration limiter will be in the direction of the closest point.

If the distance is smaller, that means the robot can achieve the desired di-
rection of the velocity even if not at the same norm. So the interception point
between a circumference centered at the current velocity and with a radius of
maximum velocity variation and the desired velocity vector is calculated. This
point represents the maximum velocity the robot can achieve given the maximum
acceleration limit while moving at the desired direction.

An exception must be made when the angle difference between the desired
velocity and the current velocity is greater than 90 degrees. The resulting velocity
using the perpendicular method would point in the opposite direction of the
desired velocity. In this case the original implementation of the acceleration
limiter is used.

4 Estimating Model Parameters

The next step is to determine the control delay. For this purpose some captures
were made while the robot moved. In these captures, the robot pose determined
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a) b)

Fig. 7. New implementation of the acceleration limiter. Left a): Priority is given to the
direction of the desired velocity over its norm. b): When the desired velocity can’t be
achieved given the maximum acceleration the output will be in the perpendicular line
to the desired velocity that passes in the current velocity point.

by self-localization and the commands sent to the actuators were recorded. Since
the capture produces results every cycle, the delay is determined by the differ-
ence between the cycle corresponding to the first command sent and the cycle
corresponding to the robot movement. This way, it means that when the robot
pose changed the first command arrived at the motors. However, since the fram-
erate of the camera used is 25 fps, it means the delay will be in an interval
of 1

25 = 0.040 seconds. Using this method the delay affecting the CAMBADA
robots would be in [0.160; 0.200[ seconds. Experiments were conducted to deter-
mine the delay with more precision, which tried to minimize the error between
the simulated robot path and the robot real path. However at this stage none
have proven trustworthy. So, as last resort, different delay values, between 0.160
and 0.200 seconds, were tested while the robot moved between the same two
points. This method showed that when delay tends to 0.200 the robot path
deviates further from the straight line. The chosen value for delay was 0.165
seconds, which provided the best resulting paths.

5 Results

Using the prediction module combined with the new acceleration limiter imple-
mentation the robot successfully moved in a straight line while rotating simul-
taneously as shown in Fig 8.

An experience was then conducted to compare the developed solution and the
original solution, where the robot rotates first and moves afterwards. The expe-
rience consisted on moving the robot between two points using the previously



284 J. Cunha et al.

−1.4 −1.2 −1 −0.8 −0.6 −0.4 −0.2 0
0

0.5

1

1.5

2

2.5

3

3.5

4

XX world coordinate(m)

Y
Y

 w
or

ld
 c

oo
rd

in
at

e(
m

)

Fig. 8. The robot path using new acceleration limiter and robot pose prediction after
delay. The delay value is 0.165 seconds. The robot is rotating counter-clockwise towards
(0,0).

−1.4 −1.2 −1 −0.8 −0.6 −0.4 −0.2 0 0.2
−0.5

0

0.5

1

1.5

2

2.5

3

3.5

4

XX world coordinate(m)

Y
Y

 w
or

ld
 c

oo
rd

in
at

e(
m

)

Fig. 9. The resulting robot path with constant angular velocity. The robot is rotating
counter-clockwise towards (0,0).

mentioned solutions. The process was repeated ten times and the times were
recorded for every run.

With the original solution, the robot took an average 3.62 seconds to move
from one point to the other with a standard deviation of 0.11 seconds. With the
developed solution, the robot took an average 3.28 seconds to move between the
same two points with a standard deviation of 0.16 seconds.

This results in a mean time difference of 0.34 seconds. Although the improve-
ment is not considerably large, given the fast pace of a soccer game, the increased
speed might prove crucial in some game situations.

Finally an experience was conducted where the robot moved with a constant
angular velocity. Even in this adverse condition the robot performance was ac-
ceptable, even despite not moving in a straight line and producing an overshoot.
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6 Conclusion

An overview of different physical constraints affecting CAMBADA robots motion
were presented with special focus on sensor-action delay. The various solutions
developed to minimize the constraints’ effects were described. A predictor mod-
ule was implemented to address the delay affecting the robot along with an
algorithm to update the robot velocity prioritizing the velocity direction. This
initial implementation of predictive control improved robot motion and speed.

In the future the predictive control should be integrated with the existing be-
haviours of CAMBADA robots, enhancing ball handling, obstacle avoidance and
team formation. For consistency a predictive model of the ball should also be
implemented to predict its position. Since the teammate’s position and velocity
is shared between all robots the predictive model can be expanded predicting
the teammates’ positions. On the other hand since robot communication is not
synchronized with the control cycle the resulting prediction might be very inac-
curate. Also predicting the opponents position is impossible since at this date
no opponent tracking is made being treated as stationary for obstacle avoidance
purposes only.
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Abstract. This paper presents an approach to endow a humanoid robot
with the capability of learning new objects and recognizing them in an
unstructured environment. New objects are learnt, whenever an unrec-
ognized one is found within a certain (small) distance from the robot
head. Recognized objects are mapped to an ego-centric frame of ref-
erence, which together with a simple short-term memory mechanism,
makes this mapping persistent. This allows the robot to be aware of
their presence even if temporarily out of the field of view, thus providing
a primary spatial model of the environment (as far as known objects are
concerned). SIFT features are used, not only for recognizing previously
learnt objects, but also to allow the robot to estimate their distance
(depth perception). The humanoid platform used for the experiments
was the iCub humanoid robot. This capability functions together with
iCub’s low-level attention system: recognized objects enact salience thus
attracting the robot attention, by gazing at them, each one in turn. We
claim that the presented approach is a contribution towards linking a
bottom-up attention system with top-down cognitive information.

1 Introduction

Although Artificial Intelligence (AI) having accomplished notable results on
many specific domains, being Kasparov’s defeat to Deep Blue in 1997 one pop-
ular account of that success [1], general intelligence constitutes, still, largely an
open issue [2]. This is particularly true for the case of physical agents, namely
robots. Unlike symbolic environments, for which sophisticated AI techniques
have been developed (reasoning, knowledge representation, and so on), physical
agents operating in the real world demand several “basic” problems to be solved.
� This work was supported by the European Commission, Project IST-004370
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One such problem is perception, in the sense of associating raw sensory data with
internal representations.

Consider, for instance, a cup that is positioned in the field of view of the
robot. The presence of this object is expected to enact some kind of internal
representation. Does the robot recognize this cup in particular, or as a new,
unknown object? is it graspable? However, for this level of representation, the
physical nature of the robot demands the designer to deal with the problem of
how to bridge the gap between the pixels that correspond to the cup (and to the
background), and the concept of object.

A variety of cognitive architectures has been proposed with the goal of an-
swering the problem of general artificial intelligence [3]. One aspect common to
virtually all cognitive architectures is the concept of object. Most models assume
that the system is capable of perceptually segmenting the world in objects, some
of which can be grasped, while others cannot, as in the previous example of the
cup.

Instead of taking one particular architecture, we address the problem of robot
intelligence following a bottom-up approach, i.e., constructing building blocks
towards cognitive behavior. This approach, being both constructionist and min-
imally constrained by prior assumptions, ends up being fairly agnostic in terms
of the cognitive architecture where it can be part of.

This paper addresses the problem of learning new objects and representing
their presence in the environment in a spatial model. This capability builds
upon an existing perceptually-driven attention system. The proposed spatial
model tackles two aspects: (1) the identification of the object, and (2) its posi-
tion in the environment. For the first aspect, Scale Invariant Feature Transform
(SIFT) [4] features are being used to learn new objects and to recognize them
in the environment.

The existing attention system provides a saliency map with respect to a robot-
centric coordinate system (ego-sphere) [5]. This saliency map, together with a
inhibition of return mechanism (IOR), allows the robot to saccade from salient
point to salient point. However, these salient points correspond to pre-attentive
features, e.g., movement, color, and shape, that do not incorporate the concept
of object.

The environment is being modeled with a saliency map [6]. Objects are rec-
ognized continuously in the camera images by the SIFT algorithm. The recog-
nized objects in the robots field of vision are inserted into the egocentric map.
Each one of these objects enacts one salient point, which attracts the robot at-
tention. Thus, with several known objects, the robot is expected to commute
automatically its attention focus from recognized object to recognized object.
Moreover, this saliency persists even when the robot is not directly looking at
them. Instead of the short-time memory of the previous works [5,6], the system
remembers where known objects are at longer time scales.

We also implemented an algorithm to automatically store to a database new
objects as they get close to the robot. This draws from the idea of grasping an
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Fig. 1. Ego-sphere: a spherical map of the surroundings with a spherical coordinate
system (azimuth ϑ and elevation ϕ)

object for inspection. As the robot has no arms (at the time of the experimental
work), this was replaced by the detection of proximity.

To do so, we compute the depth of each pair of matched SIFT features by
computing the disparity between them. By using this algorithm for detecting
distance, we define a new object as a cluster of SIFT features in close proximity
to the cameras. This approach is robust to non-convex objects as well as objects
with holes, but learns two objects shown side by side as a single object.

By integrating this capability into the existing architecture, the attention
module will be able to acknowledge the saliency of known objects, because they
are recognized as such. Moreover, the capability of recognizing known objects
by visual features paves the way for higher level cognitive modules, such as
language.

We project the surrounding space and objects into a spherical coordinate
system centered in the neck of the robot, an egocentric sphere or ego-sphere, as
defined in [5] (Figure 1). A spatial model for the robot is here understood as a
model representing the environment surrounding it, namely the known objects,
together with their relative positions to the robot.

The research described here was carried out using a humanoid robotic head,
composed of an anthropomorphic head with 6 degrees of freedom, and a pair
of stereo cameras with individual pan and common tilt. This head is part of
the iCub humanoid robot, which has been designed as a platform for research
on cognition from a developmental point of view [7]. We consider a robot cen-
tered coordinate system, specifically, a torso anchored coordinate system. The
software module that resulted from this research fits well into the iCub software
architecture being developed in the context of the RobotCub project1.

The problem of automatically associating sensor data with internal symbolic
representations has been formulated in a domain independent way as the sym-
bol anchoring problem [8,9]. These approaches assume however a dualistic view
of perception and symbolic representations. Another approach, closer to repre-
sentations of sensorimotor nature, concerns learning affordances of objects by
interaction [10,11]. The identification of objects is often simplified by using col-
ored objects and pre-wired recognition algorithms.
1 http://www.robotcub.org/
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In the next section the architecture of the proposed system is described, leav-
ing out the implementation details to be discussed in the third section. The forth
section presents the experiment in which the functioning of the system is illus-
trated, and experimental results are presented to validate the approach. Finally,
we finish with some conclusions and future work.

2 Architecture

The architecture, displayed in Figure 2, comprises several interconnected mod-
ules, forming a sensing-deliberation-actuation chain. It is motivated on the Itti
and Koch model [12] where stimuli from various sources are represented and
combined into a single saliency map. Then, the point that maximizes this map
is selected, as the one winning the robot attention. Finally the robot gazes to-
wards the new selected attention point.

The ego-sphere keeps a short-memory of the previously looked upon positions,
in the form of an inhibition-of-return mechanism (IOR). The IOR information
reduces the salience levels of the already observed locations. The resulting be-
havior is the capability of the robot to fully explore its environment without
being stuck on the absolute maxima of the saliency maps.

Our work adds a level of abstraction — the concept of object — to the previous
architecture. To acquire this knowledge the robot has to solve two problems.
What and when to learn a new object. A new object is learned when it is detected
in close proximity of the robot. The object is assumed to consist in the image
patch that is close to the robot. The proximity measure is defined based on
the arms length distance, i.e., the reachable objects. New objects are stored
together with a “label”, corresponding to a number (the order of appearance).
When the robot has the possibility to ask humans around him for the names of

Fig. 2. System architecture, after introducing the modules presented here (dark red
border): object recognition, depth perception, and a new map, the objects map
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the objects it is discovering and storing, new possibilities concerning associating
object representations to names arise.

3 Implementation

3.1 Object Recognition

Many different approaches have been used in computer vision to enable recogni-
tion, for instance, eigenspace matching has been used successfully by Schiele [13],
others have used Speeded Up Robust Features (SURF) [14], and many have ben-
efited from David Lowe’s Scale Invariant Feature Transform (SIFT) [4]. We have
followed the latter, tackling both problems of object segmentation and recogni-
tion. We chose SIFT over eigenspace matching for reasons such as invariance
to scale and excelling in cluttered or occluded environments (as long as three
SIFT features are detected, the object is recognized). And while the SURF al-
gorithm is faster and performs generally well, SIFT’s recognition results are still
superior [15].

SIFT [4] is an algorithm that extracts, features from an image. These features
are computed from histograms of the gradients around the key-points, and are
not only scale invariant features, but also invariant to affine transformations
(e.g., rotations invariant). Furthermore, they are robust to changes in lighting,
robust to non-extreme projective transformations, robust up to 90% occlusion,
and are minimally affected by noise. We use the SIFT algorithm to enable the
recognition in our system because of all these powerful characteristics. However,
we observed two drawbacks on its use. The first one is that it is computationally
expensive, as the most efficient and freely available implementations are not able
to run in real time. Due to the nature of the SIFT features, its second drawback is
the inability to extract features from a texture-less object, as shown in Figure 3:
few or no features, in yellow dots, are found in areas with homogeneous color,
such as on the table, on the ground, or on the wall.

Fig. 3. Example of SIFT feature extraction; the dots (yellow) correspond to the ex-
tracted features positions
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3.2 Depth Perception

The common way to determine depth, with two stereo cameras, is by calculating
disparity. Disparity is defined as the subtraction, from the left image to the right
image, of the 2D coordinates of corresponding points in image space. To calculate
depth we require the knowledge of the following camera parameters: focal length
f , camera baseline β, and pixel dimension γ. Also, we need to correctly match
a point of the environment, seen in both stereo images, with pixel coordinates
(x1, y1) in the first image and (x2, y2) in the second. The point’s coordinates in
the camera references are (X1, Y1, Z) for the first camera and (X2, Y2, Z) for the
second. Then, we can calculate how far away the matched point is (depth Z) by
derivation (1), and illustrated in Figure 4.{

γ x1 = f X1

Z

γ x2 = f X2

Z

⇔ Z =
f β

γ (x1 − x2)
(1)

where β = X1 −X2.
Usual ways of match corresponding points include pixel by pixel probabilis-

tic matching with a Bayesian formulation [16], and histogram matching of the
neighborhood of the pixel [17].

The SIFT features, with their invariance and robustness, suggest a different
approach to solve the problem of matching corresponding points in stereo images.
We generate a sparse disparity map by extracting the SIFT features from stereo
images, and look for matches between both sets. Assuming that the robot’s eyes
are roughly aligned in the horizontal (i.e., misalignment of under 30 pixels) we
compute the disparity between matching features from the pair of stereo images.
Matches that have a high horizontal disparity are assumed to be part of an object
in close proximity to the robot’s face and matches with low horizontal disparity
belong to the “background.” Matches with high vertical disparity or negative
horizontal disparity are considered outliers, and thus discarded.

Fig. 4. Pinhole camera model used to calculate depth, f : focal distance, β: distance
separating the parallel cameras, γ: pixel-to-meter ratio in the camera sensors, (x1, y1):
pixel coordinates of point we wish to calculate depth, Z: depth
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Comparing the extracted features of different images in different resolutions
[18], a threshold for the horizontal disparity Th was found empirically to be
the width of the image divided by 6.4. Moreover, the vertical threshold Tv to
determine outliers was also empirically found to be the height of the image
divided by 16.

If the matches between detected features are close enough (each match having
its horizontal disparity greater than the threshold), the group is stored in the
database as a new object. Only the features that are correctly matched between
the two stereo images with high horizontal disparities are stored, because only
these features are believed to belong to the close object. For instance, the features
from the background being seen by a hole in the object are then automatically
ignored.

Figure 5(a) and Figure 5(b) exemplify in blue crosses the features that are cor-
rectly matched between the two stereo images as being the same, and therefore
stored to the database as a new object (if not recognized as part of an already
known object).

(a) Left image (b) Right image

Fig. 5. Matching SIFT features in a pair stereo images: features in dots (yellow);
matched features in crosses (blue). Images cropped for clarity.

3.3 Recognition

To decide upon the presence of an object in the image, SIFT relies on a voting
mechanism that is implemented by a Hough transform. Defining pose as the
position, rotation and scale of an object, each match votes on an object-pose pair
in the image. The Hough transform is computed to identify clusters of matches
belonging to the same object. Finally, a verification through least-mean-squares
is conducted for consistent pose parameters along all matches (verifying if the
matches found have correct relative positions).

After experimenting with several objects, having the robot store them to the
database and then holding them farther and farther away, the algorithm was able
to recognize them until roughly two meters away, when the number of extracted
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(a) Object saved to database; SIFT
features in dots (yellow), and SIFT
features saved to the database in
crosses (blue).

(b) Marked rectangle (in red): recog-
nized object, SIFT features in dots
(yellow), and SIFT features matched
with the database in squares (purple).

Fig. 6. Recognition of saved object in the environment. Images cropped for clarity.

features declines significantly. Of the many features stored in the database and
shown in blue crosses in Figure 6(a), only the few extracted ones, depicted in
purple filled squares, are needed to recognize the object in Figure 6(b).

3.4 Database and Mapping

New objects are stored into a database, associating object identifiers (labels)
to sets of SIFT features. When an object is recognized in the environment, its
position is mapped into the ego-sphere [5]. Object representations are stored in
the database (long-term memory), while their positions, whenever recognized by
the robot, are represented solely in the ego-sphere (short-term memory, forming
the robot’s spatial model).

The egocentric saliency map used for attention selection is obtained from
the composition of several specialized maps: a visual map (Mvis), containing
saliency information extracted from visual features (e.g., motion, color), and an
auditory map (Maud), obtained from sound stimuli captured by the robot’s mi-
crophones [5]. These maps cover the entire space surrounding the robot with
a spherical coordinate system (azimuth ϑ ∈ [−180 ◦; 180 ◦] and elevation ϕ ∈
[−90 ◦; 90 ◦]). The saliency information stored in these maps is continuously de-
cayed (Mvis(k + 1) = dvis Mvis(k), Maud(k + 1) = daud Maud(k)), according to
a forgetting factor (dvis = daud = 0.95 in the experiments). This factor together
with a maximum frame-rate of 20 FPS, yields a half-life of less than a second,
14 frames.

In order to integrate the system described in this paper with the attention
selection mechanism, the recognized objects are projected onto a third map (an
object map Mobj). This map, combined with the other two, contributes for the
ego-centric saliency map: Mego = max(Mvis, Maud, Mobj). As the others, this
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map is also subject to a continuous decay of its information, albeit with a much
longer forgetting factor (Mobj(k + 1) = dobj Mobj(k), where dobj = 0.9995 in the
experiments). How long should the robot remember where objects of interest
were? How long before such information is unreliable? Those are not trivial
questions to answer, at least with contextual knowledge. Therefore, to fulfill
the practical goal of this work, of enabling the robot to switch its attention
focus from recognized object to recognized object, even when such objects are
not continuously in the robots field of view, this simple decaying memory with
such a forgetting factor, that gives an half-life of little over one minute, seems
sufficient.

To verify the repeatability of the mapping of an object position from coor-
dinates (x, y) of in the image frame to the corresponding coordinates (ϑ, ϕ) in
the ego-sphere frame the following experiment were conducted: An object was
left on the table in front of the robot, while the robot’s head was slowly turned.
We concluded that, when the object is visible, it is repeatedly mapped to the
same location with an error under one degree elevation and two degrees azimuth.
When on the verge of leaving the image, the error in mapping jumps up to two
degrees elevation and four degrees azimuth.

The objects are mapped into the ego-sphere as gaussian peaks in salience. To
account for the mapping uncertainty, the gaussian parameters used were σϑ = 30
and σϕ = 15.

4 Results

To validate the approach, several experiments were conducted. In all of them,
the robot operates autonomously, meaning that object learning was triggered by
its proximity to the robot, and the successful recognition of objects was verified
by the robot gaze. In all these experiments, saliency depends only on known
objects, i.e., the other saliency maps in figure 2 were disabled.

In the first experiment, two previously learnt objects were shown to the robot,
both initially visible, but sufficiently apart so that one of them is not visible while
the other is being gazed at. In this experiment, the robot was able to successfully
switch its gaze towards each one of the objects, pausing to gaze at each object in
turn [18]. Persistence of the objects positions in the spatial model is necessary for
this. Figure 7 shows the objects as seen by the robot, together with the resulting
saliency map.

The second experiment aimed at evaluating the behavior of the system with
both unknown and known objects. First, an unknown object was shown, which
did not attract the robot gaze. This object was then shown close to the robot,
triggering its acquisition. Then, this object returned to its previous position,
after which the robot was able to recognize it, gazing at it. The procedure was
repeated for a second, and for a third object. In all of these steps, the robot
ignored the new introduced object before learning it, and gazing at it afterwards.
In the end, the robot shared its time among gazing at each one of the objects.
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(a) First object (b) Second object (c) Saliency map

Fig. 7. Recognizing and gazing at objects in the environment: camera views of each one
of the objects in (a) and (b) individually gazed at, and the saliency map (c) showing
the positions of both objects in the ego-sphere frame of reference

(a) Gazing at first object (b) Learning second object

(c) Two known objects (d) Three known objects

Fig. 8. Setup for the second experiment (see text), showing (a) the robot gazing at the
first object shortly after acquisition, with the saliency map also shown, (b) learning the
second object, (c) two known objects, together with the saliency map, and (d) three
known objects

Note that the reported experiments are robust to dynamic backgrounds and
non-uniform illumination of the scene, as they were performed in a busy lab,
without any special preparation. This robustness is mostly due to the choice of
the SIFT features for object learning and recognition.
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5 Conclusions and Future Work

The work presented here aimed at the implementation of a spatial model of the
space surrounding a humanoid robot, including the salient objects which the
robot encounters in its explorations. This model is used to commute the robot’s
attention focus automatically between objects, while not being dependent on the
robot field of vision, nor on the objects visibility conditions.

To this end, we mapped recognized objects by introducing salience peaks on
the ego-sphere [5]. The robot can now explore its environment based on low-level
saliency but also on high-level information (objects).

With this long-term object memory implemented, the goal of making this
spatial model non-dependent on the robot’s field of vision was achieved. As
depicted in the results, the robot returns its focus to previously observed objects
that were at the moment not in its field of view.

Real-time operation of the implemented system is hindered by the fact that
the computation of the SIFT features is computationally demanding. In the
future, we expect to improve the object recognition by introducing other kinds
of features, not only to address this performance issue, but also to be able to
recognize texture-less regions in objects, as SIFT features perform poorly on
regions of this nature.

At the time of writing, the iCub platform is already equipped with arms,
thus opening new possibilities in terms of integrating the module here presented
with grasping behaviors of the robot. Manipulation of objects by the robot also
raises interesting possibilities of combining affordances with feature-based object
recognition.
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Abstract. In robotic soccer, teams of autonomous robots play soccer
according to rules similar to the official FIFA rules. The game is refereed
by a human and his orders are communicated to the teams using an appli-
cation called “Referee Box”. No human interference is allowed during the
games except for removing malfunctioning robots and re-entering robots
in the game. The base station, a software application as described in this
paper, has a determinant role during the development of a robotic soccer
team and also during a game. This application must control the agents
interpreting and sending high level instructions, like Start or Stop, and
monitor information of the robots, for example the position and velocity,
allowing easily to attest the feasibility of the robots behavior. This paper
discusses the importance of the control and monitoring of a robotic soc-
cer team, presenting the main challenges and the approaches that were
used by the CAMBADA team in the conception of the base station ap-
plication. As far as we know, no previous work has been published about
the study of these important problems and the discussion of an efficient
architecture to a base station application. The results obtained by the
team confirms the good performance of this software, both during the
games and in the development of the team.

1 Introduction

Robotic soccer is nowadays a popular research domain in the area of multi-
robot systems. RoboCup1 is an international joint project to promote research
in artificial intelligence, robotics and related fields. RoboCup chose soccer as the
main problem aiming at innovations to be applied for socially relevant problems.
It includes several competition leagues, each one with a specific emphasis, some
only at software level, others at both hardware and software, with single or
multiple agents, cooperative and competitive.

In the context of RoboCup, the Middle Size League (MSL) is one of the most
challenging. In this league, each team is composed of up to 5 robots, one of whom
is the goalkeeper, with a maximum size of 50cm×50cm width, 80cm height and
a maximum weight of 40Kg, playing in a field of 18m× 12m. The rules of the
1 http://www.robocup.org/
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game are similar to the official FIFA rules, with minor changes required to adapt
them for the playing robots [1].

The rules of this league establish several constraints to simplify perception and
world modeling. In particular, the ball is orange, the field is green, the field lines
are white and the players are black. The duration of a game is 30 minutes, not
including a half-time interval of 5 minutes. The game is refereed by a human and
his orders are communicated to the teams using an application called “Referee
Box” operated by an assistant referee.

No human interference is allowed during the games except for removing mal-
functioning robots and re-entering robots in the game. Each robot is autonomous
and has its own sensorial means. They can communicate among each other and
with an external computer through a wireless network. This external computer,
that has no sensor of any kind, runs the base station application. The base sta-
tion only “knows” what is reported by the playing robots and the orders received
from the referee box. The agents should be able to evaluate the state of the world
and take decisions suitable to fulfill the cooperative team objective.

CAMBADA2, Cooperative Autonomous Mobile roBots with Advanced Dis-
tributed Architecture, is the Middle Size League Robotic Soccer team from the
University of Aveiro. The CAMBADA research project started in 2003, coordi-
nated by the Transverse Activity on Intelligent Robotics (ATRI)3 group of the
Institute of Electronic and Telematic Engineering of Aveiro (IEETA)4. Since
then, it has involved people working on several areas for building the mechani-
cal structure of the robot, its hardware architecture and controllers [2] and the
software development in areas such as image analysis and processing [3,4,5,6,7],
sensor and information fusion [8], reasoning and control [9].

Since its creation, the team has participated in several competitions, both na-
tional and international. Each year, new challenges are presented, and new objec-
tives are defined, always with a better team performance in sight. After achieving
the first place in the national competition Robótica 2007 and Robótica 2008, the
5th place in the world championship RoboCup 2007, in 2008 the team achieved
the first place in the world championship RoboCup 2008.

This paper focuses the role of the control and monitoring activities in the
development and during a game of a robotic soccer team. We start this paper
clarifying the concepts of control and monitoring in the context of this paper.
This step takes special importance due to the fact of these concepts are widely
used in other contexts and could led to a misunderstanding about our purposes.
In Section 3, we present an overview of the communication and internal architec-
ture of the CAMBADA team, in order to explain some of the used approaches.
In the Section 4 will be addressed the main challenges and requirements that
these activities demands on to the development of the application. Section 5
describes the approaches used in the development specifically for each activity

2 http://www.ieeta.pt/atri/cambada
3 http://www.ieeta.pt/atri
4 http://www.ieeta.pt
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focusing the implemented features. Finally we present our main conclusions and
future improvements to the project.

2 Control and Monitoring in a Robotic Soccer Team

For control and monitoring we can find multiple definitions of their meaning. In
the context of this paper, to avoid some misunderstandings, we will clarify what
we are meaning when we refer each one.

We can find the “Control” concept applied in many areas like engineering or
management. In engineering the “Control” concept implies an ability to keep a
certain observed variable (output) constrained, acting in the variable/variables
(inputs) that change the state of the referred observed variable. In a robotic
team the actions of the robots are decided autonomously, it is the robot that
have to observe the state of the world (outputs) and act accordingly (inputs).
However in the development phase, and only that, it is useful provide a certain
level of manual control in order to directly observe some wanted behavior.

In this paper, when we refer control, it means the ability to instruct the
robotic agent to perform a certain high level behavior, like start, stop or assign
a certain role. However, it is important to refer that during the game the control
of the robots are autonomous and guaranteed by individual processing of the
information of the game.

The monitoring of the robots implies the ability to observe a specific behavior
or characteristic, for instance the charge of the batteries is an important hard-
ware characteristic that must be constantly monitored. In the context of this
paper, performing monitoring is essentially concerned with three things:

– observe the consequences of the control actions;
– observe the internal states and hardware information of the robots;
– detect errors related with incorrect algorithm implementations.

3 Communication and Internal Architecture

In this section, the communication and internal architecture of the CAMBADA
team will be explained. The description will be based on the characteristics of
interest that were used in the development of the base station application. More
specifically, concerning communication, we present the way as information is
exchanged between the different agents, what are the used protocols and access
mechanisms implemented in the team.

Concerning the internal architecture of the team, it will be explained the struc-
tures that support the information. This description will be based essentially in
the description of the WorldState model implemented.

To exchange the information between the agents in the field, it is used a Wire-
less LAN [12,13] and each team has a different one. In the connection between
Referee Box and base station is used a wired TCP LAN connection using a
standard protocol [1] to report the events of the game. In the team network no
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Fig. 1. The network configuration used in a soccer game

restrictions are made, each team is free to choose the connection protocol and
the information exchanged between its agents. In Fig. 1 are presented a model
of the connections used.

The internal communication protocol is based on the exchange of the World-
State information between each agent. At each communication cycle the agents
report their internal state creating a virtual representation, shared by all, of the
global WorldState. This virtual representation is named Real-Time DataBase
(RTDB) [10]. This mechanism simplifies the information management and ac-
cess. In the point of view of an application, one single data structure represents
all the needed information of the shared WorldState. The base station appli-
cation uses this mechanism to access the individual information of each player
and also to send information to each one. Also the coach application uses this
mechanism to communicate with the players. The coach is independent from the
base station application. This application is responsible to solve the problems
related with dynamic role assignment of the players in the field. In Fig. 2 are
shown how information is exchanged between all the agents in the field.

Regarding the internal architecture, we will detail the most relevant informa-
tion exchanged in this process, more specifically, what are the most relevant in-
formation that can be useful to the mentioned activities, control and monitoring.

Fig. 2. The communication between all robots is accomplished through the RTDB
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As it was mentioned before, each agent exchange information of their World-
State among all the team mates. For this purpose, we categorized the informa-
tion accordingly with the mentioned activities:

– Control Information – this information is related with the high level orders
that can be sent to the agents:
• game signals, including Start and Stop actions;
• team color;
• goal side;
• role.

– Monitoring Information – this kind of information is related with the
internal states and the functional information that indicates the performance
of the agent in a certain instant:
• game states;
• position of the ball and the robot;
• angle of the robot;
• velocity of the ball and the robot;
• batteries information;
• ball engaged and visible;
• the actual Role and Behavior;
• the actual Team color and goal side;
• debug point.

The base station uses these information to perform the control and monitoring
of the robots.

4 Main Challenges and Requirements

The base station application must provide a set of tools to perform the activities
mentioned above. Regarding the control activity, this application must allow high
level control of the robots sending basic commands/information in particular the
Run and Stop commands, play mode, role assignment, etc.

This application must also provide a high level monitoring of the robots in-
ternal states, namely the position in the field, velocity, battery charge, among
other relevant information related with the robots and the game.

Furthermore, this application should provide an easy mechanism that can be
used to easily show a specific behavior of the robot, allowing debugging.

Besides that, the base station has a fundamental role during a game, while
receiving the commands from the referee box, translating them to internal game
states and broadcasting the results to the robots. During a game, no human
interference is allowed except for removing malfunctioning robots and re-entering
robots in the game.

The role of the base station during these phases, development and games,
demands the fulfillment of some requirements, being the most important the
following:
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Reliability / Stability: during the game, the base station is not accessible for hu-
man interaction of any kind and thus, it has to be a very robust application,
all team depends on that.

Usability: the information displayed in the base station should be easy to in-
terpret, allowing, for instance, a fast detection of a problem in a robot. It
should be possible to choose different levels of details in the displayed in-
formation. Moreover, the base station has to be easy to use, allowing an
intuitive management of the robots.

Adaptability: a robotic soccer team is in a permanent development stage, which
may lead to significant changes within a short period of time.

Specifically to each phase the base station should provide the following features:

– Development phase
Manual role assignment: acting as a cooperative team, each robot has a

specific role which is, during a real game, dynamically assigned. In the
development phase, it should be possible to manually assign a role to a
specific robot.

Local referee box: the base station should provide an interface widget to
emulate a real referee box in order to simulate events of a real game.

Visualization Tool: the application should provide a representation of the
field and the robots in that context. Moreover, some visual information
should be attached in order to improve the visual perception of the in-
ternal states of each robot.

Multi-windows solution: the application should be a multi-window environ-
ment, allowing the user to choose between different levels of information.
At least, three different levels of information should be provided: a work
level that presents the controls of the robots and basic status informa-
tion; a visual level that presents visual information of the position of the
robots and, finally a detailed level that shows all the information related
to the robots.

Adaptable windows geometry: the multi-windows system should adapt to
monitors with different resolutions. According to the new MSL rules,
the base stations of each team must use an external monitor provided
by the organizing committee.

– Game situation
Robust communication skills: the correct operation of the team during the

game is fully dependent on the communication between the robots, the
base station and the referee box. Hence, the base station should provide
a robust communication layer.

Automatic processing of the game states: the base station should process the
commands received from the referee box allowing the robots to change
their internal game states accordingly. One specific action should be the
changing of the field side at half time.

In the next section it will be detailed the approaches followed in the conception
of the CAMBADA base station in order to fulfill these requirements.
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5 The CAMBADA Base Station Approach

Regarding the challenges and requirements mentioned in the previous section, we
will detail the used approaches in the conception of the base station application.
We have divided, once again, the description in the mentioned activities in order
to more precisely describe the features implemented for each one.

5.1 Performing Control

Merging the available methods provided by the communication protocol of the
team we were able to implement a widget that allows an high level control of
the robots. In the Fig. 3 are shown the possible actions that can be used to
control the robots. All the actions were grouped to each robot and are accessible
in a delimited space in order to improve the usability. These actions represents
the enable/disable of each robot, the team color and goal color (in spite of the
current rules don’t specify goal colors, we decide keep it in order to facilitate the
monitoring process), the role of the player, the re-location button, the start and
stop that controls remotely the software in each robot and the bottom to launch
remotely the agent.

Additionally, were created two other widgets, one to control all the team and
one that implements a local referee box. These two widgets are shown in Fig. 4.

Fig. 3. Available controls and basic infor-
mation of one robot

Fig. 4. Local Referee Box and team con-
trols

5.2 Monitoring

Regarding the monitoring activity, we developed a visualization widget that
makes a representation of the field and the robots. This visualization widget
shows the robots number, position and orientation and the ball that each robot
view. Additionally was implemented a mechanism that allows to change the
orientation of the field, in order to turn possible to monitor the robots in any
position of the field, increasing the usability. In Fig. 5 are shown the visualization
widget and this described mechanism.
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The base station has three separated windows representing three different
levels of information. The main level shows the controls and relevant information
about the robots state, other window only shows the visualization widget (this

Fig. 5. Different views of the field. This mechanism allows the developers to adjust the
field orientation accordingly to their point of view of the field.

Fig. 6. The base station Main Window
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is the window to monitor the game, according with the new rules) and finally we
implemented a window with full information of the robots, all the information
available in the RTDB is shown in this window. In Fig. 6, 7 and 8 are shown
these three windows.

In order to perform debugging in the development phase, it was implemented,
in the visualization widget, a debug mechanism. Is possible to enable this mech-
anism writing in a specific field of the RTDB. This field is a vector with two
dimensions representing a position on the game field. There are one point of
debug per robot and if enabled in the base station this point can be shown in
the game field together with the representation of the robots. This point is free
to use and can represent whatever the developer wants. For instance, this point
was used to perform debug to the obstacles avoidance algorithm showing the
alternative target point calculated. In Fig. 9 are shown this debug mechanism.

Additionally, the third window, considered as the full information window,
allows to perform debug to the robot state, more precisely in the transition
between the roles and behaviors states.

Fig. 7. The base station Field View

Window
Fig. 8. The base station Info Window

Fig. 9. The 6 robots in the field and the respective debug point
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All the project were developed using the Qt [11] library using a modular
architecture. This increased the reliability and stability allowing to test each
module before the integration in the project.

6 Conclusion and Future Improvements

This paper presents the base station application of the CAMBADA team under
the perspective of a tool that can enhance the control and monitoring capabili-
ties of the team developers. During the paper, we reason about the importance
of these activities in the phases of development and during the games, high-
lighting the main challenges and requirements that this application presents.
Furthermore, we presented some main approaches used to solve the challenges
that were identified showing some features implemented.

The current version of the base station was tested in the Portuguese cham-
pionships Robótica 2008 and Robótica 2009, and in the world championships
RoboCup 2008 and RoboCup 2009, showing a high level of reliability and sta-
bility helping the team to achieve the successful results in these years.

Despite of these promising results, some work still has to be done, namely fu-
ture improvements in the development of new control capabilities allowing a low
level control performed by this application individually to each robot. This new
type of control will allow us to act directly on the main features of the robots,
like motor velocity, orientation, kick power, etc. To enhance the monitoring ca-
pabilities, we are planning to implement, in a first phase, new visual debugging
points, not only a numerical vector but also binary states (like semaphores). In
a second phase, we are planning to implement a reliable positioning debugging
based on image processing where static cameras will be used in the field with
the aim to provide reference information about the objects in the field (robots,
balls, obstacle, etc). This information will be used to validate the algorithms of
positioning of the team.

Also in monitoring, we verified some problems with the quantity of the infor-
mation displayed. It is planed in the future some improvements regarding a new
way of presenting the information in order to optimize the available space.
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Abstract. An architecture for the assignment of tasks in a multirobot system is
presented. The tasks arrival times and order are not known, and no statistical dis-
tributions are assumed. Furthermore, the execution of tasks cannot be preempted
and hard deadlines are imposed on both their assignment and conclusion times.
The architecture design is inspired by economic markets and a performance mea-
sure, similar to market prices, is introduced. A theoretical analysis of the archi-
tecture operation is presented and the results are applied to the dimensioning of
an active surveillance system for the UPC campus at Barcelona, Spain.

1 Introduction

An architecture for the assignment of tasks in multirobot systems is presented. The
target application is an active surveillance system for an urban environment. It is com-
posed by a set of cameras, at the top of the buildings surrounding the site, and a set of
mobile robots. When suspicious activities are detected by the cameras, mobile robots
are dispatched to investigate the locations. The robots are also requested to periodically
patrol the environment. The problem of computing optimal paths for the robots, given
the current detections, can be formulated as a kinetic travelling salesman problem, [1].
This is a very hard problem to solve and often heuristic methods are employed, [2].
Although the proposed solution is sub-optimal, it is robust to hardware and commu-
nication failures and does not require the knowledge of the robots state. In addition,
theoretical bounds on the architecture performance are presented.

The architecture is composed with two hierarchic levels, where at the bottom level,
mobile robots are organized in distinct groups and tasks are assigned within each group
in a centralized manner. Since groups may receive more tasks than others, the groups
can exchange tasks among themselves at the top level, in a decentralized fashion. The
tasks are assigned within a group and traded among the different groups using auction
protocols. These have been used in different robotic applications, for which a survey
can be found in [3]. In general assignment problems auctions have also been consid-
ered, [4,5]. The main advantages of auctions are their robustness to failures and reduced
computational and communication bandwidth requirements, [6,3]. In addition, the co-
ordination of the different system components is implicitly achieved using these proto-
cols. For instance, a camera can request a task from the set of robots without knowing
their state or the detections made by other cameras.

The concept of price is employed in market based architectures, but it is often deter-
mined a priori by the system designer, [3,5]. A measure denoted task price is presented

L. Seabra Lopes et al. (Eds.): EPIA 2009, LNAI 5816, pp. 310–322, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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in this paper, with the value determined through the spontaneous and unsupervised in-
teraction among the agents. Thus, the architecture can be identified with a catalaxy,
[7]. Since prices are formed “naturally”, they provide insightful information on system
state. This is an important contribution because events, such as hardware failures, can
be detected without the incorporation of specially designed mechanisms. Nevertheless,
it must be stressed that in this paper, the economic concepts are used only as metaphors.

The paper presents theoretical bounds for the assignment delay of tasks. The rela-
tions between the assignment delays and task prices, the number of robots, and the
architecture group structure are also discussed. This is another important contribution
to market based architectures since few bounds or metrics are known, [8,3,6].

The remainder of the paper is as follows. The architecture is described in Section
2 and the theoretical analysis is presented in Section 3. In Section 4, an application
example of the architecture is presented. Finally in Section 5 conclusions and future
research directions are discussed.

2 Control Architecture

Consider a multirobot surveillance system composed by a finite, heterogeneous set of
mobile robots, where each can execute a finite set of distinct tasks. The requests for the
execution of tasks originate from the sensors intruder detections and pre-defined patrol
route schedules. The process of generating these execution requests is exogenous to the
architecture and is not considered in this paper. It is assumed that the tasks arrival order
is not known, and that they can be executed in any order but cannot be interrupted. A
surveillance application is considered where tasks consist in the execution of paths, but
the architecture can be used in other applications if the task assumptions are verified.

A task is identified with the computer science concept of service, [9]. The execution
of tasks by the robots is determined by the task specific input parameters. Also, the
manner in which the task is executed is known only by the robots. These are only
required to respect the execution constraints, denoted the task contract.

Definition 1 (Task Contract). A contract for task τ is the tuple γτ = ( τ, ta, td, te ),
where: ta is the arrival instant of the contract, td is the assignment deadline and te is
the maximum task execution time.

The assignment of tasks must occur within a temporal window, the interval [ta, td],
because in surveillance applications the environment is not static. The intruders, for
instance, are not expected to remain idle. The maximum execution time is specified to
ensure that mobile robots eventually stop and become available to execute other tasks.
The task specific set of input parameters, such as the way-points in a patrol task, are
also part of the respective contract. These were not included in Definition 1 because
they are not relevant for the assignment of tasks.

The architecture basic unit is a group of mobile robots, denoted local market, com-
posed by an arbitrary number of robots that can execute the same set of tasks. The
group membership is static, limited to a single local market and defined a priori. The
task execution requests are received by a central processor in each group, denoted
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Fig. 1. Market-based task assignment architecture

the auctioneers. These can assign the tasks locally or trade them with other auctioneers.
A general view of the architecture is represented in Fig. 1, where the arrows indicate
the communication links.

2.1 Task Assignment in Local Markets

The problem is formulated as the assignment of contracts for non-preemptive tasks with
hard deadlines and unknown arrival times. The available robots and their location are
not known by the auctioneer. The computational complexity when the order of task ar-
rivals and the available robots are known is in general NP-Hard, [10]. The available al-
gorithms often require centralized coordination and computational resources. Although
the solution presented is also centralized, tasks can arrive in any order and the compu-
tational complexity is polynomial, see Sub-Section 2.3. The solution is also robust to
hardware and network failures in the sense that at least some contracts are assigned if
there are available robots. The disadvantage is that in general, the assignment solution
is not guaranteed to be optimal.

The task contracts arrive at any time instant, but are assigned periodically by the
auctioneer. The assignment period is Δ, and the assignment instants are represented by
the integer variable k. The auctioneers can have different assignment periods. The set
of contracts received, but not yet assigned, at time k is

W (k) = {γτ : γτ [ta] ≤ Δk < γτ [td]} (1)

where γτ [.] is the respective tuple component. The number of unassigned contracts is
w(k) and these are indexed by j = 1, . . . , w(k). The number of available robots at time
k is n(k), indexed by i = 1, . . . , n(k). A mobile robot is considered available if it is not
executing a task and can communicate with the auctioneer. The assignment of the con-
tracts in W (k) to the available robots is represented by the matrix Y (k). The element
yij is one if the i-th robot is assigned the j-th contract, and zero otherwise. In this paper,
the assignment cost function is a linear combination of (i) the robots estimated service
time for each contract and (ii) the contracts waiting time at the auctioneer, denoted their
assignment delay. A mixed linear integer program (MLIP) is formulated to compute the
optimal assignment solution Y ∗:
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max
∑

i

∑
j

cij(k) · yij(k)

s.t.∑
i

yij(k) ≤ 1, j = 1, . . . , w(k)∑
j

yij(k) ≤ 1, i = 1, . . . , n(k)

yij(k) ∈ {0, 1}

(2)

where cij(k) is an element of the matrix cost functional. The problem constraints state
that each contract is assigned to at most one agent and vice-verse. The cost of assigning
to the available i-th robot the j-th contract is

cij(k) = β(sij(k)) + (Δk − γj [ta]) (3)

where sij is the contract service time estimated by the mobile robot and β(.) is a
strictly monotonous, decreasing function with non negative output values. The term
(Δk − γj [ta]) is the assignment delay of the j-th contract. This value is known by the
auctioneer, but the robots service time is not because it depends on the robot state. The
number of available robots at time k is also not known by the auctioneer. The missing
information is obtained using an auction protocol.

Definition 2 (Local Market Auction Protocol)

1) At time k the contracts in W (k) are announced to the robots, by the auctioneer
2) The robots must bid with their estimated service times until time k + 1
3) The assignment solution is computed by the auctioneer at time k+1 and announced

to the robots that submitted bids

Proposition 1 (Local Market Assignment Delay). In the local market auction proto-
col, the assignment delay of any contract is always greater than Δ and in the worst
case it is at least 2Δ.

Proof. Consider a contract γj ∈ W (k), received in the interval [k − 1, k). Thus
γj [ta] = Δ(k − 1 + ε), with ε ∈ [0, 1). From the protocol definition it follows that
the contract is assigned at instant kj = Δ(k + 1 + θ), with θ ∈ Z0,+. The assignment
delay for this contract is

kj − γj [ta] = Δ(k + 1 + θ)−Δ(k − 1 + ε) = Δ(2 + θ − ε)

Thus, it is always greater than Δ if 0 < ε < 1 and at least 2Δ if ε = 0. ��

The main advantage of this protocol is that the auctioneers and the system components
that request the execution of tasks do not need to know the robots state or pose. Al-
though bids must be received within a limited time period, an universal clock source is
not required. Instead, a time-stamp is included by the auctioneer in the messages an-
nouncing the contracts. The time-stamp is returned in the robots bid reply messages and
the auctioneer can discard bids that are received out of time.
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The main disadvantage of the protocol is the delay in assigning contracts, which
is always greater than the assignment period. This value cannot be made arbitrarily
small because of transmission delays and the limited bandwidth of the communication
network. But the greatest limitation of this approach is that the auctioneer is a single
point of failure. The proposed solution to this limitation, is to create multiple local
markets with a small number of robots. In this manner, the failure of an auctioneer does
not completely disable the architecture.

2.2 Trading among Auctioneers

It is assumed that each auctioneer can communicate with some other auctioneers, de-
noted the neighbours. An auction protocol is used by the auctioneers to trade contracts
with the purpose of balancing the local markets workload. An efficiency measure for
local markets, denoted task price, is used by the protocol.

Definition 3 (Local Market Task Price). The price of executing contracts for task τ
in the local market with auctioneer l at instant k is

pl(k, τ) =
wτ

l (k − 1)
1 + yτ

l (k)

where wτ
l (k − 1) is the number of contracts waiting to be assigned and yτ

l (k) the
number of assigned contracts. The task prices are updated after the conclusion of each
local auction round.

From a perspective of economic science, task prices can be understood as resulting
from the law of supply and demand. The robots at each local market constitute the
supply of resources needed for the execution of contracts and the demand is formed by
the contracts waiting to be assigned. The task prices are higher in local markets with
fewer agents or more waiting contracts, all other things being equal. The prices can also
be seen as a measure on the “difficulty” of assigning and executing contracts for a task
at a local market. Thus, the auction protocol is designed such that contracts are sent to
the local markets of neighbours with lower task prices.

Definition 4 (Global Market Auction Protocol)

1) The neighbours of the auctioneer are informed of the local task prices
2) The neighbours must reply with their task prices, within a limited time period, Θ
3) The contracts to be traded are sent to the neighbours

The global and local auctions are conducted in parallel and only the contracts that
where not assigned after a local auction are traded with the neighbours. During the
global auction, the neighbours do not reply to other auctioneers or initiate their own
global auction. The protocol is repeated after a time interval with length σ, where
σ ∼ Unif(σmin, σmax). The value σ is denoted the global auction assignment in-
terval and the values are sampled at the end of each auction. If after this time, the
auctioneer is a participant in an global auction, it will wait for it to finish. The global
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market auction protocol described is similar to double auctions, [11], where any partic-
ipant can sell or buy goods. The main differences are that (i) the global market auction
is not centralized, (ii) participants can place offers asynchronously and (iii) multiple
global auctions can occur simultaneously.

The number of contracts to trade with a neighbour is determined as follows. Let x be
a neighbour of auctioneer l, being offered to buy contracts for task τ at price pl(k, τ).
The maximum number of contracts to send to the neighbour is nτ (x):

nτ (x) = max
n ∈ Z+,0

{
wτ

l (k − 1)− n

1 + yτ
l (k)

≥ wτ
x(k − 1) + n

1 + yτ
x(k)

}
(4)

The value nτ (x) is such that after the auction is concluded, the neighbours task prices
are not greater than those of the auctioneer. The number of contracts for task τ sold to
the neighbours are determined by the auctioneer l, solving the MLIP:

max
∑

x

rx · ux

s.t.∑
x

ux ≤ wτ
l (k)

ux ≤ nτ (x), ∀x ∈ N (l)
ux ∈ Z0,+

(5)

where ux is the number of contracts sold to neighbour x, N (l) is the auctioneer set
of neighbours and nτ (x) is the maximum number of contracts requested by neighbour
x. The cost values rx represent the price difference when one contract is sold by the
auctioneer to the respective neighbour.

Proposition 2 (Global Task Trading). Consider a global auction between auctioneer
l and the neighbours in N (l). Then for any neighbour x ∈ N (l), nτ (x) ≤ wτ

l (k−1)
2 .

Also, the contracts of tasks such that wτ
l (k − 1)− yτ

l (k) < 2, are not traded.

Proof. The first claim is a direct consequence of setting wτ
x(k− 1), yτ

x(k) and yτ
l (k) to

zero. In this case, the task price is zero at neighbour x and it is the highest possible at
the auctioneer l. The proof of the second claim is as follows. From Eq. 4, the number of
contracts requested by the neighbour x ∈ N (l) is the largest, non-negative integer nτ :

nτ ≤
yτ

l (1 + yτ
x − wτ

x) + m + myτ
x − wτ

x

2 + yτ
l + yτ

x

where m = wτ
l (k − 1) − yτ

l (k) and the indexes k are not shown for clarity. By con-
struction m is a non-negative integer value, because yτ

l (k) ≤ wτ
l (k−1). Otherwise the

auctioneer would assign more contracts than those waiting to be assigned. Similarly,
yτ

x − wτ
x ≤ 0. Thus, if m < 2 then nτ = 0. ��

Thus, no contracts are traded if auctioneers can assign locally all of their received
contracts. This is an important property because the assignment delay of the traded
contracts would otherwise be greater. The protocol also attempts to evenly distribute
contracts through all the neighbours in order to avoid flooding them with contracts.
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The coordination among the auctioneers is achieved in a decentralized and autonomous
manner without an external intervention. These properties are intrinsic to the global
auction protocol and the definition of task prices.

The main disadvantage of this protocol is that trading is only performed if two or
more contracts are unassigned. In the event that only one contract is not assigned, then
it may depart even if there where idle robots in any of the neighbouring local markets.
Another disadvantage is the increased assignment delay for the contracts that are traded.
This can be minimized by improving the communication infrastructure and reducing the
number of local markets.

2.3 Computation and Communication Complexity

The computational complexity of the architecture is understood to be the time required
by an auctioneer to solve each of the MLIPs, Eq. 2 and Eq. 5. The communication
complexity is the number of exchanged messages in each of the auction protocols.

Proposition 3 (Computational Complexity). The computational worst case complex-
ity for the local auction is O(η3), with η = max{n(k), w(k)}, and it is O(2|N (l)|) for
the global auction, with |N (l)| the cardinality of set N (l).

Proof. The MLIP of the local auction is a linear assignment problem, [12], and can thus
be efficiently solved with the Hungarian algorithm in O(η3), where η is the maximum
number of available robots and waiting contracts. The Hungarian algorithm cannot be
used in the global auction because a neighbour can request more than one contract. A
brute-force approach is to relax the integer constraint, ux ≥ 0. Then solve the resulting
linear program to obtain the optimal, relaxed solution u∗

x, which can be done in poly-
nomial time using an interior-point method. The optimal solution is then obtained by
evaluating all feasible solutions when rounding u∗

x to the two nearest integers, resulting
in a total of O(2|N (l)|) evaluations. For the bids evaluation, in the local auction proto-
col, at most all robots bid for all contracts. Thus O(n(k)w(k) evaluations are required.
Similarly, in the global auction protocol, at most all neighbours bid for all tasks, and in
the worst case there are O(|N (l)|) bids are submitted. ��

Proposition 4 (Communication Complexity). The number of exchanged messages is
O(n(k)w(k)+n(k)) for the local auction and O(|N (l)|+w(k)) for the global auction.

Proof. From the auction protocol definition, Def. 2, if all agents bid for all contracts
then a total of O(n(k)w(k) + n(k)) messages are exchanged between the auctioneer
and the robots. Similarly, in the global auction protocol all neighbours are informed
of the local task prices. If all reply with bids then O(|N(l)| + w(k)) messages are
exchanged. ��

Since the global auction optimal solution has an exponential complexity, an heuris-
tic procedure is instead used in practice. The first step is to organize all neighbours
x ∈ N (l), in ascending order of their respective cost values rx. The next step is to as-
sign to the first neighbour x′, the number of contracts given by: max{nτ (x′), wτ

l (k)}.
This step is repeated for the other neighbours, by their order, until no contracts remain.
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The only difficulty in this procedure is the initial sorting of the neighbours, which can
be accomplished with logarithmic complexity. Although the optimal solution is not
guaranteed, the heuristic solutions verify Prop. 2.

3 Control Architecture Analysis

The auctioneers in the architecture, serve as intermediaries between the system compo-
nents that request the execution of tasks and the mobile robots. Although the compo-
nents and the robots do not need to know the state of each other, an assignment delay
is introduced by the architecture. Thus, it is important to determine the impact of the
different parameters, such as the number of robots, in the assignment delay.

Proposition 5 (Number of Assigned Contracts). In local markets, the number of as-
signed contracts is always y(k) = min {w(k − 1), n(k − 1)}.

Proof. From the constraints of the MLIP in Eq. 2, the number of assigned contracts is
always equal or less than min{w(k − 1), n(k − 1)}. Since all available mobile robots
provide the same set of tasks, there are no negative entries in matrix C(k). Since it is
a maximization problem, the optimal solution is obtained when the number of assigned
contracts is greater or equal than min{w(k − 1), n(k − 1)}. ��

Proposition 6 (Number of Required Agents). Consider a local market with N mobile
robots and let their maximum service time for contracts of task τ be sτΔ, with sτ ∈ Z+.
The maximum number of contracts arrivals for task τ , per assignment period Δ, is
aτ ∈ R+. Then the assignment delay for any contract is equal or less than 2Δ iff
N ≥ Δ

∑
τ aτ (1 + sτ ).

Proof. Assume that for all contracts, the assignment delay is equal or less than 2Δ.
From Prop. 1 we have y(k) = w(k − 1), since all received contracts in period [k −
2, k−1) are assigned at instant k. Using Prop. 5 we have that w(k−1) ≤ N−n(k−1),
where n(.) is the number of busy agents. Let yτ (k) be the number of assigned contracts
for task τ . At instant k, the number of agents busy with contracts for task τ is nτ (k):

nτ (k) = nτ (k − 1) + yτ (k)− yτ (k − sτ )
. . .

nτ (k + sτ ) = nτ (k − 1) +
sτ∑
l=0

yτ (k + l)− yτ (k − sτ + l)

Since sτ is constant, we have nτ (k − 1) + yτ (k) =
∑sτ

l=0 yτ (k − sτ + l) and thus
nτ (k + sτ ) =

∑sτ

l=1 yτ (k + l). Since the assignment delay is equal or less than 2Δ,
for all k we have yτ (k) = aτΔ and nτ (k) = aτsτΔ. Proceeding similarly for the
other task types, we have n(k) = Δ

∑
τ aτsτ and the number of agents in the local

market is then N ≥ Δ
∑

τ aτ (1+sτ ). The proof in the opposite direction is as follows.
Assume that the number of agents is such that N < Δ

∑
τ aτ (1 + sτ ). Then some

contracts received up to, but excluding, k − 1 are not assigned at instant k. Because
otherwise w(k′) ≤ N − n(k′) for all k′ ≤ k − 1 and N ≥ Δ

∑
τ aτ (1 + sτ ), which

is a contradiction. Thus, these unassigned contracts can only be assigned at k + 1 or
latter and their assignment delay is greater than 2Δ. ��



318 N. Gonçalves and J. Sequeira

The lower bound presented in Prop. 6 is not tight because worst case service times
and arrival rates where assumed. In practice, and depending on the distribution of these
parameters, fewer agents may be used with an assignment delay almost always below
2Δ. An immediate application of Prop. 6 is to estimate the minimum required number
of agents, if the arrival rates and service times are known. Another use is to compare
the cost of using more expensive agents with lower service times versus the gain in
reducing the number of agents. Finally, Prop. 6 can be used to analyze the behavior of
the task prices.

Proposition 7 (Bounded Task Prices). Consider a local market with auctioneer l, and
assume that no tasks are traded with the neighbours and that the assignment deadlines
are much greater than the local auction assignment period Δ. Then

∀τ, pl(k, τ) < 1⇔ N ≥ Δ
∑

τ

aτ (1 + sτ )

Proof. If Prop. 6 is verified, then all waiting contracts at k − 1 are assigned at k and
yτ

l (k) = wτ
l (k − 1) for all tasks. The implication follows from the definition of task

prices, Definition 3. In opposite direction, the proof is as follows. If Prop. 6 is not
verified, then at least for one of the tasks, not all contracts are assigned within the
minimal delay. Then wτ

l (k − 1) > yτ
l (k) and p(τ, k) ≥ 1 for that task. Assume that

the contract assignment deadlines are sufficiently large when compared to the auction-
eer assignment period Δ. Then, from the assignment cost definition Eq. 3, the unas-
signed contracts are eventually assigned as soon as their delay is sufficiently large. But
then contracts for the other tasks will not be assigned and will also accumulate at the
auctioneer. If no contracts are traded with other auctioneers, eventually for all tasks
wτ

l (k − 1) > yτ
l (k) and p(τ, k) ≥ 1. ��

The task prices at a local market can be used to signal if the surveillance system opera-
tional assumptions are not verified. From Definition 3, it is clear that prices are equal or
greater than one if some contracts remain unassigned. This may occur due to hardware
or network failures which reduce the number of available robots, Props. 7 and 6. Also,
it can occur if the contracts arrival rate is greater than expected, Prop. 6. Although the
robustness to failures is increase if multiple local markets are used, this is at a cost of
an increase in the assignment delay for the traded contracts since they must also wait
for the start of a global auction.

Proposition 8 (Global Auction Initiation Delay). Consider a set of N auctioneers,
all neighbours of each other and assume that the assignment periods Δ are equal and
the global auction intervals σ are independent and identically distributed (i.i.d.). Then
an auctioneer l ∈ N , is expected to wait Θ · |N | · σmax+σmin

2 .

Proof. In the worst case, all auctioneers attempt to initialize a global auction at very
close time instants and an auctioneer l ∈ N , must wait for those that sampled lower σ
values. Since all σ are i.i.d. and sampled at the end of each global auction, the prob-
ability that auctioneer l must wait for m other auctioneers has a binomial distribu-
tion with p = σmax+σmin

2 . Assuming that the communication delays are small enough
when compared with the bid reply waiting time, then expected initialization delay is
Θ · |N | · σmax+σmin

2 . ��



Multirobot Task Assignment in Active Surveillance 319

−5 0 5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95100
10
15
20
25
30
35
40
45
50
55
60
65
70
75
80
85
90
95

C5 building C6 building

B5 building B6 building

A5 building A6 building

FIB Square

Fig. 2. URUS project urban scenario (the axes dimensions are in meters)

The organization of the mobile robots into local markets, and their neighbours, should
be decided based on Prop. 6 and Prop. 8. If all robots are grouped into a single local
market, then the assignment delay is minimized at the cost of introducing a critical
point of failure. In the other extreme, local markets can have only one robot but the
expected assignment delay is significantly increased. The trade-off between the two ex-
tremes is dependent on the communication infrastructure and number of mobile robots.
Nevertheless, the use of task prices is always available to signal anomalous situations
to human supervisors, Prop. 7.

4 Application Examples

The application of the architecture is exemplified to the urban environment of the URUS
project, [13], with a worst case analysis. The scenario is a square in the UPC campus
at Barcelona, Spain, with approximately 100 meters in each side and is represented in
Fig. 2. The robots navigate in this environment using the topological map superimposed
on Fig. 2, with 22 locations. The active surveillance system is composed by a set of cam-
eras place on the top of the site buildings and has available four Pioneer P3-AT mobile
robots to execute tasks. The robots maximum linear velocity is limited to 0.3m/s for
safety reasons and also to extend the battery life.

Consider the case where all robots belong to a single local market, with an assign-
ment period of Δ = 3s, and that the only task is the inspection of the suspect locations
detected by the cameras. Since the robots maximum velocity is 0.3m/s, at least 471.4s
are required for a robot to reach any arbitrary location if moving in a straight line. This
is not always possible and some extra time is also required for collecting images. There-
fore the maximum service time of the inspection task is empirically rounded up to 540s.
From Prop. 6, the assignment delay is less or equal than 2Δ if and only if the arrival
rate of inspection contracts verifies

ainspection ≤
N

Δ(1 + sinspection)
=

4
Δ(1 + 180)

=
0.0221

Δ
(6)

or approximately less than 26 contracts per hour. In practice much fewer detections are
expected and the robots can execute other tasks, such as patrol and battery recharge. A
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total of three patrol task are now included, the first two are requested every hour and
the other every two hours, a1,2 = 0.0025

Δ and a3 = 0.00125
Δ . In the first two patrols,

the robots must travel along each of the diagonals of the square, s1,2 = 158, and in
the other they must patrol the perimeter, s3 = 445. The robots use sealed lead-acid
batteries, which in our indoors laboratory endure approximately 4 hours but in urban
environments it can be substantially less. Suppose that human operators manually swap
the batteries of a robot in 5 minutes, at a central station located at southwest corner,
srecharge = 158 + 100. Two recharge tasks are also included, auctioned every two
hours, arecharge = 0.0025

Δ but are assigned only if the robots battery level is below
some threshold. With the additional five tasks, the system can handle inspection tasks
at a maximum arrival rate of 0.011

Δ , or approximately 13 per hour.
The worst case service time of the inspection task is large because robots must cover

the entire environment. Although the inclusion of more robots can reduce the average
service time, it will not reduce the worst case. Thus an alternative setup is to add four
more robots and divide the total in four identical groups, each responsible for the in-
spection tasks in a quarter of the environment. In this setup, the worst case travel time
of the robots is reduced to 117.85s. But since the other tasks are shared by all groups,
their assignment delay is expected to increase, Prop. 8, and the cameras must know the
local markets responsible for each quarter of the environment.

Another possible setup is to allow the robots to travel at the higher velocity of
0.5m/s. The worst case travel time is reduced to 282.84s but their batteries must be
replaced more often. Assume that the recharge tasks must now be auctioned at every
hour, the other tasks arrival rates remain unchanged and the inspection task service time
is empirically rounded up to 300s. Then the surveillance system can handle a maximum
arrival rate of inspection tasks of 0.023

Δ , or approximately 27 per hour. A higher rate is
obtained because with a higher velocity, all tasks are executed in less time. But this is at
the cost of greater mechanical tear and the need of more reliable collision and naviga-
tion algorithms. A similar procedure can be used to account for other tasks or different
setups. For instance, if the robots must charge their own batteries and thus wait a longer
period of time.

It must be stressed that the worst case was considered for all of the tasks parameters
and in practice, their values can be smaller. The worst case analysis is important to
surveillance systems because these are more exposed to the occurrence of unexpected
events, resulting in greater damages. The behavior of the architecture for the average
case can be analysed through simulation. This is not presented due to the lack of space
and also because reasonable values where used in the worst case analysis.

4.1 Surveillance Patrols

The performance of the architecture, with respect to the optimal solution, is evaluated
in a simple setup, where all the map locations must be visited in the shortest possible
time. The mobile robots start at location (2, 17), see Fig. 2, and their velocity is limited
to 0.3m/s. An inspection task contract is created for each location in the map, 22 in
total and the auctioneers assignment period is 2 seconds. The optimal minimum travel
distance is directly obtained by summing the distances between each neighbouring pair
of nodes but some pairs, (92, 17) and (87, 17) for example, are summed twice. The
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Table 1. Performance of the architecture, as a percentage of the optimal values

Surveillance System Setup Max. Individual Distance (%) Sum of Distances (%) Completion Time (%)
One local market, one robot 103.84 103.84 107.08

One local market, four robots 62.38 214.99 65.81
Two local markets, two robots each 62.88 199.35 46.47
Four local markets, one robot each 50.45 174.64 51.29
Four local markets, with failures 78.16 144.02 79.39

completion time is obtained by dividing the travel time by the robots maximum velocity.
In Table 1 is presented performance of different architecture configurations.

The last configuration in Table 1 is identical to the third, except that the robots are
inoperative in two of the local markets and they must thus trade their contracts.

The percentage of total travelled distance can be understood as measure of the task
planning quality. If the setup total travel time is greater than the optimal value, then the
robots passed more than once at previously inspected locations. Since the robots start at
the same location, the total travelled distance would always be greater than the optimal.
Nevertheless in almost all configurations the total travelled distance is much greater
than the optimal value. The percentage of the completion time can be understood as a
measure of the assignment delay introduced by the proposed architecture. It is visible
in Table 1 that the completion time is greatly reduced when multiple robots are used,
even with the occurrence of failures. These performance results where expected because
the auctioneers only attempt to reduce the latency time of the contracts. But because
auctioneers do not plan the contracts assignment order, the architecture is not suitable
for task planning purposes.

5 Conclusions and Future Work

An architecture for the assignment of tasks in an active surveillance system was pre-
sented. The architecture is organized in two hierarchy levels. At a lower level, a cen-
tralized task assignment approach is used, while at the higher level the approach is
decentralized. Since auction protocols are used to compute the assignment solutions,
the architecture is robust to failures, such as the breakdown of some robots. The two
protocols exhibit polynomial computational and communication complexities almost
always and a sub-optimal method was presented to efficiently compute the solution at
the higher level. A set of theoretical bounds where presented for the architecture assign-
ment delay. This could be further reduced if, for instance, the robots state was known by
the auctioneer or the distribution of the tasks arrival times is known. Nevertheless the
former would require a more reliable network with a higher bandwidth and the it would
only improve the assignment solution quality for the average situation. In addition, the
system performance in unusual operating conditions could be seriously degraded due
to these assumptions. A measure of the architecture performance, similar to economic
prices, was presented. A theoretical relation was shown between task prices and the
departure of unassigned task contracts. The measure is also used by the upper hierar-
chy level, to trade unassigned contracts among local markets. Furthermore, tasks prices
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can be used to detect anomalous operating conditions, such as an unexpected high ar-
rival rate of tasks. Future work includes (i) the design of a system supervisor using the
task prices as feedback information and (ii) further analysis of the architecture top level
operation.
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Abstract. This paper presents the team coordination methodologies of CAM-
BADA, a robotic soccer team designed to participate in the RoboCup middle-
size league (MSL). The coordination model extends and adapts previous work 
in the Soccer Simulation League to the MSL environment. The approach is 
based on flexible positionings and priority-based dynamic role/positioning as-
signment. In addition, coordinated procedures for passing and setplays have 
been implemented. With the described design, CAMBADA reached the 1st 
place in the RoboCup’2008 world championship, becoming the first Portuguese 
real robot team to win in RoboCup. Competition results and performance meas-
ures computed from logs and videos of real competition games are presented 
and discussed. 

Keywords: Multi-robot team coordination, strategic positioning, dynamic role 
assignment, coordinated procedures. 

1   Introduction 

As robots pervade different areas of human activity, researchers are naturally 
prompted to investigate how robots can cooperate in order to perform complex tasks. 
Moreover, progress in wireless communication technologies enables information 
sharing and explicit coordination between robots. These are basic capabilities needed 
to support sophisticated cooperation and coordination algorithms. Given this increas-
ing availability of robots and communication technologies, multi-robot systems have, 
in the last two decades, been receiving increasingly attention from researchers 
[2][6][25]. 

Multi-robot systems also present advantages with respect to single robots. First, 
some tasks are difficult or even impossible to be carried out by a single robot. In other 
cases, by providing a larger work force, multi-robot systems can carry out tasks faster. 
Multi-robot systems also facilitate scalability, as larger problems can often be solved 
by adding more robots to the team. Finally, through their inherent redundancy, multi-
robot systems offer robustness, as they may still work when a team member is dam-
aged or malfunctioning. 

The development of multi-robot systems raises many new research issues con-
cerned with how robots can coordinate their actions to carry out the assigned tasks as 
efficiently as possible. Among other issues, the following can be mentioned: How are 



324 N. Lau et al. 

different sub-tasks assigned to different robots [10]? How can different roles be as-
signed to different robots [19] [21][25]? If robots need to move in formation, how can 
it be controlled [5]? How can multi-robot plans be generated and/or executed [1]? 
Which information should robots exchange to enable coordination [13]? How can 
multi-robot systems be debugged [9]? 

The authors have been addressing several of these issues in the robotic soccer do-
main. In particular, the authors contributed to the development of CAMBADA, a 
RoboCup middle-size league (MSL) team (Fig. 1). The MSL is one of the most chal-
lenging leagues in RoboCup. Robotic players must be completely autonomous and 
must play in a field of 12m × 18m [16]. Teams are composed of at most six robots 
with a maximum height of 80 cm. Human interference is allowed only for removing 
malfunctioning robots and re-entering robots in the game. 

 

 

Fig. 1. CAMBADA robotic team 

Building a team for the MSL is a very challenging task. Robots must be robust, fast 
and possess a comprehensive set of sensors. At the software level they must have an 
efficient set of low-level skills and must coordinate themselves to act as a team. Re-
search conducted within CAMBADA has led to developments concerning hardware 
[4], computational and communications infrastructure [20], vision system [7], moni-
toring / debugging [9] and high-level deliberation and coordination [13]. This paper 
focuses on the last aspect, providing a detailed and up-to-date account of the currently 
used algorithms and their performance. 

The complexity of MSL explains why most teams have implemented relatively 
simple coordination capabilities. The more advanced teams achieve coordination 
through the assignment of different roles to the robots [3][19][27]. Typically there is, 
at least, an attacker, a defender, a supporter and a goalie. As perception and sensori-
motor capabilities become more sophisticated it will be possible to develop more 
sophisticated coordination algorithms. This trend is pushed further by the increase in 
team size (number of robots) as well as field size. A natural source of inspiration is 
the RoboCup Soccer Simulation League, where teams have been using coordination 
layers with strategy, tactics and formations [22][25], coordination graphs [12] and 
reinforcement learning [23][16]. 

CAMBADA participated in several national and international competitions, includ-
ing RoboCup world championships (5th place in 2007, 1st place in 2008, 3rd place in 
2009) and the Portuguese Open Robotics Festival (3rd place in 2006, 1st place in 
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2007, 2008 and 2009). This paper presents the coordination methodologies developed 
for RoboCup’2008. These methodologies largely explain the great success achieved, 
as the CAMBADA robots are among the slowest of the league. 

This paper is organized as follows: Section 2 presents the hardware and software 
architectures of CAMBADA players. Sections 3 and 4 describe the adopted coordina-
tion methodologies. Section 5 presents and discusses competition results and various 
performance measures. Section 6 concludes the paper. 

2   Hardware and Software Architecture 

CAMBADA robots (Fig. 1) were designed and completely built at the University of 
Aveiro. Each robot fits into a cylindrical envelope with 485 mm in diameter. The 
mechanical structure of the players is layered and modular. The lower layer contains 
motors, wheels, batteries and an electromechanical kicker. The middle layer contains 
the control electronics. The upper layer contains a laptop computer, a catadioptric 
omnidirectional vision system, a frontal vision system and an electronic compass. 

The robots use three Swedish wheels for holonomic motion, and move at a maxi-
mum speed of 2.0 m/s. This is less than many other MSL teams, which can currently 
move at speeds typically between 2.5 and 4.0 m/s (e.g. [18] [11] [24] [8]). Robots also 
carry encoders, battery status sensors and an IR ball presence sensor. 

The computational system in each robot is a set of processing nodes (small micro-
controllers plus a laptop) connected through a CAN bus. Communication within the 
team is based on standard wireless LAN protocol IEEE 802.11. The team receives 
referee instructions using a wired LAN TCP link. On the laptop, CAMBADA players 
run several software processes, for image acquisition and analysis, information inte-
gration, deliberation and communication with the low-level modules. The order and 
activation schedule of the processes is performed by a process manager [20]. 

The top-level processing loop starts by integrating perception information gathered 
locally from the vision processes, odometry, compass and ball presence sensors. All 
this information is stored in a shared data structure called Real-Time Data Base 
(RTDB). The RTDB has a local area, shared only among local processes, and a global 
area, shared with the other players. The global area is transparently replicated in all 
players in real-time. Self-localization uses a sensor fusion engine based on the pub-
licly available engine described in [14]. Compass information is used to resolve am-
biguities and detect self-localization errors. The final fusion step is to integrate local 
information with information shared by teammates. 

Deliberation in CAMBADA considerably relies on the concepts of role and behav-
ior. During open play, the CAMBADA agents use only four roles: RoleGoalie, Role-
Supporter and RoleStriker. Further details about the developed roles and respective 
coordination mechanisms will be presented in sections 3 and 4. 

Roles select the active behavior at each time step. Behaviors are the basic sensori-
motor skills of the robot, like moving to a specific position or kicking the ball. The set 
of behaviors that are implemented in the CAMBADA agent are adapted to its catadi-
optric omnidirectional vision and holonomic driving systems. In brief, the current set 
of behaviors is the following: 
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− bMove uses two symbolic parameters: the target position where to move; and the 
position which the player should be facing in its path to the target. This behavior 
may avoid obstacles and avoid the ball (used during the game repositions). 

− bMoveToAbs allows the movement of the player to an absolute position in the 
game field, and also allows the player to face any given position. 

− bPassiveInter moves the player to the closest point in the ball trajectory. 
− bDribble is used to dribble the ball to a given relative player direction. 
− bCatchBall is used to receive a pass. The player aligns itself with the ball path 

and, when the ball is close, moves backwards to soften the impact. 
− bKick is used to kick the ball accurately to one 3D position, either for shooting to 

goal or passing to a teammate. Polynomial functions, whose coefficients were de-
termined by experimentation, are used to compute kick power. 

− bGoalieDefend is the main behavior of the goalie. 

3   Positionings and Roles 

For open play, CAMBADA uses an implicit coordination model based on notions like 
strategic positioning, role and formation. These notions have been introduced and/or 
extensively explored in the RoboCup Soccer Simulation League [25][21]. In order to 
apply such notions in the MSL, some new algorithms had to be designed. The ap-
proach is presented in detail in this section. 

3.1   Formations and Strategic Positionings 

Formations are sets of positionings, where each positioning is a movement model for 
a player. The assignment of players to specific positionings is dynamic. Each posi-
tioning is specified by three elements: 

− Home position, i.e. the target position when the ball is at the centre of the field 
− Region of the field where the player can move, and 
− Ball attraction parameters, used to compute the target position of the player in 

each moment based on the current ball position 

Using different home positions and attraction parameters for the positionings allows a 
simple definition of defensive and attack strategic movement models.  Fig. 2 shows 
the formation of the team used in RoboCup’2008 for several ball positions.  

3.2   Roles in Open Play 

CAMBADA robots use three roles in open play: RoleGoalie, activated for the goal-
keeper, RoleSupporter and RoleStriker. RoleStriker is an “active player” role. It tries 
to catch the ball and score goals. 

Only one player at a time is supposed to run RoleStriker. The striker is helped by 
teammates that take on RoleSupporter [13]. Supporters keep their target positions as 
determined by their positioning assignments and the current ball position. As a result, 
supporters accompany the striker as it plays along the field, without interfering. When 
the striker cannot progress with the ball towards the opponent goal and the ball  
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remains behind the striker for more than some fixed time (e.g. 2 sec), supporters  
can take a more active behavior. In this case, the closest supporter to the ball also 
approaches the ball, acting as “backup striker”. 

 

Fig. 2. Target player positions for several different ball positions 

 

Algorithm: role and positioning assignment 
Input: POS - array of N positioning, BallPos - ball position 
Input/output: PL - array of K active players (K =< N)  
Local: TP - array of N target positions 
{ 
  clearAssigments(PL);  
  TP = calcTargetPositions(POS,BallPos);  
  for each POS[i], i ∈ 1..N, in descending order of priority  
  { 
    if there is no free player then return;  
    p = the free player closest to TP[i];  
    PL[p].positioning = i;  
    PL[p].targetPosition = TP[i];  
    if POS[i] has highest priority then PL[p].role= striker;  
      else PL[p].role = supporter;  
  } 
} 

 

Fig. 3. CAMBADA Positioning and role assignment algorithm 

3.3   Role and Positioning Assignment 

The play-on decision that assigns roles and positionings to the active players is per-
formed using a new algorithm that takes into account different priorities for the dif-
ferent roles and positionings, so that the most important ones are always covered. This 
is an important feature since the number of available players varies as a result of sev-
eral common situations in the MSL, namely hardware and software malfunctions and 
referee orders (see section 5.1 for concrete measures). 
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The role assignment algorithm is presented in Fig. 3. Consider a formation with N 
positionings and a team of K ≤ N available field players (goal-keeper is not counted). 
Firstly, the distances of robots to each of the target positions are calculated. Then the 
striker role is assigned to the robot that is closest to the highest priority strategic posi-
tioning, which is in turn the closest to the ball. From the remaining K-1 robots, the 
algorithm proceeds assigning the positionings, in priority order, to the closest unas-
signed robot to the associated target position. This algorithm may be performed by the 
coach agent in the base station, ensuring a coordinated assignment result, or locally by 
each robot, which may lead to some inconsistencies. In the latest competitions, posi-
tioning assignments were carried out by the coach at intervals of 1 second and the role 
assignments were individually carried out by each player. 

4   Coordinated Procedures 

Coordinated procedures are short plans executed by at least two robots. In some cases, 
these plans involve communication resulting in explicit coordination. In the case of 
CAMBADA, coordinated procedures are used for passes and set plays. 

4.1   Passes 

Passing is a coordinated behavior involving two players, in which one kicks the ball 
towards the other. Until now, MSL teams have shown limited success in implement-
ing and demonstrating passes. In RoboCup 2004, some teams had already imple-
mented passes, but the functionality was not robust enough to actually be useful in 
games [15] [26]. The CoPS and Tribots teams also support pass play [28][16]. 

Two player roles have recently been developed for coordinated passes in the 
CAMBADA team. In the general case, the player running RoleStriker may decide to 
take on RolePasser, choosing the player to receive the ball. After being notified, the 
second player takes on RoleReceiver. These roles were not used in real competition 
games in 2008, but they have been demonstrated in RoboCup’2008 MSL Free Tech-
nical Challenge. A similar mechanism has been used for corner kicks (see below). In 
the free challenge, several passes occurred until a position to score a goal was 
reached. The sequence of actions on both players is described in Table 1. The coordi-
nation between passer and receiver is based on passing flags, which can take the fol-
lowing values: READY, TRYING_TO_PASS and BALL_PASSED.  

4.2   Set Plays 

CAMBADA also uses coordinated procedures for set plays, in situations such as kick-
off, throw-in, corner kick, free kick and goal kick. Set play procedures define a se-
quence of behaviors for several robots in a coordinated way. For that purpose, the 
involved players take on specific roles. This role-based implementation of set plays 
not only was easy to integrate with the previous agent architecture, but also facilitated 
the test and tune of different plans allowing for very efficient final implementations. 
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Table 1. Coordinated action in a pass 

RolePasser RoleReceiver 
PassFlag ← TRYING_TO_PASS  
Align to receiver Align to Passer 
 PassFlag ← READY 
Kick the ball  
PassFlag ← BALL_PASSED  
Move to next position Catch ball 

 
RoleToucher and RoleReplacer are used to overcome the MSL indirect rule in the 

case of indirect set pieces against the opponent. The purpose of RoleToucher is to 
touch the ball and leave it to the RoleReplacer player. This scheme allows the replacer 
to score a direct goal if the opportunity arises. Two toucher-replacer procedures were 
implemented. In the case of corner kicks, the toucher passes the ball to the replacer, 
which catches it and shoots to the goal (pseudo-code in Fig. 4). The passing algorithm 
is as explained above. Another toucher-replacer procedure is used for throw-in, goal 
kick and free kick situations. Here, the toucher touches the ball pushing it towards the 
replacer until the ball is engaged by the replacer, then withdraws leaving the ball to 
the replacer. The replacer also moves towards the ball, waits that the toucher moves 
away and then shoots to the opponent goal. Both toucher and replacer position them-
selves on the shoot line, so that, as soon as the toucher moves away, the replacer is 
ready to shoot. For the kick-off, the procedure is the same, except that robots must be 
in their own side of the field. 

 
Algorithm: RoleReplacer // for corner kicks 
{ 
   if I have Ball then shoot to opponent goal 
   else if Ball close to me then move to Ball 
     else if Toucher already passed ball then catch Ball 
       else wait that Ball is passed 
} 

Fig. 4. Replacer role algorithm for corner kicks 

 

Fig. 5. Placement of RoleBarrier players 
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Finally, in the case of set pieces against CAMBADA, RoleBarrier is used to pro-
tect the goal from a direct shoot. The line connecting the ball to the own goal defines 
the barrier positions. One player places itself on this line, as close to the ball as it is 
allowed. Two players place themselves near the penalty area. One player is placed 
near the ball, 45º degrees from the mentioned line, so that it can observe the ball com-
ing into play. The last player position prevents progression of the ball through the 
closest side of the field. The placement of players is illustrated in Fig. 5. 

The assignment of the RoleBarrier, RoleReplacer and RoleToucher roles is exe-
cuted by sorting the agents according to their perceived distances to the ball and se-
lecting the closest ones, up to the maximum number of agents in each role. When 
selecting an exclusive role (ex: RoleReplacer) the agent looks at the other teammates 
role decisions and if it finds the same role in a player with a lower id it will not select 
that role. This assignment is always performed locally by each robot. 

5   Performance Evaluation 

The CAMBADA team participated and won the MSL world championship in Ro-
boCup’2008 (Suzhou, China, July 2008). Most performance evaluation results pre-
sented in this section were obtained by analyzing log files and videos of games in this 
championship. RoboCup’2008 competition results will also be presented. The logs are 
created by the coach agent. At 1 second intervals, the coach takes a snapshot of relevant 
information retrieved from each robot, including current role, strategic positioning, 
behaviour, self position and ball position. A software tool was developed to analyse 
game logs and extract relevant evaluation measures. As the CAMBADA team made it 
to the final, it was scheduled to play 13 games. One of them was not played due to ab-
sence of the opponent. For two other games, the log files were lost. Thus, the results 
presented below are extracted from log files of the remaining 10 games. 

5.1   General Game Features 

Three main classes of game states are open play, set piece against CAMBADA and 
set piece for CAMBADA. Table 2 shows the respective time distribution in percent-
age of full game duration, computed over the 10 game logs mentioned above. The 
time spent in set pieces, considerably higher than what might be expected, results 
from the dynamics in MSL games. In fact, robots fast moving capabilities (up to 
4m/s) and powerful ball kicking capabilities are not accompanied by sufficiently ef-
fective ball control capabilities, thus causing various types of set pieces. The time 
spent in set pieces justifies the investment in the development of the Replacer & 
Toucher combination in CAMBADA. A high efficiency rate in set pieces makes a 
real difference in the final team performance. 

Table 2. Time distribution for different classes of game states 

Game state Time (%) 
Open play 53.1 
Set piece for 21.5 
Set piece against 25.4 
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Another common feature in MSL teams is that, due to reliability issues, the number 
of playing field robots is often less than the maximum of five. Table 3 shows the 
average percentage of game time (in the 10 mentioned game logs) for different num-
bers of playing field robots in the CAMBADA team. 

Table 3. Percentage of game time for different numbers of playing field robots 

 #running robots 
 0 1 2 3 4 5 
Time (%) 0.3 4.5 3.5 16.1 39.3 36.3 

 
The average number of running field robots for the CAMBADA team was 3.98. 

This reveals the reliability problems that were experienced mostly in the beginning of 
the championship. These were solved to some extent during the championship and 
reliability improved in later games. In the final game the average number of running 
field robots was 4.33. 

Capabilities for shooting to goal, although not directly based on coordination 
methodologies, are essential for a team’s success. Fig. 6b shows the location from 
where the ball was shot to goal in the RoboCup’2008 MSL final (CAMBADA-
TechUnited). CAMBADA showed good scoring abilities in the competition. Table 4 
shows the results of all the shots made in the final game within 9 meters of the oppo-
nent goal (for larger distances, a shot doesn't have enough power to pose a real threat 
to the opponent team). A total of 15 shots were made, of which 1 was missed, 1 hit 
the post and another hit the bar. The remaining 12 hit the intended target within the 
goal. This gives an accuracy rating of 80%. From all the 15 shots made, 7 resulted in 
a goal being scored. This gives a goal scoring success rate (within 9 meters) of 46.7%. 

 

 

Fig. 6. Shoot locations in the final CAMBADA (black, on the left) - TechUnited (white, on the 
right) game in RoboCup 2008 (shoots are circles and goals are sun-like forms) 

Table 4. Goal scoring performance 

Result Number 
Missed 1 
Post/bar 2 
Defended 5 
Goal 7 
Total 15 
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This high success rate is the result of accurate ball placing when kicking. In 5 of 
the 7 scored goals, the goalkeeper was actually well positioned and in the path of the 
ball. However, the accurate calibration and power selection for each kick made the 
ball reach the opponent goal at an height slightly above 80 cm which effectively 
caused it to go over the goalkeeper, and creating a shot that is very difficult to defend. 

5.2   Roles and Behaviors 

Table 5 shows the average percentage of time any given player spends in each role, 
with respect to the total time the player is active in each game. It can be observed that 
players spend a considerable amount of time (45.2 %) as RoleSupporter. This is to be 
expected since there may be up to 4 players with the Supporter role in open play, 
while there is at most one player acting as RoleStriker. This largely explains why the 
RoleStriker time is approximately 1/4 of the RoleSupporter time. The small deviation 
from the exact 1/4 relation is explained by two main factors: first, RoleSupporter is 
also taken by some players during set plays for CAMBADA; and, second, the number 
of field robots is often less than the maximum of five, as described above. 

Table 5. Average time (± standard deviation) spent by players in different roles (in %) 

Role  % Time 
RoleStriker 10.4 ± 5.2 
RoleSupporter 45.2 ± 10.0 
RoleToucher 5.9 ± 4.1 
RoleReplacer 5.6 ± 4.6 
RoleBarrier 28.4 ± 6.5 
RoleParking 4.4 ± 6.4 

 
It can also be seen that more time is spent in set plays against CAMBADA (28.4%, 

since usually four players take the Barrier role in these situations) than in set plays 
against the opponent (11.5% in Toucher and Replacer roles). RoleParking moves 
robots outside of the field at the end of the first half and at the end of the game 

A more in-depth perspective is given by Table 6, which shows the role time distri-
bution across the three classes of game states. It can be seen that in open play basi-
cally only RoleStriker and RoleSupporter are used. In set pieces for CAMBADA, 
players take the roles of RoleReplacer, RoleToucher and RoleSupporter. In set pieces 
against CAMBADA, all field robots act is RoleBarrier. Underlying the numbers in 
Table 6 is the fact, already mentioned above, that CAMBADA had an average of 
nearly 4 field players. That explains why the time spent as supporter in open play is 
approximately 3 times that of striker, and the time spent as supporter in set pieces for 
CAMBADA is approximately 2 times that of toucher or replacer. 

Table 7 shows the average percentage of time any given player spends running 
each implemented behavior. The second column of the table shows such percentages 
irrespective of the role taken. The third column shows the percentages of time consid-
ering only the periods in which players acting as RoleStriker. 
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Table 6. Average time spent by players in different roles (in %) for different game states 

Role  Open play Set piece for Set piece against 
RoleStriker 24.3 0.3 0.4 
RoleSupporter 75.3 51.5 0.3 
RoleToucher 0.4 23.7 0.0 
RoleReplacer 0.0 24.5 0.0 
RoleBarrier 0.0 0.0 99.3 

Table 7. Average time (± standard deviation) spent by players running different behaviors 

Behaviour %time (any role) %time (Striker) 
bMove 4.9 ± 3.0 43.7 ± 4.4 
bMoveToAbs 74.7 ± 12.6 25.3 ± 4.7 
bDribble 1.4 ± 1.2 13.4 ± 4.5 
bKick 1.8 ± 1.5 14.6 ± 7.7 
bCatchBall 0.2 ± 0.3  

 
These values highlight the specificity of RoleStriker: much less time moving to ab-

solute positions, since the striker most of the time ignores its strategic positioning 
assignment; much more time in moving (to the ball), dribbling and kicking. 

5.3   Coordination 

In the final game of RoboCup’2008 (CAMBADA-TechUnited), the ball was in the 
opponent’s side 73% of time, mainly in the centre of the field towards the opponent’s 
side. This results from the effectiveness of the CAMBADA’s coordination approach. 

Some measures of coordination performance have been extracted. According to the 
logs, players change roles 2.02±1.02 times per minute. As role assignment is distrib-
uted (implicit coordination), it occasionally happens that two players take on 
RoleStriker at the same time. On average, all inconsistencies in the assignment of the 
Striker role have a combined total duration of 20.9±27.4 seconds in a game (~30 
minutes). The high standard deviation results mainly from one game in which, due to 
magnetic interference, localization errors were higher than normal. In that game, role 
inconsistencies occurred 45 times for a combined total of 101 seconds. 

Concerning strategic positionings, relevant mainly to supporters, the average dis-
tance of the player to its target position is 1.38±0.48 m. The strategic positioning 
assignment for each player is changed on average 9.83±2.23 times per minute. 

As the CAMBADA players do not track the positions and actions of the opponent 
players, it is not possible to compute an exact measure of ball possession. However, 
the game logs enable to compute related measures, as shown in Table 8. The closest 
player to the ball is at an average distance of 1.2m from the ball (the field is 18m × 
12m). The ball is perceived by at least one robot of the CAMBADA team 91.7% of 
the time. The ball is engaged in a robot’s grabber device 9.8% of the time. 

Some additional analysis was carried out based on the log of the final game. Ta-
ble 9 provides information on set pieces, identifying the total number of times each 
set piece was executed as well as the number of times it was correctly executed. 
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Table 8. Measures related to ball possession (average ± standard deviation) 

Measure Value 
Average minimum distance to the ball (meters) 1.246 ± 0.325 
Average time with ball visible (%) 91.7 ± 3.5 
Average time with ball engaged (%)  9.8 ± 4.7  

Table 9. Set-piece performance in the final game 

Set piece #Occurrences #Correct 
Kick-off 2 2 
Free kick 1 1 
Throw-in 6 5 
Goal kick 10 8 
Corner kick 2 2 
Total 21 18 

 
In 21 set pieces, 18 were correctly executed (85.7%). The failed throw-in occurred 

due to magnetic interference in one area of the field, causing the robot to mislocalise 
itself. The two missed goal kicks occurred because the robot acting as RoleToucher 
movement, while pushing the ball towards the Replacer, wasn't accurately aligned and 
did not succeed in delivering the ball to the Replacer. This can be due to some small 
localisation errors experienced near the goal kick marker. 

Table 10 provides information on goal scoring success in set piece situations in 
which the set piece procedure was correctly executed and the distance to the opponent 
goal was less that 9 meters. In the 6 set pieces for CAMBADA carried out under these 
conditions, 4 resulted in a goal being scored. This is a very good success rate. It 
should be noted that from the 7 goals scored in this game, 4 resulted from set pieces. 
This shows the importance of having accurate, reliable and swift set pieces in MSL 
games. These high values were observed consistently throughout the whole champi-
onship. They were crucial in the team’s success, proving to be a powerful asset for 
achieving victories. 

Table 10. Set-piece performance 

Set piece Occurrences Success 
Kick-off 2 2 
Free kick 1 0 
Throw-in 3 2 
Total 6 4 

5.4   Competition Results 

Table 11 presents the competition results of CAMBADA in RoboCup’2008. The team 
won 11 out of 13 games, scoring a total of 73 goals and suffering only 11 goals. 
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Table 11. RoboCup 2008 competition results 

 #games #goals scored #goals suffered #points 
Round-robin 1 5 41 2 15 
Round-robin 2 4 16 3 9 
Round-robin 3 2 5 2 3 
Semi-final 1 4 3 3 
Final 1 7 1 3 
Total 13 73 11 33 

6   Conclusion 

The paper presented and evaluated the coordination methodologies of the CAM-
BADA team, the current world champion in RoboCup’2008 MSL. 

During open play, an implicit coordination approach, based on role assignment, 
formations and flexible positionings, is used. The positioning of the team adapts to the 
external conditions and has maintained a strong defense and a good backup to striker 
role during the competition. In particular, although robot malfunctions decrease the 
number of field players, the dynamic positioning/role assignment algorithm maintains 
a competitive formation. This can be seen, not only from the competition results, but 
also from the detailed analysis of game logs and videos presented in the paper. More 
importantly, these results were obtained despite the fact that CAMBADA robots 
clearly move at low speed (2m/s), when compared to most of the main competitors.  

The development of predefined role-based set plays proved to be very efficient 
both during the development phase, and during their execution in games. More than 
half of the 73 scored goals are direct result of these set plays. 

One of the most significant aspects of this work is the integration of these coordi-
nation methodologies in a complex multi-robot system and their validation in the 
challenging RoboCup MSL competition. This contrasts with other approaches which 
are validated in controlled robotic environments, if not in simulation. 
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Abstract. Robots need to ground their external vocabulary and inter-
nal symbols in observations of the world. In recent works, this prob-
lem has been approached through combinations of open-ended category
learning and interaction with other agents acting as teachers. In this
paper, a complementary path is explored, in which robots also resort
to semantic searches in digital collections of text and images, or more
generally in the Internet, to ground vocabulary about objects. Drawing
on a distinction between broad and narrow (or general and specific) cat-
egories, different methods are applied, namely global shape contexts to
represent broad categories, and SIFT local features to represent narrow
categories. An unsupervised image clustering and ranking method is pro-
posed that, starting from a set of images automatically fetched on the
web for a given category name, selects a subset of images suitable for
building a model of the category. In the case of broad categories, im-
age segmentation and object extraction enhance the chances of finding
suitable training objects. We demonstrate that the proposed approach
indeed improves the quality of the training object collections.

1 Introduction

In robotics, as in human cognition, reasoning and communication are activities
that involve the manipulation of symbols. Symbols must ultimately be grounded
in categories learned through observation, sensorimotor experience and interac-
tion with other agents [1][6][13].

This paper focuses on category learning and symbol grounding through visual
perception. This is relevant for grounding the names of (or internal symbols used
to refer to) physical objects. In the computer vision literature, this problem has
been normally addressed through approaches based on gathering training ex-
amples for a pre-defined set of categories, running an algorithm to induce some
knowledge about the categories and, finally, testing the induced knowledge on a
set of unseen cases [5]. A recent exception is the approach of [18], in which an
incremental version of Support Vector Machines is used to acquire visual cate-
gories. In the context of human-robot interaction, some recent approaches also
explore the combination of incremental learning and interaction with teachers
to ground vocabulary about physical objects [11][12][13][14].
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c© Springer-Verlag Berlin Heidelberg 2009



Semantic Image Search and Subset Selection 339

In a technological world with endless information resources easily accessible,
the dynamic combination of direct perception of the environment and human-
robot interaction can be complemented by unsupervised semantic searches e.g.
on the Internet. The present paper explores this complementary path. Specifi-
cally, the paper focuses on semantic retrieval of images (from the Internet) and
unsupervised image subset selection for visual category learning.

This work was carried out in the context of the development of UA@SRVC, a
software agent that participated in the Semantic Robot Vision Challenge (2nd
edition, Anchorage, Alaska, July 2008, sponsored by NSF and Google). In this
challenge, the competing agents are initially given a list of names of categories
(e.g. ’coffee cup’ or ’Coca Cola can’). Spelling of these names follows some con-
ventions: proper names have their first letter capitalized; common names are
given in lower case; titles of books, films, etc., are given between quotes. In a
learning phase, agents can search for information about the categories on the In-
ternet. In the performance phase, they will have to search for specific instances
of the categories in an environment prepared by the SRVC organizers (or, in
the case of software agents, in images of that environment). Other aspects of
UA@SRVC are presented in a separate paper[10].

The work presented in this paper is concerned with the Internet search phase.
The basic problem addressed here is the following: given the name of a category
of objects, gather a set of representative instances of that category and build a
model that can be used later to recognize other, previously unseen, instances.

This is a case of unsupervised learning from uncategorized images [5][4] (as
opposed to learning from labeled training data[19]): we cluster the images to-
gether according to their visual similarities. Several approaches for automated
subset selection (or ranking) of uncategorized images exist. In [17], a method
to filter Internet image search results based exclusively on visual content is in-
troduced. Inconsistent or strange images are iteratively removed until the k -
Nearest-Neighbor strangeness measure drops below a threshold for any of the
remaining images. In each iteration, the same measure is used to choose the
image that should be removed. A visual model learning method, applied to im-
ages obtained via Google, was proposed by [2]. Firstly, the query is translated to
multiple languages. Then, using multiple-topic pLSA methods, image category
models are learned. The same authors [3] had previously developed a method
for visual category filtering on Google images, by identifying visual consistencies
in the images and using that information to rank them.

The sparse multiple-instance learning (sMIL) approach [16] divides training
images into positive and negative bags. Positive bags are those that contain at
least one positive instance, while negative bags contain only negative instances.
The classifier can discriminate the positive from the negative instances, even
if their sparsity in the positive training bags is high. To discriminate between
positive and negative bags, an objective function is used to determine a decision
boundary, taking into account that the positive bags can be randomly sparse.
It’s assumed that images retrieved from the Web contain at least one category
instance, thus forming a positive bag. In [7], the authors use the first 15 images
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returned by a search engine as the seed of a category, to learn a Hierarchical
Dirichlet Process category model. This model is then used to classify additional
images. When these are positively classified they are also incorporated in the
model.

Figure 1 illustrates the flow of information in the category learning module
that was developed for the UA@SRVC agent. The agent takes as input a cate-
gory name (or a list of category names) and starts by searching and retrieving
images from the Web, using queries containing that category. In the case of
broad categories, these images suffer a process of object extraction, in which
images that contain more than one object are segmented into sub-images and
noise is discarded as much as possible. Ideally, each sub-image should contain a
single object. After this initial pre-processing step, we select a subset of images
for training. The goal is to discard as many unrepresentative images as possible,
while keeping a good set of category instances. The learning phase is concluded
by building models for the categories that are invariant to scale, rotation and,
to some extent, deformation.

Fig. 1. System overview

The paper is organized as follows: Section 2 describes image retrieval and
pre-processing. Section 3 describes the used representations. Section 4 describes
the unsupervised subset selection approach that is proposed. Section 5 describes
the experiments that were carried out to evaluate subset selection performance
and the results obtained. Finally, section 6 concludes the paper.

2 Image Retrieval and Pre-processing

Images are initially searched and retrieved using Google. Since many of these
images may contain several (possibly irrelevant) objects, these objects are ex-
tracted and separately considered.

Image search and retrieval. A Perl script, developed based on the WWW::
Google::Images module, was used to retrieve a set of images from the Internet
using the Google search engine. Only JPG images with a maximum width of
1200 pixels are retrieved. The maximum number of downloaded images is 20
for specific categories and 40 for general categories. If more images than the
maximum are found, only the best images, according to the Google ranking, are
used.
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General categories are searched with a query beginning in allinurl:, meaning
all query words must be found in the image URL. Since, for the most part, general
categories don’t have many words in their name, we maximize the chances of
retrieving good images if we force the name to be in the URL. If a search for a
specific category doesn’t retrieve the maximum number of images and the query
contains quotes, then a new search is conducted, removing the quotes from the
query. Since we don’t use color information, when a search for a general category
doesn’t return the maximum number of images and the category name has a color
in it (e.g. “red apple”), a new search is conducted, removing the color information
from the query. When searching for a general category, if the maximum number
of images is not reached, a new search is conducted, removing allinurl: from the
beginning of the query. Note that this can happen after the removal of the color
information from the query.

Object Segmentation and Extraction. When processing a retrieved image,
the agent must check if the image contains objects other than the intended. An
image with several objects, for example, will produce a shape representation
that can’t be used for anything useful, unless the goal is to detect those objects
in the same relative positions in other scenes. These problems are solved by
object segmentation and extraction. Due to space limitations, only a very coarse
description of the used method will be provided here.

The image is first smoothed by using a Gaussian filter to reduce noise. A
Canny edge detector is used to find the edges. The result is a set of white
pixels over a black background. Next, the detected edge pixels are followed,
trying to isolate individual objects. After detecting a pixel at the boundary of
an object, region growing is used to extract its shape. The neighboring pixels of
the detected pixel are scrutinized to determine if they should be added to the
object being segmented, i.e., if it’s also part of the contour. If a bifurcation is
reached, its localization is saved and one of the branches is followed. When this
path terminates, the process backtracks to the last found bifurcation and takes
the unexplored branch.

After the contour is established, its extreme coordinates (bottom, top, left and
right) are determined. In a first scan, if a pixel is determined to be inside the
contour window and it has white pixels below, above and at both sides, then it’s
also marked as white. In a second scan, pixels that are inside the same window
but are black are also added to the shape if the majority of their 8 neighbors is
white. This is useful because a shape is not always defined by connected edges.
In fact, there are several possibilities for a contour to be a candidate object or
object part, as seen in Figure 2.

If we start in a point and end up in the vicinity of the same point (Figure
2(a)), or if the edge leads to the image boundary (Figure 2(b)) or if it is not
continuous but defines an area (Figure 2(c)) then it’s possible that this edge
defines an object or a component of one.

The next step is the aggregation of edges potentially belonging to the same
object. Since an edge doesn’t necessarily define an object, edges are grouped
together according to the average distance of their pixels to their geometric
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Fig. 2. Extraction cases. These are the basic cases we might encounter while extracting
the objects. (a) The object has a defined an continuous contours. (b) The object con-
tours touch the image edges and are continuous. (c) The contours are not continuous.

centers, GC, and the distance between geometric centers. If the distance between
the GCs of the edges is smaller than the sum of the average distances of their
respective pixels to their GCs multiplied by a constant factor k1, then the edges
are aggregated and count as a single object. This is an iterative process, which
stops when no more edges can be aggregated.

Finally, two filtering operations are carried out. The first will identify and
remove small objects, which are likely to be noise. The other filtering step consists
of removing the objects with a number of edge pixels clearly above average, which
most likely are cluttered images.

3 Representations and Similarity Measures

Broad and narrow categories. The UA@SRVC agent divides categories into
two main groups: broad (general) categories, whose instances can exist in a
wide variety of forms and narrow (specific) categories, whose characteristics are
regular and well defined, therefore resulting in high intra-category similarity.
Broad categories are identified by common nouns in natural language (e.g.: chair,
table, etc.). Narrow categories are identified by proper nouns (frequently brand
names) or quoted expressions.

The need for this distinction between broad and narrow categories arises from
the fact that some methods are more suited to broad categories while others are
more suited to specific categories[10]. For instance, SIFT [9] local features are
highly distinctive and are, therefore, very useful for modeling narrow categories,
that are rich in descriptive features and with low intra-category variation. How-
ever, they fail on more general categories, low in descriptive features and with
high intra-category variation. In contrast, shape representations are good for
representing the common features of objects in broad categories, but may fail to
capture the distinctive details in narrow categories. In this work, we use a global
shape representation for broad categories and a SIFT-based representation for
narrow categories.
1 In the current version, the multiplicative factor k has the value of 1.0.
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Global shape context. The used shape representation is a polar histogram
of edge pixels[10]. A frame of reference is located at the geometric center of the
object. Then, the space around the centre up to the most excentric pixel of the
object is divided into a slices (angle bins) and d layers (distance bins)2. The
intersection of slices and layers results in a polar matrix (Figure 3) that will
be mapped to a 2D histogram counting the number of pixels in each cell. This
histogram is finally normalized by dividing the counts for each cell by the total
count. The histogram is built in O(n) time, where n is the number of edge pixels.

Fig. 3. Shape Context as a global descriptor

The proposed representation is translation invariant since it’s computed in a
frame of reference centered in the object. It is also scale invariant because the
histogram is normalized by the radius of the minimal circle enclosing the object
and centered in its geometric center. The histogram itself is not invariant to
rotation. To make a rotation invariant matching possible, we rotate one of the
histograms a times while comparing the two shapes. The lowest distance is the
one used to calculate the similarity between the two shapes.

The χ2 distance is used to represent the distance between the histograms. For
further details, including comparative performance evaluation, see [10].

SIFT local features. As mentioned above, the UA@SRVC agent represents
objects in ”narrow” categories through sets of local features extracted by SIFT
(Scale Invariant Feature Transform) [9]. SIFT produces highly distinctive image
features that can be used for matching objects with different scales, positions
and orientations, as well as with some variations in illumination. These features
are computed in reference frames aligned with image gradients.

When matching two objects, the features in each of them are paired according
to a nearest-neighbor criterion. Then, instead of using a global threshold to
discard matches, the distance to the nearest neighbor and to the second nearest
is compared. If the ratio between the former and the latter is greater than 0.35,
the pair of features is rejected. Finally, similarity between two objects is given
by the number of accepted pairs of features.
2 a=40 and d=10 were used.
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As similarity computation does not depend on object segmentation and ex-
traction, such pre-processing is not used in categories processed by SIFT.

Category representations. Broad (or general) categories are represented by
the sets of objects that were selected, where each object is represented by its
global shape context. Narrow categories are represented by the concatenation of
the SIFT features of each individual object selected for that category.

4 Unsupervised Subset Selection

Image sets retrieved from the Web for a category will always have an amount
of noise. This section presents an unsupervised method for selecting a subset
of representative images, discarding those irrelevant or noisy. The approach is
based on repeating a basic clustering algorithm a number of times and ranking
images based on how often they were included in the largest cluster.

Object clustering algorithm. An unsupervised clustering process is con-
ducted over the images obtained through the Internet search and pre-processing
steps. Clustering the images according to their similarity usually results in: a
large cluster with most of the good representatives of the target category (i.e.
images containing true instances of the category and with little noise); several
other (usually smaller) clusters with various outliers. The larger the percentage
of good images in the initial set, the higher is the probability that the largest
cluster actually contains good representatives of the target category.

Clustering is done using the k-means [15] algorithm with Lloyd’s iterative re-
finement heuristic [8] and some additional modifications designed to solve our
problem. Lloyd’s heuristic starts with seeding a number k of clusters by ran-
domly selecting k images from the initial set of N images, where k < N . Then,
the remaining N−k images will be added to the closest clusters. Since the object
representations described above are not organized in vector spaces (the number
of extracted SIFT features varies from object to object and the matching of
shape contexts requires rotation), the used clustering algorithm does not com-
pute centroids. Instead, the proximity of an object to a cluster is evaluated by
average similarity to the members of the cluster (the similarity measures were
identified in the previous section).

After setting up this initial group of clusters, the iterative refinement process
starts. In each iteration, for each object, the average similarity to the remaining
members of its current cluster and the average similarities to the members of the
remaining clusters are computed. If the minimum value is obtained for a cluster
that is different from the current cluster of the object, the object is moved to
that cluster. The process terminates when a complete iteration is run without
transferring objects between clusters. A post-processing step makes sure there
is only one cluster with the largest number of objects. If there is a tie between
two or more clusters, the cluster having the closest non-member will receive this
extra object, therefore becoming the single largest cluster.
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Object ranking and selection. The basic clustering algorithm just described
is run for different values of the number of clusters, k. It starts with N/4 and
incrementally gets to N/2−1. Since randomness leads to variations in the clusters
produced in each run, the whole process described until now is repeated a certain
number of times, K, to provide a reliable sampling3. The total number of runs
is then K × (N/2−N/4).

The number of times, Xi, each object i was included in the main cluster
in these runs is updated after every run. At the end, the images are ranked
according to Xi. The final selection is determined by going through the images
in descending order of Xi and adding them to the selection while the following
condition holds:

S∑
s=1

Xi(s) < η ×
N∑

i=1

Xi (1)

where S is the number of images included in the selection, s is a rank position,
i(s) identifies the image in rank position s, and η ∈ [0, 1] is the reject threshold4.
When the selection process terminates, the remaining N−S images are assumed
as noisy/irrelevant and therefore discarded.

5 Performance Evaluation

Images retrieved from the Web are matched among themselves and clustered,
using the modified K-means algorithm described above, to select a subset that
correctly represents the target category. Before this selection, we perform a man-
ual, visual analysis of the retrieved images and count how many of them con-
stitute suitable training images to build a correct model of the category. In the
case of shape-based subset selection, images containing several instances of the
target category, or with highly stylized objects, or with high background noise
around the contours, or not containing any instance of the category are not good
training images.

Building a good SIFT model for an object doesn’t require such a strict se-
lection as is necessary for a good shape model. First, since SIFT is used for
specific categories, it will already start with some advantage. Furthermore, be-
cause SIFT is tolerant to occlusion, noise, etc., an image can have a partially
hidden, deformed or not alone object and still be useful for building a model.

We compare the percentage of good images in the original set with the per-
centage of good images in the selected subset to determine if improvement exists.

Shape-based subset selection without object extraction. A total of 31
categories (some of which were used in SRVC’2007 and ’2008) were selected
to benchmark the subset selection based on shape analysis. For each of these
categories, 37 images, on average, were retrieved from the Internet. Only 40% of
the retrieved images could be considered good for training.
3 K = 100 was used in the implementation.
4 η = 0.85 was used in the implementation.
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After selecting the good images in the initial set, we check to see which ones
were selected. Figure 4(a) plots the percentage of good images in the selection
versus the percentage of good images in the initial set. The categories are iden-
tified by numbers in Figure 4 and their names are listed on the right. The linear
regression line is given by the function f(x) = 1.33x − 0.04. For x > 0.15, the
regression line has the property of f(x) > x, meaning there’s improvement. It
can be concluded that subset selection improves the quality of the training set.

Fig. 4. Percentages of good images after shape-based subset selection (yy axis) versus
the respective percentages of good images in the initial set (xx axis): (a) without object
extraction. (b) with object extraction. Also shown are the linear regression lines for
the plotted points.

Shape-based subset selection with object extraction. In this case, we
run object extraction on the initial set, obtaining a larger set of smaller images.
Figure 4(b) plots the percentage of good images after the subset selection as a
function of the percentage of good images in the initial set. The linear regression
line equation is f(x) = 1.24x + 0.08. It can be seen that for all values of x, the
regression line has the property of f(x) > x, i.e. the values of the percentages of
good images in the selected subset are superior to the initial percentages. This
line, compared to the one in Figure 4(a), for the same values of x, always has
higher f(x) values, which means object extraction improves the final result.

SIFT-based subset selection. We selected 25 categories for this test. The
categories are identified by numbers in Figure 5 and their names are listed to the
right of this figure. For each category, 19 images were obtained through Internet
search, on average. In the initial sets, the percentage of good images was 53%
on average.

The performance of subset selection with SIFT for narrow categories is very
good. After subset selection, this percentage increases to 79%. Figure 5 plots the
percentage of good images in the subset (yy axis) as a function of the percentage
of good images in the initial set (xx axis). The figure also shows a linear regression
line f(x) = 1.29x + 0.1, where from the beginning (x = 0) the values of f(x)
are always higher than x, meaning there is a significant improvement of the
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subset with respect to the initial group. The slope is inferior to the ones of
Figure 4 (shape-based subset selection), even though we have a significantly
better improvement in narrow categories using SIFT-based subset selection. This
fact can be explained by the number of categories located in the lower values of
x, i.e., categories with poor percentages of good images. In the case of Figure 5,
this quantity is smaller, a basis that also accounts for the better performance.

Fig. 5. Subset selection with SIFT: percentages of good images after the subset selec-
tion (yy axis) versus the respective percentages of good images in the initial set (xx
axis). Also shown is the linear regression line for the plotted points.

These images, which are rich in features, provide a solid basis for the clustering
algorithm to filter out the noise. Only one category - Aerius Allergy (category
number 11) - gave worse results in the selected subset than in the initial set of
images. It’s also worth noting that, apart from category number 9 (CD “Look
Alikes Jr.” by Joan Steiner), which had 0 good images in the initial set, hence
being impossible to improve, the category Aerius Allergy is the one with the low-
est percentage of good images in the initial group. Searching for Aerius Allergy
returns images with two different brand designs. In other words, this category
is heterogeneous and the two retrieved sub-categories don’t share enough SIFT
features to build the category model. Due to this heterogeneity and to the low
number of good training images, the clustering and subset selection don’t per-
form so well. On the positive end, we can also see that many categories originated
a subset where 100% of the images are good training images.

6 Conclusions and Future Work

This paper explored semantic web searches and unsupervised subset selection
for gathering images that can be used for building models of visual categories.
Although there may be other applications, the described functionalities appear
relevant in the context of robotics as a complementary means for enabling robots
to ground the symbols they use in reasoning and communication. English ex-
pressions refering to physical objects are mapped to visual categories. SIFT
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local features are used for representing narrow categories while shape contexts
are used as global descriptors for broad categories. The use of shape contexts
as global descriptors for broad categories provides a faster and simpler method
than the method in which shape contexts were originally used.

Retrieving images from the Web using only keyword-based searches results
in sets of images that cannot be directly used for category representations. In
fact, it was observed that between 47% and 60% of the retrieved images are
irrelevant or noisy. To solve this problem, a new unsupervised image clustering,
ranking and selection method was proposed that, starting from a set of images
automatically fetched on the web for a given category name, selects a subset
of images suitable for building a model of the category. In the case of broad
categories, image segmentation and object extraction enhance the chances of
finding suitable training objects. We demonstrate that the proposed approach
indeed improves the quality of the training object collections. For initial sets
with 50% of good images, the final percentage of good images in the selected
subset varies between 63% and 75%.

Improvements on the segmentation algorithm and inquiries on the possibility
of a better method to discriminate two different shapes while extracting objects,
as well as a better way to remove noise, should be studied in future work. Also,
since our work ignores color information, categories such as “green apple” or “red
pepper” do not benefit from this distinguishing feature, a limitation that should
be tackled in future iterations. The integration of the system in a hardware
platform would be an interesting step in its development.
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Abstract. When building a representation of the environment for a robot in a
multi-agent application, as is the case of robotic soccer, sensor and information
fusion of several elements of the environment are an important task. To build
an increasingly better world model, one of the aspects that one should consider
is the treatment of obstacles. This paper gives an insight of the general steps
necessary for a good obstacle representation in the robot world model. A first
step is the visual detection of the obstacles in the image acquired by the robot.
This is done using an algorithm based on radial search lines and colour-based
blobs detection, where each obstacle is identified and delimited. After having
the visually detected obstacles, a fusion with a-priori known information about
the obstacles characteristics allows the obstacle separation and filtering, so that
obstacles that don’t fill the criteria are discarded. With the position information
shared by team mates, the matching of the obstacles and the team mates positions
is also possible, thus identifying each of them. Finally, and with the purpose of
having a team world model as coherent as possible, the robots are able to share
the obstacle information of each other. The work presented in this paper was
developed for the CAMBADA robotic soccer team. After achieving the 1st place
in the Portuguese robotics open Robótica2008 and in the Robocup2008 world
championship, the correct treatment of obstacles was one of the new challenges
proposed among the team to improve the performance for the next competitions.

1 Introduction

Nowadays, there are several research domains in the area of multi robot systems. One
of the most popular is the robotic soccer. RoboCup1 is an international joint project to
promote artificial intelligence, robotics and related fields. Most of the RoboCup leagues
have soccer as platform for developing technology, either at software or hardware levels,
with single or multiple agents, cooperative or competitive [1].

Among RoboCup leagues, the Middle Size League (MSL) is one of the most chal-
lenging. In this league, each team is composed of up to 5 robots with maximum size
of 50x50cm base, 80cm height and a maximum weight of 40Kg, playing in a field of
18x12m. The rules of the game are similar to the official FIFA rules, with required
changes to adapt for the playing robots [2].

1 http://www.robocup.org/
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Each robot is autonomous and has its own sensorial means. They can communicate
among them, and with an external computer acting as a coach, through a wireless net-
work. This coach computer cannot have any sensor, it only knows what is reported by
the playing robots. The agents should be able to evaluate the state of the world and
make decisions suitable to fulfil the cooperative team objective.

Fig. 1. Picture of the team robots used to obtain the results presented on this paper

CAMBADA, Cooperative Autonomous Mobile roBots with Advanced Distributed
Architecture, is the Middle Size League Robotic Soccer team from the University of
Aveiro. The project started in 2003, coordinated by the IEETA2 ATRI3 group and in-
volves people working on several areas for building the mechanical structure of the
robot, its hardware architecture and controllers and the software development in areas
such as image analysis and processing, sensor and information fusion, reasoning and
control.

While playing soccer, the robots have the need to navigate around the field effec-
tively, which means they have to reposition themselves or dribble the ball avoiding the
obstacles on the field, that can be either team or opponent robots, or eventually the
referee.

An increasing necessity felt by the team, to improve its performance, is the need
for a better obstacle detection and sharing of obstacle information among team mates.
This need is important to ensure a global idea of the field occupancy, since the team
formation usually keeps the robots spread across the field. With a good cover of field
obstacles, pass lines and dribbling corridors can be estimated more easily allowing im-
provements on team strategy and coordination.

This is essentially an information fusion problem, as the information available from
the sensors of each robot and the shared information must be matched and refined. The
final result of this fusion is a representation of the state of the surrounding world. In
the CAMBADA team, there is an integration process responsible for that task. It is
a step executed after image analysis and is responsible to take raw information from

2 Instituto de Engenharia Electrónica e Telemática de Aveiro - Aveiro’s Institute of Electronic
and Telematic Engineering.

3 Actividade Transversal em Robótica Inteligente - Transverse Activity on Intelligent Robotics.
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the vision and other robot sensors and make a sensor fusion of all sources. For that, it
may use the values stored in the previous representation, the current sensor measures
(eventually after pre-processing) that has just arrived, the current actuator commands
and also information that is available from other robots sensors or world state.

All the information available from the sensors in the current cycle is kept in specific
data structures (Fig. 2), for posterior fusion and integration, based on both the current
information and the previous state of the world.

Fig. 2. Integrator functionality diagram

This paper focuses on the description of the obstacle treatment in the CAMBADA
team. In Section 2 a general description of how the obstacles are detected by the vision
process is presented, also describing how the raw information is passed to the integra-
tion process. Section 3 describes how the raw information is read and, based only on
the local robot information, how the identification is processed. Section 4 presents how
the sharing and acceptance of team mates obstacles is made. Section 5 concludes this
document.

Note that most of the figures presented in this paper, after this point, are images
acquired by the omni-directional camera of the robots. To ensure the comprehension of
the figures, in most of them, lines were made around the areas of interest of the image.
Also, the triangles and squares representing the obstacle centres and limits inside that
areas of interest were increased in size and intensity, since the original image capture
squares are more difficult to see in images of the presented size.

2 Visual Obstacle Detection

The first step for obstacle avoidance is its detection. The CAMBADA robots gather their
information about the surroundings by means of a robotic vision system. Currently, only
the omni directional camera gathers information about obstacles, as no frontal camera
is being used at this time.

According to RoboCup rules, the robots are mainly black. Since in game robots play
autonomously, all obstacles in the field are the robots themselves (occasionally the ref-
eree, which is recommended to have black/dark pants). The vision algorithm takes ad-
vantage of this fact and detects the obstacles by evaluating blobs of black colour inside
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the field of play [3]. Through the mapping of image positions to real metric positions
[4], obstacles are identified by their centre (triangle on the image captures) (Fig. 3b))
and left and right limits (squares on the image captures) (Fig. 3b)). This is done by cre-
ating, from the centre of the image (the centre of the robot), radial sensors around the
robot, each one representing a line with a given angle, which are then analysed for the
search of black regions. These are called scanlines [5].

a) b)

Fig. 3. Captures of an image acquired by the robot camera and processed by the vision algorithms,
areas of interest were surrounded. Left a): the image acquired by the camera; Right b): the same
image after processing. It is visible how the obstacles are identified by their centre (triangle), left
and right limits (squares). It is also visible that the 2 obstacles aligned are detected as a single
bigger obstacle (top right of the frames).

The detection of black colour on the scanlines is analysed both in angular intervals
and length intervals, to define the limits of each black blob. Since the vision system is
a non-SVP hyperbolic catadioptric system [4], the sizes of objects on the image vary
with the distance to the robot. Due to an inverse distance map calculation, by exploring
a back-propagation ray-tracing approach and the mathematical properties of the mirror
surface, the relation of distances in the image and the real world is known (Fig. 4).

Through the function represented in Fig. 4, it is possible to create a normalised rela-
tion of blobs widths and lengths with the distance. Sometimes an obstacle is separated
in several blobs, mainly due to the noise in the image and problems in colour classifi-
cation, which leads to fails in the detection of black regions in the scanlines. To avoid
these situations, an offset is considered to decide when the angular space between blobs
is considered enough to represent a real obstacle separation. The same principle is con-
sidered concerning the position of the black area in consecutive scanlines.

The separation offsets of a blob close to the robot are bigger than the ones at a high
distance, to maintain coherent precision. The angular separation offset is considered
for situations where robots are side-by-side, at the same distance, but there is no visual
contact between each blob; the length separation offset is checked for situations where,
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Fig. 4. Relation between pixels and metric distances. The centre of the robot is considered the
origin and the metric distances are considered on the ground plane.

a) b)

Fig. 5. Example of an image acquired by the robot camera and processed by the vision algorithm.
The areas of interest are surrounded. Left a): the image acquired by the camera; Right b): the same
image after processing. It is visible the 2 possibilities of separation made: angular separation, on
the bottom pair of obstacles; length separation, on the top pair of obstacles.

on sequential scanlines, there are blobs with visual contact but the robots are actually at
different distances. Both situations are depicted in Fig. 5.

For each detected blob, their pixel sizes are calculated and an estimation of the ob-
stacles left and right limits, as well as their centres, is made. This information is made
available for the integration process to filter and treat.
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Note that the work described in the remaining of this paper is independent of the
vision algorithm, as long as the described information is available. Several approaches
exist concerning obstacle identification. The work presented in [6] describes an ap-
proach for a similar application but with a non omni-directional vision system. In [7,8],
visual colour and edge based detection algorithms are described, but both with times
too high for use in the MSL environment. Other applications use several other sensors
like laser range, stereo cameras or offline setup, but the financial and space costs of such
solutions is much higher [9,10].

3 Obstacle Selection and Identification

With the objective of refining the information of the obstacles, and have more mean-
ingful and human readable information, the obstacles are selected and a matching is
attempted, in order to try to identify them as team mates or opponents.

Due to the weak precision at long distances, a first selection of the obstacles is made
by selecting only the obstacles closer than a given distance as available for identification
(currently 5 metres). Also, obstacles that are smaller than 10 centimetres wide or outside
the field of play margin are ignored. This is done because the MSL robots are rather big,
and in game situations small obstacles are not present inside the field. Also, it would
be pointless to pay attention to obstacles that are outside the field of play, since the
surrounding environment is completely ignorable for the game development.

Fig. 6. When a CAMBADA robot is on, the estimated centres of the detected obstacles are com-
pared with the known position of the team mates and tested if they are within the robot radius;
the left obstacle is within the CAMBADA radius, the right one is not

To be able to distinguish obstacles, to identify which of them are team mates and
which are opponent robots, a fusion between the own visual information of the obstacles
and the shared team mates positions is made. By creating a circle around the team
mate positions with the robot radius plus an error margin, varying with the distance,
a matching of the estimated centre of visible obstacle within the team mate area is
made (Fig. 6), and the obstacle is identified as the corresponding team mate in case of
a positive matching (Figs. 7c), 8c)).
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a) b)

c)

Fig. 7. Illustration of single obstacles identification. Top Left a): image acquired from the robot
camera, denoting the single obstacles selected for identification (with lines surrounding them);
Top Right b): the same image after processing. The visual detection of the same obstacles are also
denoted; Bottom c): image of the control station, where each robot represents itself and robot
6 (the lighter grey) draws all the 5 obstacles in evaluation conditions (represented by squares
with the same grey scale as itself). All the obstacles correspondent to team mates were correctly
identified (marked by its corresponding number over the obstacle square) and the opponent is
also represented with no number. Note that the positions of the robots visible in the image (each
has its number on the body) is inverted due to the mirrored vision system.

Since the obstacles detected can be large blobs, the above described identification
algorithm cannot be applied directly to the visually detected obstacles. If the detected
obstacle fullfills the minimum size requisites already described, it is selected as candi-
date for being a robot obstacle. Its size is evaluated and classified as robot if it does not
exceed the maximum size allowed for MSL robots [2] (Fig. 7a) and 7b)).

If the obstacle exceeds the maximum size of an MSL robot, a division of the obstacle
is made, by analysing its total size and verifying how many robots are in that obstacle.
This is a common situation, robots clashing together and thus creating a compact black
blob, originating a big obstacle (Fig. 8a) and 8b)).
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a) b)

c)

Fig. 8. Illustration of multiple obstacles identification. Top Left a): image acquired from the robot
camera, denoting the obstacles aligned (with a line surrounding it); Top Right b): the same image
after processing. Visually, the aligned robots are only one large obstacle (marked with its centre
with a triangle and side limits with squares); Bottom c): image of the control station, where each
robot represents itself and robot 6 (the darker grey) draws all the 5 obstacles (represented by
squares with the same grey scale as itself). The visual obstacle was successfully separated into
the several composing obstacles, and all of them were correctly identified as the correspondent
team mate (marked by its corresponding number over the obstacle square) and the opponent is
also represented with no number.

4 Obstacle Sharing

With the purpose of improving the global perception of the team robots, the sharing
of locally known information is an important feature. Obstacle sharing allows the team
robots to have a more global perception of the field occupancy, allowing them to esti-
mate, for instance, passing and dribbling corridors more effectively.

However, one have to keep in mind that, mainly due to illumination conditions and
eventual reflexive materials, some of the detected obstacles may not be exactly robots,
but dark shadowy areas. If that is the case, the simple sharing of obstacles would prop-
agate an eventually false obstacle among the team. Thus the algorithm for sharing the
obstacles makes a fusion of the several team mates information.
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Fig. 9. Image of the control station showing an obstacle of robot 2 that was not seen by itself (on
the centre of the field). In this case it assumes the obstacle by confirmation of both robots 5 and 6.

The fusion of the information is done mate by mate. After building the worldstate
by its own means, the agent checks all the team mates available, one by one. Their ob-
stacles are matched with the own ones. If the agent does not know an obstacle shared
by the team mate, it keeps that obstacle in a temporary list of unconfirmed obstacles.
This is done to all the team mates obstacles. When another team mate shares a com-
mon obstacle, that same obstacle is confirmed and it is transferred to the local list of
obstacles. In the current cycle, the temporary obstacles that were not confirmed are not
considered. An outline of the algorithm is presented next.

for c := 1 to total_number_of_team_mates
for o := 1 to total_obstacles_of_team_mate

for m := 1 to total_own_obstacles
if m matches o
I already know this obstacle, do nothing

else
if previously known by another team mate

obstacle confirmed and added
else

obstacle considered temporarily
waits for confirmation by another team mate

end
end

end
end

end

The matching of the team mate obstacles with the own obstacles is done in a way similar
to the matching of the obstacle identification with the team mate position described in
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Section 3. The cambada pivot in Fig. 6 is replaced by the current team mate obstacle
for the matching test.

Figure 9 shows a situation where robot 2, in the goal area, was too far to see the
obstacle on the middle of the field. Thus, it considered the obstacle in question, only
because it is identified by both robots 5 and 6, as visible in the figure.

5 Conclusion

The integration of obstacles in the robot representation of the world is an important issue
for it to be able to play the game. Even though the performance of the described work
is yet to be tested in competition, the intensive tests of the detection and identification
have shown a good effectiveness of the process so far.

The improvement on obstacle treatment allows modifications on the overall team
strategy, particularly regarding passing possibilities. It also allows the improvement of
the robots movement, since team mate obstacles can have a different treatment than the
opponents, because team mates have velocities and other information available.

Having achieved the 1st place in the Portuguese robotics open Robótica2008 and in
the Robocup2008 world championship, one of the ways to try to improve the CAM-
BADA team performance was to increase the world model accuracy. This new obstacle
treatment, although not yet tested in competition environment, is expected to open new
opportunities for the game effectiveness in the next competitions.
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Abstract. In social network analysis, a k-clique is a relaxed clique, i.e., a k-
clique is a quasi-complete sub-graph. A k-clique in a graph is a sub-graph 
where the distance between any two vertices is no greater than k. The visualiza-
tion of a small number of vertices can be easily performed in a graph. However, 
when the number of vertices and edges increases the visualization becomes in-
comprehensible. In this paper, we propose a new graph mining approach based 
on k-cliques. The concept of relaxed clique is extended to the whole graph, to 
achieve a general view, by covering the network with k-cliques.  The sequence 
of k-clique covers is presented, combining small world concepts with commu-
nity structure components. Computational results and examples are presented. 

Keywords: Data mining, graph mining, social networks. 

1   Introduction 

After the Tim Berners-Lee [2] communication in the International World Wide Web 
Conference WWW2006 about the three ages of the Web, there has been an explosion 
of interest in the social networks associated with Web 2.0 in an attempt to improve 
socializing and come up with a new model for knowledge management. 

The term social network was coined by Barnes in 1954. However, the visualization 
using a graph, called sociogram, was presented by Moreno [18]. This scientific area 
of sociology tries to explain how diffusion of innovation works, why alliances and 
conflicts are generated in groups, how the leadership emerges and how the group 
structure affects the group efficacy.    

A major development on the structure of social networks came from a remarkable 
experiment by the American psychologist Stanley Milgram [16]. Milgram’s experiment 
consisted in sending letters from people in Nebraska, in the Midwest, to de received in 
Boston, on the East Coast, where people were instructed to pass on the letters, by hand, 
to someone else they knew. The letters that reached the destination were passed by 
around six people. Milgram concluded that the experiment showed that, on average, 
Americans are no more than six steps away from each other. This experiment led to the 
concepts of the six degrees of separation and the notion of small-world.  
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An interesting example of a small-world is the “Erdos Number” [12]. Erdos is the 
most prolific mathematician, being author of more than 1500 papers with more than 
500 co-authors. Erdos is the number zero and the researchers who worked with him 
are called Erdos number of 1. The co-authors of Erdos number of 1 are the Erdos 
number of 2, and so on, building one of the oldest small-world known. The work of 
Erdos and Renyi [8] presents interesting properties of random graphs. A brand new 
interest was revived with the Watts and Strogatz model, published in the Nature jour-
nal [22], that studies graphs with small-world properties and power-law degree distri-
bution.  

The analysts of social networks need to survey each person about their friends, ask 
for their approval to publish the data and keep the trace of the population for years. 
On the other hand, the social networks like MySpace or LinkedIn provide the required 
data.  

The visualization of a small number of vertices can be completely mapped. How-
ever, when the number of vertices and edges increases the visualization becomes 
incomprehensible. The large amount of data extracted from the Internet is not com-
patible with the complete drawing. There is a pressing need for new patterns recogni-
tion tools and statistical methods to quantify large graphs and predict the behavior of 
network systems. 

Graph mining can be defined as the science and the art of extracting useful knowl-
edge like patterns and outliers provided respectively by repeated and sporadic data, 
from large graphs or complex networks [9], [6]. There are many differences between 
graphs; however, some patterns show up regularly and the main ones appear to be: the 
small worlds, the degree distribution and the connected components. The connected 
components have essentially been studied in two contexts: (a) the local neighbor-
hoods, such as the clustering coefficient and (b) the node groups, such as the graph 
partitions and bipartite cores [6]. In this work the connected components are studied 
using the graph partition approach. The proposed Socratic query is the following: 
How many small world components (or k-cliques) are needed to cover (or to create 
partitions of) the whole graph?  

In this paper, we propose new graph mining measures based on k-clique covering, 
to obtain a general view of the graph. In section 2 we review the social network con-
cepts, detailing the cohesive subgroup structures. In section 3 we present the two-
phase algorithm that looks first for cohesive subgroups and second to the minimum 
set of cohesive subgroups that cover all the vertices. In section 4 computational re-
sults and examples are presented. Finally, in section 5 we draw some conclusions.   

2   Network Concepts 

Social Network Analysis is a very relevant technique, which has emerged in modern 
sociology and studies the interaction between individuals, organizations and other 
kinds of entities.  See [19] and [21] for the theoretical basis and key techniques in 
social networks.  

The representation of a social network was quite influenced by graph theory. In the 
social networks the set of vertices (or nodes) correspond to the “actors” (i.e. people, 
companies, social actors) and the set of edges corresponds to the “ties” (i.e. relation-
ships, associations, links).  
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The sociologic applications of cohesive subgroups can include groups such as 
work groups, sport teams, political party, religious cults, or hidden structures like 
criminal gangs and terrorist cells. In this section we will detail some techniques for 
cohesive subgroups like the cliques and relaxed cliques, such as k-clique, k-club/k-
clan and k-plex. 

2.1   Clique 

Given an undirected graph G= (V, E) where V denotes the set of vertices and E the set 
of edges, the graph G1= (V1, E1) is called a sub-graph of G if V1⊆V, E1⊆E and for 
every edge (vi, vj)∈ E1 the vertices  vi,vj∈ V1. A sub-graph G1 is said to be complete 
if there is an edge for each pair of vertices. A complete sub-graph is also called a 
clique, see figure 1.  A clique is maximal, if it is not contained in any other clique. 
The clique number of a graph is equal to the cardinality of the largest clique of G and 
it is obtained by solving the maximum clique NP-hard problem. 
 

 

Fig. 1. Cliques with 1, 2, 3, 4, 5 and 6 vertices 

The clique structure, where there must be an edge for each pair of vertices, shows 
many restrictions in real life modeling. So, alternative approaches were suggested in 
order to relax the clique concept, such as k-clique, k-clan/k-club and k-plex. 

2.2   k-Clique 

Luce [15] introduced the distance base model called k-clique, where k is the maxi-
mum path length between each pair of vertices.  A k-clique is a subset of vertices C 
such that, for every i, j∈ C, the distance d(i, j)≤ k. The 1-clique is identical to a clique, 
because the distance between the vertices is one edge. The 2-clique is the maximal 
complete sub-graph with a path length of one or two edges. The path distance two can 
be exemplified by the “friend of a friend” connection in social relationships. In social 
websites like the LinkedIn, each member can reach his own connections and also the 
two and three degrees away. The increase of the value k corresponds to a gradual 
relaxation of the criterion of clique membership. See figure 2. 

 

 
 

Fig. 2. k-cliques examples 
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2.3   k-Clan and k-Club 

A limitation of the k-clique model is that some vertices may be distant from the 
group, i.e. the distance, between two nodes, may correspond to a path involving nodes 
that do not belong to the k-clique. To overcome this handicap Alba [1] and Mokken 
[17] introduced the diameter based models called k-club and k-clan. The length of the 
shortest path between vertices u and v in G is denoted by the distance d(u,v). The 
diameter of G is given by diam(G)= max d(u, v) for all u,v∈ V. To find all k-clan, 
firstly all the k-cliques Si must be found and then the restriction diam(G[S])≤ k ap-
plied to remove the undesired k-cliques. In figure 3, on the left, the 2-clique 
{1,2,3,4,5} was removed because the d(4,5)=3.  Another approach to the diameter 
models is the k-club which is defined as a subset of vertices S such that diam(G[S])≤ 
k. In the following figure two 2-cliques: {1,2,3,4,5} and {2,3,4,5,6}, one 2-clan: 
{2,3,4,5,6} and three 2-clubs: {1,2,3,4}, {1,2,3,5} and {2,3,4,5,6} can be found.  

 

 
 

Fig. 3. 2-clans, 2-clubs (left) and 3-plex (right) 

2.4   k-Plex 

An alternative way of relaxing a clique is the k-plex concept which takes into account 
the vertices degree. The degree of a vertex of a graph is the number of edges incident 
on the vertex, and is denoted deg(v). The maximum degree of a graph G is the maxi-
mum degree of its vertices and is denoted by Δ(G). On the other hand, the minimum 
degree is the minimum degree of its vertices and is denoted by δ(G).  A subset of 
vertices S is said to be a k-plex if the minimum degree in the induced sub-graph 
δ(G[S])≥ |S|− k. In figure 3, on the right, the graph with 6 vertices, |S|=6, and the 
degree of vertices 1, 3, 4 and 5 does not exceed the value 3. So, the minimum degree 
in the induced sub-graph δ(G[S]) is 3. For |S|=6, k=3 is obtained.  

3   The Two Phase Algorithm 

Complex network and graph mining measures are essentially based on low complex-
ity computational procedures like the diameter of the graph, the degree distribution of 
the nodes and connectivity checking, underestimating the knowledge of the graph 
structure components. In this paper we propose a graph mining measure based on k-
clique cover, to understand the structure of the graph better, by combining small 
worlds with the cohesive subgroup analysis.  

In order to find the k-cliques minimum cover a two-phase algorithm is proposed. 
First, all the maximal k-cliques in the graph are found. Second, the minimum subset 
of the k-cliques is chosen to cover all the vertices of the graph. 
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To find all the maximal k-cliques in the graph, we use a simple transformation of 
the graph, in such a way that we can reuse an already studied algorithm, the maximum 
clique algorithm.  
 

Procedure 1. A two-phase algorithm to find the k-clique cover 
Input: distance k and graph G 
Output: k-clique cover 
1. Find all maximal k-cliques in graph G 
1.1. Graph transformation into a k-G (Proc. 2) 
1.2. Apply maximum clique algorithm (Proc. 3) 
2. Find the minimum cover of G with k-cliques 
2.1. Apply set covering algorithm (Proc. 4) 

3.1   Maximal k-Cliques in Graph G 

This section details in graph transformation procedure and the generation of the 
maximal k-cliques. 

3.1.1   Graph Transformation 
The transformation of a graph G(V,E) into a graph such that for every i,j∈V, the dis-
tance d(i, j) ≤ k, we denote graph k-G(V,E). 
 To create a graph k-G(V,E), the Floyd Algorithm [10] that finds all the shortest 
paths in a graph is reused; and then for each edge less or equal to k, an edge is created 
in the new graph.   

 

Procedure 2. Graph transformation  
Input: k, M[n,n] the adjacent matrix of graph G 
Output:  D[n,n] the k-distance matrix of graph G (or k-Graph) 
1. D=M 
2. For each (h,i,j) D[i,j] = min(D[i,j], D[i,h]+D[h,j]) 
3. For each (i,j) if  (D[i,j] <=k) D[i,j]=1 else D[i,j]=0 
4. Return D; 

3.1.2   Maximum Clique Algorithm 
The Maximum Clique is a NP-hard problem that aims to find the largest complete 
sub-graph in a given graph. In this approach we intend to find a lower bound for the 
maximization problem, based in the heuristics proposed by Johnson [13] and in the 
meta-heuristic that uses Tabu Search developed by Soriano and Gendreau [20]. Part 
of the described work in this section can also be found in [4] and [3]. 

We define A(S) as the set of vertices which are adjacent to vertices of a current so-
lution S. Let n=|S| be the cardinality of a clique S and Ak(S) the subset of vertices 
with k arcs incident in S. A(S) can be divided into subgroups A(S) = ∪Ak(S), 
k=1,..,n. The cardinality of the vertex set |V| is equal to the sum of the adjacent verti-
ces A(S) and the non-adjacent ones A0(S), plus |S|, resulting in |V|= Σ|Ak(S)|+n,  
k= 0,.., n.  For a given solution S, we define a neighborhood N(S) if it generates a 
feasible solution S’. In this work we are going to use three neighborhood structures. 

We consider the following notation: 

N+ (S) = {S´: S´= S ∪{vi}, vi∈An(S)} 
N– (S) = {S´: S´= S \{vi}, vi∈S} 
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N0 (S) = {S´: S´= S ∪{vi}\{vk}, vi∈ An-1(S), vk∈S} 
S – the current solution 
S*– the highest cardinality maximal clique found so far 
T– the tabu list 
N(S) – neighborhood structures 
 
Procedure 3. Tabu Heuristic for the Maximum Clique Problem  
Input: k-Graph, complete sub-graph S 
Output: clique S* 
1. T=∅;  S*=S;  
2. while not end condition 
2.1.       if (N+(S)\T ≠ null) choose the maximum S’ 
2.2.       else if (N0(S)\T ≠ null) choose the maximum S’; update T 
2.2.1.            else choose the maximum S’ in  N–(S); update T 
2.3.        update S=S’ 
2.4.        if  (|S|>|S*|)  S*=S; 
3. end while; 
4. return S*; 
 
Finding a maximal clique in a k-graph is the same as finding a maximal k-clique in a 
graph. To generate a large set of maximal k-cliques, a multi-start algorithm is used, 
which calls the Tabu Heuristic for Maximum Clique Problem. 

3.2   Minimum k-Cliques Cover 

The input for the k-clique cover is a matrix where the lines correspond to the vertices 
of the graph and each column is a k-clique that covers a certain number of vertices. 
The Clique Cover heuristic proposed by Kellerman [14] and improved by Chvatal [5] 
is described in the following pseudo-code.  

We consider the following notation: 

M[line, column] or M[vertex, k-clique] – input matrix  
C – vector of the cost of each column 
V – vertex set  of G(V,E) 
S – the set covering solution  

Procedure 4. Heuristic for the k-clique covering 
Input: M [line, column], C, V 
Output: the cover S 
1. Initialize R=M, S=∅, 
2. While R ≠ ∅  do 
2.1.         Choose the best line i*∈R such as |M(i*,j)|=min |M(i,j)| ∀j 
2.2.         Choose the best column j* that covers line i*  
2.3.         Update R and S, R=R\M(i,j*) ∀i, S=S∪{j*} 
3.  End while 
4. Sort the cover S by descending order of costs  
5. For each Si do if (S\Si is still a cover) then S=S\Si 
6. Return S 
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In the constructive heuristic, for each iteration, choose a line to be covered, the best 
column that covers the line and update the solution S and the remaining vertex R. The 
chosen line is usually the line that is more difficult to cover, i.e. the line which corre-
sponds to fewer columns. After reaching the cover set, the second step is to remove 
redundancy, by sorting the cover in descending order of cost and checking if each k-
clique is really essential.  

This constructive heuristic can be improved using a Tabu Search heuristic that re-
moves the most expensive columns and re-builds a new solution as presented in [11]. 

The set partition problem is very similar to the set covering one. The partition of a 
set is a division into non-overlapping parts that cover all the set. On the other hand, 
the set covering problem allows overlapping called over-covered elements. In both 
problems less-covered elements are not allowed.  

3.3   Numeric Example 

Given a graph with 5 vertices and 4 edges with E={(1,2), (2,3), (3,4) ,(4,5)} in figure 4, 
applying the graph transformation, Procedure 2, with k=2, a new graph with 5 vertices 
and 7 edges is obtained with k-E={(1,2), (1,3), (2,3), (2,4), (3,4) ,(3,5),(4,5)}. 

 

 

Fig. 4. Example of a graph G and its transformation into a 2-G (Proc. 2) 

Running a multi-start algorithm, Procedure 3, with the maximum clique problem, 
three maximal cliques of size 3 can be easily identified: (1,2,3), (2,3,4) and (3,4,5). 

 
Fig. 5. k-clique generation  (Proc. 3)  

Finally, running the k-cliques cover, Procedure 4, two subgroups are found that 
cover all the vertices. The 2-clique cover is equal to two. Notice that the vertex num-
ber 3 appears in the two sets. In social network analysis this is called a “bridge”. In-
deed, vertex 3, with distance 2 can reach any other vertex.   
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Fig. 6. Two 2-cliques cover the whole graph (Proc. 4) 

 
Figure 6 presents the two subsets solution using a matrix representation and a 

graph. For large graphs and a large number of subsets the visualization gets worse. To 
get a better general view of the data we suggest the matrix representation, which is the 
output of the set covering heuristic. 

4   Computational Results 

To implement the computational results of this algorithm some choices must be made 
such as the computational environment, the datasets and the graph mining measures.  

The computer programs were written in C language and the Dev-C++ compiler was 
used. The computational results were obtained from a 2.53GHz Intel Core-2Duo proces-
sor with 4.00 GB of main memory running under the Windows Vista operating system.  

To validate the two-phase algorithm two groups of datasets were used, the Erdos 
graphs and some clique DIMACS [7] benchmark instances. In Erdos graphs each 
node corresponds to a researcher, and two nodes are adjacent if the researchers pub-
lished together. The graphs are named “ERDOS-x-y”, where “x” represents the last  

 
Table 1. Sequence of k-clique cover 

 

cardinality of the k-clique cover 
graph  nr 

nodes 
longest 

path 
k=1 k=2 k=3 k=4 k=5 k=6 k=7 k=9 k=18 k=40 

Test 18 6 7 4 3 2 2 1  --  --  --  -- 

Erdos-97-1 472 6 9 8 7 7 4 1  --  --  --  -- 

Erdos-98-1 485 7 8 8 7 5 1 1 1  --  --  -- 

Erdos-99-1 492 7 8 8 7 7 1 1 1  --  --  -- 

brock200_1 200 2 24 1  --  --  --  --  --  --  --  -- 

brock200_2 200 2 26 1  --  --  --  --  --  --  --  -- 

brock400_1 400 2 26 1  --  --  --  --  --  --  --  -- 

brock400_2 400 2 23 1  --  --  --  --  --  --  --  -- 

c-fat200-1 200 18 16 11 9 8 7 7 6 5 1  -- 

c-fat200-2 200 9 9 7 5 4 3 3 3 1  --  -- 

c-fat500-1 500 40 16 12 9 7 7 6 6 4 3 1 
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two digits of the year that the graphs was create, and “y” the maximum distance from 
Erdos to each vertex in the graph. The second group of graphs contains some clique 
instances from the second DIMACS challenge. These include the “brock” graphs, 
which contain cliques “hidden” within much smaller cliques, getting hard to discover 
cliques in these graphs. The “c-fat” graphs are a result of fault diagnosis data. 

In this paper we propose a graph mining measure based on k-cliques, to understand 
the structure of the graph better, by combining small worlds with the cohesive sub-
group analysis. The measure for small worlds can be obtained using the diameter of 
the graph, i.e. the longest shortest path in the graph, as already stated. For the cohe-
sive subgroups study, we use the concept of k-clique.  

For the analysis of each graph, we consider the number of nodes, the longest path, 
the average path and the cardinality of the set of k-cliques that cover all the nodes, 
varying k from 1 to the longest path. 

The “test” graph with 18 nodes, has the longest path equal to 6. To cover the graph 
seven 1-clique are needed, or four 2-cliques are needed, and so on, until one 6-clique 
is needed. Figure 7 shows the 3-clique cover.  

For the Erdos-98-1 and Erdos-99-1, with the longest path of 7, the graphs are cov-
ered with only one 5-clique. These values exemplify the difference between k-cliques 
and k-clans, these graphs are 5-cliques but not 5-clans because the diameter is equal 
to seven. 

The “brock” graphs, known as hiding cliques, have a short longest path, equal to 2, 
and to cover the graph one 2-clique is enough. Most of the DIMACS instances present 
this profile. On the other hand, the “c-fat” graphs, have the shortest path larger than 7, 
generating long sequences of k-clique cover. 

In the proposed measure, the sequence of k-clique covers, identifies families of 
graphs, and seems to be very promising. 

 

Fig. 7. Three 3-clique are needed to cover the Test graph 

5   Conclusions 

The popular saying that establishes that "to be right is not enough, someone needs to 
say you are right" agrees with the relevance of social networks in the area of artificial 
intelligence. The model of artificial intelligence focused on a single entity tends to 
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soon become soon outdated. On the other hand, models based on the agents’ interac-
tion are emerging, strengthening the concept of social networks. 

Given the large amount of data, provided by the Web 2.0, there is a pressing need 
to obtain new measures to better understand the networks’ structure; how their com-
ponents are organized and the way they evolve over time. 

Complex network measures are essentially based on low complexity computational 
procedures like the diameter of the graph, the degree distribution of the nodes and 
connectivity checking, while underestimating the knowledge of the graph structure 
components.  

In this paper the concept of relaxed clique is extended to the whole the graph, to 
achieve a general view, by covering the network with k-cliques.  The sequence of k-
clique covers is presented, combining small world concept with community structure 
components. The analysis of the sequences shows that different graph families have 
different structures. 

Additional, non-mentioned features in this paper, like the over-covered nodes, the 
k-cliques cardinality and the k-clique composition can be obtained.  

Social networks do not exceed a hundred nodes. In this work the proposed two-
phase algorithm deals with graphs with hundreds of nodes, with a running time per-
formance of a few seconds. In future work, we would like to extend this approach to 
larger datasets, with thousands of nodes. 
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Abstract. Financial distress prediction is of crucial importance in credit
risk analysis with the increasing competition and complexity of credit in-
dustry. Although a variety of methods have been applied in this field,
there are still some problems remained. The accurate and sensitive pre-
diction in presence of unequal misclassification costs is an important
one. Learning vector quantization (LVQ) is a powerful tool to solve fi-
nancial distress prediction problem as a classification task. In this paper,
a cost-sensitive version of LVQ is proposed which incorporates the cost
information in the model. Experiments on two real data sets show the
proposed approach is effective to improve the predictive capability in
cost-sensitive situation.

Keywords: Distress prediction, neural network, learning vector quan-
tization, classification, cost-sensitive learning.

1 Introduction

Financial distress prediction is a research issue of credit risk analysis in a consid-
erably wide range of financial areas to reduce the risk of credit process, lessen the
negative impact of inappropriate credit decisions, and shorten the time of credit
evaluation [1]. The main concern of financial distress prediction is to predict
the bankruptcy of a firm or person regarding the financial ratios and historical
distress events. Within the data mining literature, it can be solved as a clas-
sification problem to differentiate between good and bad credits based on the
analysis of financial characteristics. Currently, the importance of distress predic-
tion becomes more serious due to the rapid growth of credit industry and the
increasing complexity of credit decisions. Despite numerous methods proposed
so far, researchers in different disciplines continuously study new methods to
effectively support the credit decision. The related literature is reviewed in a
recent paper [2].

Cost-sensitive learning is very important since the misclassification cost be-
comes critical in diverse applications such as credit risk analysis, medical di-
agnostics and fraud detection. Furthermore as indicated in [3], the pervasive

L. Seabra Lopes et al. (Eds.): EPIA 2009, LNAI 5816, pp. 374–385, 2009.
c© Springer-Verlag Berlin Heidelberg 2009



Cost-Sensitive LVQ for Financial Distress Prediction 375

class imbalance problem could be solved in a similar manner as unequal cost
setup. That is the reason cost-sensitive learning becomes a hot topic in machine
learning. Cost-sensitive classification algorithms that enable effective prediction,
where the costs of misclassification can be very different, are crucial to credi-
tors and auditors in credit risk analysis. Many cost-sensitive learning approaches
have been presented. However, to the best of our knowledge no work is reported
on learning vector quantization (LVQ) that takes the misclassification costs into
account.

In this paper, a cost-sensitive version of LVQ is proposed to classify data
when the misclassification costs of different classes are unequal and known. The
cost information is taken into consideration when performing the update of map
neurons. Additionally, this approach is adapted to a variant of LVQ that is able
to handle both numerical and categorical variables. To illustrate the effectiveness
of the proposed methods, experiments are undertaken on two real data sets, one
is for bankruptcy prediction of French private firms and the other is for credit
approval forecast of Australian applicants. The empirical results indicate that
when compared to traditional LVQ that does not incorporate cost information,
the proposed algorithm can lead to lower overall misclassification cost.

The remaining of this paper is organized as follows. Section 2 reviews the
related work about financial distress prediction and cost-sensitive learning.
Section 3 presents the methodology of cost-sensitive LVQ. In section 4, the va-
lidity of proposed method is explored through empirical study on two different
data sets of finance domain. Lastly, the contributions and future remarks are
addressed in section 5.

2 Related Work

Generally, the existing methods of distress prediction fall into two groups: statis-
tical methods and intelligent methods [4]. The statistical methods include Lin-
ear Discriminant Analysis (LDA), Multivariate Discriminant Analysis (MDA),
Probit Analysis and Logistic Regression, etc. The intelligent methods comprise
Artificial Neural Networks, Decision Trees, Genetic Algorithms, Case-based Rea-
soning, Support Vector Machines, Rough Sets, etc. Artificial Neural Network
(ANN) is a powerful machine learning method with several useful properties
such as nonlinear modelisation, computational simplicity, generalization capa-
bility and noise insensitivity.

Considerable efforts have been invested into the comparison of ANN with
various linear or nonlinear methods for distress prediction. For example, back-
propagation neural network is superior to discriminant analysis and logistic re-
gression on bankruptcy prediction of Korean firms [5]. In [6], the capability of
self-organizing map (SOM) in determining the credit class is investigated through
a visual exploration. Neves & Vieira shows that an enhanced version of Hid-
den Layer Learning Vector Quantization can boost the performance of ANN [7].
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LVQ is employed to detect the distressed French companies with satisfactory
performance [8]. Based on the study of financial failure prediction of Turkey
banks, LVQ is reported as one of the most successful models with comparison
to other neural networks, support vector machines and multivariate statistical
methods [9]. A hybrid model of SOM, k-means and LVQ is developed to solve
municipal creditworthiness problem [10].

Most of the studies address the credit trustfulness considering an equal cost
situation, i.e., the risk of a bad classification has an equal cost. However, it is well
known that misclassifying a bad credit (default) as a good (non-default) will cost
much more than the reverse [11]. Due to the presence of unequal misclassification
costs in reality, it is important to include the cost information in classification.
Although the misclassification costs are considered in the evaluation of prediction
models in [1,12], the models are not cost-sensitive in the sense that the cost
information has no impact on classification results.

Regarding the phase of manipulation, the cost-sensitive learning methods can
be divided into three categories. In pre-learning approaches, the distribution of
original data is modified using different forms of sampling techniques so that
the cost information is conveyed by the occurrence of examples. Over-sampling
increases the amount of expensive examples, on the contrary, under-sampling
decreases the amount of inexpensive examples. However, the sampling techniques
have been criticized since they artificially increase the number of data for over-
sampling, or discard useful examples for under-sampling [13].

The in-learning approaches make a specific classification method cost-sensitive
by changing the learning methodology in the algorithm level. The cost informa-
tion is considered in the splitting criterion for attribute selection to build a
cost-sensitive decision tree [14]. The instance-weighting C4.5 decision tree as-
signs the samples of different classes with different weights proportional to the
corresponding costs [15]. Similarly, a cost-sensitive extension of regularized least
square algorithm uses different weights to penalize different fractions of classes
in medical diagnosis [16]. Three weighting strategies are presented to introduce
cost items into the boosting learning framework [17]. The cost matrix is incor-
porated into back-propagation neural network [18], mathematical programming
and genetic algorithm based neural network [19] by modifying the objective func-
tions. In this article, the cost-sensitive LVQ variant is presented based on the
modification of basic LVQ algorithm by incorporating the cost information into
the model.

Finally, the post-learning solutions rely on the manipulation of the output of
classifiers. For the decision tree, the class label is assigned to the leaf nodes to
minimize the cost [20]. A threshold-moving technique is applied to the real-valued
output of the neural network [21]. In order to detect the optimal threshold, a
bisection method is developed that minimizes the overall misclassification cost.
In the support vector machine and maximum entropy method, over-sampling and
threshold-moving techniques are incorporated to obtain sensitive and accurate
classifiers on highly unbalanced drug data [22].
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3 Methodology of Cost-Sensitive Learning Vector
Quantization

Based on the neurons representing prototype vectors and the nearest neighbor
approach for classifying data, LVQ is a neural network approach useful for com-
plicated non-linear separation problems. The neurons are arranged on a regular
low-dimensional grid and associated with the input vectors by prototypes. LVQ
starts from a trained map with class label assignment to neurons and attempts
to adjust the boundary of class regions in a supervised way. LVQ can be trained
either in sequential way or in batch way. In the former the prototypes are up-
dated at each training step, and in the latter the prototypes are updated at the
end of an iteration of all input data. The cost-sensitive LVQ resembles the basic
batch LVQ except that the misclassification costs are utilized as weights guiding
the prototype learning so that more attention is paid to the class associated with
higher cost.

During the training process, an input vector x is projected to the best-
matching unit (BMU), i.e., the winner with the closest prototype according to
the distance measurement d.

BMU(x) = argmin
1≤i≤m

d(x, mi) (1)

The projection of input xi (1 ≤ i ≤ n) is defined by an indicative function hip

whose value is 1 if mp is the BMU of xi, and 0 otherwise.

hip =
{

1 if mp = BMU(xi)
0 otherwise (2)

Regarding the BMU, a Voronoi set Vi is generated for each neuron and composed
of the observations projected to the neuron. In the Voronoi set, an element is
positive if its class label agrees with the map neuron, and negative otherwise.
Positive examples move the prototype towards the input while negative exam-
ples move the prototype away from them. Intuitively, the positive examples of
relatively higher cost should impose more impact on the prototypes so that they
are harder to be misclassified. The denotative function sip takes Clabel(xi), which
is the misclassification cost associated with the class of observation xi, as the
value in case of positive example, and -1 otherwise.

sip =
{

Clabel(xi) if label(mp) = label(xi)
−1 otherwise (3)

The indicative and denotative functions are then used in the prototype update,
which combines the contribution of positive examples and suppression of negative
examples to each neuron in a batch round. Let mp(t) be the prototype vector of
the pth unit at epoch t. The update rule of cost-sensitive LVQ is formulated as
follows (If the denominator is 0 or negative for some mp, no updating is done.):

mp(t + 1) =
∑n

i=1 hipsipxi∑n
i=1 hipsip

(4)
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Additionally, the cost-sensitive method can be used in other batch LVQ algo-
rithms, such as BNCLVQ (batch numeric and categorical learning vector quan-
tization algorithm) [23] in a similar way. In this algorithm1, the indicative and
denotative functions are used to update the categorical features for the next
epoch. For lack of space the detailed description is not included in the paper.

As a special case of SOM, the LVQ algorithms benefit from a trained map
by a preceding SOM in the initialization [24]. In one round, one instance xi is
input and the distance between xi and prototypes is calculated, consequently the
input is projected to the BMU according to Equation (1). After all the inputs are
processed, the neurons are assigned by the majority of class labels in Voronoi set
for acquiring the labeled map. In other words, if there are more ‘good’ examples
than ‘bad’ examples, the unit is labeled as ‘good’ and conversely. Then the values
of indicative and denotative functions are calculated for each pair of input and
neuron regarding Equation (2) and (3). Afterwards, the prototypes are updated
according to Equation (4). This training process is repeated iteratively until the
maximum number of iteration is reached or the amount of variation of prototypes
between two consecutive iterations is less than a specified threshold. In summary,
the algorithm is performed as follows:

1. For p = 1, ..., m, initialize the map with prototypes mp;
2. For i = 1, ..., n, input instance xi to the map and project it to the BMU;
3. For p = 1, ..., m, assign the class to mp(t) by majority labeling principle;
4. For i = 1, ..., n, p = 1, ..., m, calculate hip and sip;
5. For p = 1, ..., m, calculate the new prototype mp(t + 1) for the next epoch;
6. Repeat from Step 2 a few iterations until the termination condition is satis-

fied.

4 Empirical Analysis

The proposed cost-sensitive LVQ algorithms are implemented based on somtool-
box [25] in Matlab. We mainly concern about the effectiveness of the proposed
algorithms on the tradeoff between two kinds of errors and the improvement on
the total misclassification error rather than on the comparison with competing
classification models.

4.1 Data Sets

In this paper, the capability of cost-sensitive LVQ is validated by two data sets,
one is for bankruptcy prediction and the other is for personal credit approval.

The Diane data set contains financial statements of 1200 private-owned French
firms of small or medium size in which 600 examples are ‘good’ and the rest is
‘bad’ (distress in 2007). As described in Table 1, each firm is characterized by
a set of 29 financial ratios besides the independent class. The problem is to
predict whether a firm may become bankruptcy according to the financial ratios
1 We call it cost-sensitive BNCLVQ.



Cost-Sensitive LVQ for Financial Distress Prediction 379

Table 1. Financial ratios of Diane companies

Var. Description Var. Description

x1 Number of Employees x16 Cashflow / Turnover
x2 Capital Employed / Fixed Assets x17 Working Capital / Turnover days
x3 Financial Debt / Capital Employed x18 Net Current Assets/Turnover days
x4 Depreciation of Tangible Assets x19 Working Capital Needs / Turnover
x5 Working Capital / Current Assets x20 Added Value per Employee
x6 Current ratio x21 Total Assets Turnover
x7 Liquidity Ratio x22 Operating Profit Margin
x8 Stock Turnover days x23 Net Profit Margin
x9 Collection Period days x24 Added Value Margin
x10 Credit Period days x25 Part of Employees
x11 Turnover per Employee x26 Return on Capital Employed
x12 Interest / Turnover x27 Return on Total Assets
x13 Debt Period days x28 EBIT Margin
x14 Financial Debt / Equity x29 EBITDA Margin
x15 Financial Debt / Cashflow x30 Class (healthy, distress)

describing the situation of the firm over a given period (We consider one year
proceeding the default in the paper).

To mitigate the scatter distribution of the data, the ratios are preprocessed
by logarithmized operation.

y =
{

log(x + 1) if x > 0
−log(1− x) otherwise (5)

The features are then normalized for the purpose of equal influence on classifi-
cation. We use the linear normalization which transforms the maximum value
to 1 and the minimum value to 0.

y =
x−min(x)

max(x) −min(x)
(6)

Australian credit approval data from UCI Machine Learning Repository [26]
has a total of 690 applicants which includes 307 ‘bad’ credits and 383 ‘good’
credits. It concerns the credit approval prediction with respect to 6 continuous
and 8 categorical attributes to prevent bad loan and sustain profitability. The
continuous features are standardized in the same way as that for Diane data. Due
to the categorical values contained in credit data, the cost-sensitive BNCLVQ
algorithm is used [23].

4.2 Evaluation Criteria

The classification result is usually represented by a confusion matrix which con-
tains the distribution of instances in the real class and predicted class. Given
the confusion matrix outlined in Table 2, several criteria for predictive capability
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Table 2. Confusion matrix

real predicted class
class bad good total

bad Bb Bg B
good Gb Gg G
total b g T

assessment could be defined. Type I error rate is the fraction of ‘good’ instances
classified incorrectly to ‘bad’, i.e., Gb

G . Type II error rate is the fraction of ‘bad’
instances classified incorrectly to ‘good’, i.e., Bg

B . Overall error rate is the percent
of instances classified incorrectly, i.e., Bg+Gb

T . Accordingly, the complementary
rates denote the percent of observations classified correctly.

The overall error treats two kinds of errors, namely type I error and type II
error equivalently. However, as claimed in [11], the cost associated with type II
error is significantly higher. Expected misclassified cost (EMC) is a criterion used
in credit risk analysis [12]. As shown in Equation (7), it combines type I error
rate with type II error rate weighted by the prior possibility and corresponding
cost. In the formulation, Cb is the misclassification cost associated with class
‘bad’, and Cg is the misclassification cost associated with class ‘good’, Pb is the
prior probability of class ‘bad’, and Pg is the prior probability of class ‘good’.

EMC = Cb ∗ Pb ∗ Bg

B + Cg ∗ Pg ∗ Gb

G

= Cb ∗ B
T ∗

Bg

B + Cg ∗ G
T ∗

Gb

G

= Cb ∗ Bg

T + Cg ∗ Gb

T

(7)

4.3 Experimental Results

The experiments are performed in the following steps:

1. The entire data set is divided randomly into ten folds for cross-validation,
in which 9 folds are used for model training, and the remaining is used for
testing the generalization capability of the built model.

2. In each trial, the cost-sensitive LVQ algorithm is applied to the training data
set.

3. For validation, each sample of the test data set is input to the resultant map
and the predicted class is the label of the BMU.

4. After the experiment is repeated 10 times, the confusion matrix is calculated
by comparing the real class to the predicted class for the entire data. Then
the evaluation criteria are obtained from the confusion matrix.

In the experiment of Diane data, a map of [9 x 5] grid is used to build the
predictive model. For simplicity, the misclassification cost Cg is set as 1, and Cb

a real value. The relative cost ratio (Cb/Cg) steps from 1 to 30. The confusion
matrix is summarized in Table 3. At the equal cost setup, 102 misclassifications
occur on ‘bad’ class and 43 on ‘good’ class. Increasing the cost ratio to 2, the
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Table 3. Classification results on Diane data

predicted class
real class bad good bad good bad good bad good

(1:1) (2:1) (7:1) (20:1)
bad 498 102 512 88 518 82 512 88
good 43 557 54 546 72 528 74 526
total 541 659 566 634 590 610 586 614

(1.2:1) (3:1) (10:1) (25:1)
bad 506 94 515 85 515 84 517 83
good 45 555 63 537 74 526 74 526
total 551 649 578 622 590 610 591 609

(1.5:1) (5:1) (15:1) (30:1)
bad 511 89 513 87 516 84 520 80
good 54 546 70 530 74 526 74 526
total 565 635 583 617 590 610 594 606

former decreases to 88 while the latter steps up to 54. At a cost ratio of 30,
type II error shrinks to 80 and type I error becomes 74. It can be concluded
that the cost-sensitive LVQ is able to improve the predictive capability on the
class with higher cost without great degradation on the other class. Since the
misclassification cost on ‘bad’ category is higher, the classifier achieving lower
type II error is preferred in practice.

We compare the performance of cost-sensitive LVQ against the sole LVQ with-
out incorporating costs. The performance tendency can be detected in Figure 1,
in which the top graph shows the error rates with respect to the varying cost
ratios, and the bottom graph shows the EMC values. It is observed that the pro-
posed method has a robust tradeoff between two kinds of errors while basically
remaining the overall capability. Particularly, Type II error goes down with the
increase of the cost ratio. Although the tendency is not significant when the cost
ratio is greater than 10, the improvement is exhibited explicitly for a relatively
lower cost ratio than 5 as recommended in [11]. As expected, the cost-sensitive
LVQ outperforms the sole LVQ in terms of expected misclassification cost crite-
rion. This gives the evidence in favor of the validity of the proposed approach
for distress prediction in cost-sensitive situation.

To test the difference significance of cost-sensitive algorithms at various cost
ratios, the cross-validation process is repeated for 10 times using random split.
A t-test is employed to the observed difference at the 1% level and the results
are shown in Table 4. If a test of significance gives a p-value lower than the
0.01-level, the null hypothesis is rejected at the significance of 1%. We may then
conclude the performance differences found are significant. For Diane data, the
cost-sensitive LVQ produces significant improvement on type II error especially
when the cost ratio is smaller than 5. Although the type I error significantly
increases, the overall error seems to keep relatively stable. The results on Credit
data set are similar to those of Diane data set. In this case the gain is not so
evident as in Diane data set: increasing the cost ratio, the decrease of type II
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Table 4. Comparison test (*significant at the 1% level)

Error 1 5 10 t-value p-value 1 5 10 t-value p-value

Diane Credit
7.12 11.15 -12.35 0.000* 14.46 15.69 -2.24 0.052

Type I 11.15 11.52 -1.36 0.206 15.69 16.27 -2.4 0.040
7.12 11.52 -11.52 0.000* 14.46 16.27 -3.59 0.006*
16.75 14.25 7.5 0.000* 20.49 18.67 2.66 0.026

Type II 14.25 13.73 2.08 0.067 18.67 17.98 1.89 0.091
16.75 13.73 6.99 0.000* 20.49 17.98 4.55 0.001*
11.93 12.7 -3.94 0.003* 17.14 17.02 0.30 0.774

12.7 12.6 0.67 0.518 17.02 17.03 -0.08 0.939
Overall 11.93 12.6 -2.38 0.05 17.14 17.03 0.33 0.749

error does not appear significant until the cost ratio is 10. Nevertheless, it con-
firms that the algorithm is effective in cost-sensitive learning because it produces
significantly lower (at the 1% level) EMC than sole LVQ as shown in Figure 2.

As claimed in [27], cost-sensitive learning is a good solution to the class imbal-
ance problem by assigning different costs to different classes. Hence the proposed
algorithm can be employed for distress prediction in the case of imbalance class
distribution. In order to test the capability of cost-sensitive LVQ in handling the
imbalance problem, we changed the imbalance level by discarding some ‘bad’
data from the original Diane data and generated a series of data sets of varying
imbalance levels (In practice the ‘bad’ class is much less than the ‘good’ class.).
For each data set, the value of cost ratio is set as G/B (the ratio of the number
of majority class to the number of minority class). The performance tendency
is shown in Figure 3. As the fraction of ‘bad’ samples decreases, the data set
turns out to be more skewed. Consequently, the ‘bad’ samples become harder
to be classified correctly and the type II error increases. Particularly, when the
‘bad’ samples are seriously rare (B/G < 8%), cost-sensitive LVQ performs much
better than sole LVQ which fails to distinguish them from the other class at all.
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Fig. 3. Classification results on imbalanced Diane data

Although it produces a slightly higher Type I error than the sole LVQ, the overall
accuracy is not degraded greatly. We can conclude that cost-sensitive LVQ algo-
rithm is capable of improving the misclassification on the minority class samples
which is a relatively difficult task for the sole LVQ.

5 Conclusions and Future Remarks

Financial distress prediction has been considered an important topic in many
financial domains to evaluate the risk associated in credit decisions concerning a
company or an individual. Due to the presence of unequal misclassification costs
in practical applications, the cost-sensitive classification is of particular impor-
tance to distress prediction. This paper presents a simple, yet reasonably effective
modification of LVQ by integrating the cost information into the model. The pre-
diction tasks performed on two different financial data sets by cross-validation
illustrate the benefit of cost-sensitive LVQ on the tradeoff between two kinds of
prediction errors. The results reveal the proposed algorithm is a good supporting
tool in improving classification performance when the misclassification costs are
unequal or the class distribution is imbalanced.

In the future plan, the presented algorithm will be compared with state-of-the-
art cost-sensitive classification methods using more data sets in financial domain
as well as other domains where the unequal cost problem is critical. Comparative
studies between multiple classifiers and data sets are expected to examine the
significance of improved performance through statistical testing procedures [28].
As indicated in [13], the cost-sensitive for multi-class classification is more diffi-
cult than the binary classification due to various types of cost function. How to
adapt the proposed algorithm to multi-class data is an interesting issue. Addi-
tionally, this paper uses a simple approach to tune the cost ratio when coping
with data of different skew levels. However, it is not necessarily optimal. Find-
ing an appropriate value of cost ratio is a challenging problem. Experiments will
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be performed on the selection of cost-sensitivity through cross-validation in fu-
ture work. When the imbalance becomes a serious problem, the novel detection
algorithms [29] might be favorable and of interest for future research.
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Abstract. This paper introduces an intelligent system that performs alarm  
correlation and root cause analysis. The system is designed to operate in large-
scale heterogeneous networks from telecommunications operators. The pro-
posed architecture includes a rules management module that is based in data 
mining (to generate the rules) and reinforcement learning (to improve rule se-
lection) algorithms. In this work, we focus on the design and development of 
the rule generation part and test it using a large real-world dataset containing 
alarms from a Portuguese telecommunications company. The correlation engine 
achieved promising results, measured by a compression rate of 70% and as-
sessed in real-time by experienced network administrator staff. 

Keywords: Network Management, Association Rules, Event Correlation. 

1   Introduction 

During the last decades, with the growth of the Internet and cellular phones, there has 
been an increase in telecommunications demand. To support this growth, telecommu-
nication companies are investing in new technologies to improve their services. In 
particular, real-time monitoring of infrastructures and services is a key issue within 
any telecommunication operator. On one hand, the quality of service has to be assured 
by a timely fault diagnosis with evaluation of service impact and recovery. This is 
particularly needed to fulfill the Service Level Agreements (SLAs) that are set be-
tween the service provider and customers. On the other hand, operational tasks must 
be simplified to guarantee reduced OPerating EXpenses (OPEX). Hence, there are a 
wide variety of software tools and applications that were developed to address this 
issue [5][19] and most of these tools require a human intervention for corrective ac-
tion. In particular, several of these solutions incorporate correlation engines, which is 
the “smart” part of the management platform. The goal is to exploit data collected by 
monitoring subsystems, as well as notifications sent spontaneously by managed enti-
ties. However, as networks become larger, with more intricate dependencies and dy-
namics, new challenges are posed to these correlation engines, such as [11]: 
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(i) Large telecommunication companies’ networks are very heterogeneous and 
event correlation rules rely heavily on information provided by the vendor, which 
may not be always available. Hence, the effectiveness of these solutions depends 
heavily on the business relation with the device vendor. 
(ii) Most paradigms for rule correlation, including rule-based reasoning, probabil-
istic reasoning, model-based reasoning and case-based, are configured out of the 
box (i.e. predefined) and they do not learn with experience, thus they cannot re-
spond properly to new situations. 
(iii) “Keeping users in the loop”, i.e., maintaining users informed of changes in 
service availability is not always done properly. Therefore, it is difficult to assess 
effectiveness of the results on problem reporting. What if trouble ticketing does 
not point the correct root cause for a certain situation or what if the problem de-
scription is incomplete and misses important event details? 

Ideally, an intelligent alarm management system should be capable of parsing the 
massive amount of received alarm events while reducing human intervention. Yet, 
designing and maintaining such an ideal system is not a trivial process. Traditional 
event correlation paradigms do not work well when the managed domains that they 
cover are large-scale and dynamic (i.e. change through time) [18].  

Advances in information technologies have made it possible to collect, store and 
process massive, often highly complex datasets. All this data hold valuable informa-
tion such as trends and patterns, which can be used to improve decision making and 
optimize chances of success. Data mining techniques, such as association rules [4], 
aim at extracting high-level knowledge from raw data [22]. The goal of this paper is 
to study the feasibility of building a decision support tool for large telecommunica-
tions operators using data mining algorithms. Similar to market-basket data sequences 
[7], we will assume that a network generates sets of events that are related to the same 
situation. For example, in the access network of GSM systems, the Base Station Sub-
system (BSS) contains Base Stations (BS) that are connected via a multiplexing 
transmission system to the Base Station Controller (BSC). These connections are very 
often realized with microwave line-of-sight radio transmission equipment. Heavy rain 
or snow can temporarily disturb the connections between the antennas. The temporary 
loss of sight of a microwave disconnects all chained BS from the BSC and results in 
an alarm burst. Our goal is to automatically discover these patterns. When this informa-
tion is combined with other features (e.g. trouble-ticket data) it is possible to generate 
rules that lead to alarm correlation and root cause analysis. The data mining algorithms 
can generate these rules automatically, from the collected data, in opposition to tradi-
tional systems where the rules are pre-coded or manually configured. Thus, our approach 
may have a large impact in the business, since it can potentially save the company a con-
siderable amount of lost revenue. A timely and correctly identification of the root cause 
will aid in the anomaly correction, reducing the maintenance costs. Furthermore, by pro-
viding a better service, it is expected that the costumer complaints will be reduced,  
diminishing the costumer risk of leaving the operator. 

In this paper, we propose an architecture that is targeted to address an adaptive and 
self-maintained alarm correlation system. In particular, we are working on an auto-
matic rule discovery approach applied to a large telecommunications operator. Our 
approach adapts an association rule algorithm (i.e. Generalized Sequential Patterns) to  
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the telecommunication domain. It has the advantage of being independent of the net-
work topology and uses trouble-ticket information to get feedback from the event 
correlation results. The final aim of this line of research is to incorporate a reinforce-
ment learning system that will guide the association rule generation and selection. As 
such, this is a milestone where implementation results are assessed and overall archi-
tecture presented for the first time.  

2   Related Work 

The concept of sequential pattern was introduced by Agrawal and Srikant [3] from a 
set of market-basket data sequences, where each sequence element is a set of items 
purchased in the same transaction. The same researchers also proposed in [2] the 
Generalized Sequential Patterns (GSP) algorithm, which allows a time-gape con-
straint, where an item from a given sequence can span a set of transactions within a 
user-specified window. In addition, the algorithm allows that the item can cover dif-
ferent taxonomies. 

Mannila et al. [16][17] presented the WINEPI framework for discovering frequent 
episodes from alarm databases, allowing the discrimination of serial and parallel epi-
sodes. Later, this framework was adopted to analyze Synchronous Digital Hierarchy 
(SDH) [9] and GSM [21] network alarms. In [24][26], Wang et al. studied the data 
mining of asynchronous periodic patterns in time series data with noise, proposing a 
flexible model, based on a two-phase algorithm, for dealing with asynchronous peri-
odic patterns. They only considered the model in the time series domain and did not 
consider other periodic patterns in the data. 

Sequential algorithms are helpful for mining alarm databases in order to support 
the creation of rule-based expert systems. Rules like “‘If A and B then C’’ are the 
main approach for solving the alarm correlation problem and root cause analysis. An 
advanced event correlation system is the EMC Smarts Network Protocol Manager [8], 
which uses the patented “Code Book”. It works as a black box, retrieving a problem 
from a set of symptoms. The drawback of this solution is that the rules are pre-coded 
(i.e. static) and rely heavily on information provided by the vendor. 

A problem that often comes from the usage of unsupervised learning processes, 
such as the popular Apriori algorithm, is the large quantity of rules generated. In order 
to select only the most interesting rules it is necessary to select proper criteria to filter 
and order them. Several measures of interestingness have been proposed within the 
context of association rules (e.g. confidence, support and lift). Choosing an adequate 
metric is a key issue for the success of generating useful rules. 

There are also other techniques that have been applied by several commercial net-
work management solutions. Smart-Plugins (SPIs) are being utilized for managing 
new devices and protocols. These plugins extend the base management capabilities 
with specific vendor/technology functionalities. HP OpenView’s Network Node 
Manager (NNM) [13] offers a broad multi-vendor device coverage by allowing de-
ployment of several SPIs. However, often the required information to develop SPIs is 
difficult to get due to the existence of proprietary protocols and technology.  

In an attempt to resume the state-of-the-art in network management and present fu-
ture perspectives, Gupta [11] listed several innovative frameworks, such as EMC 
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SMARTS and SPIs that are being used for advanced root cause analysis. As a future 
direction, Gupta suggests the implementation of environment aware network man-
agement solutions. The concept is to use historical data collected from the network to 
help identify anomalous situations from the deviation of the traditional patterns. Ex-
pert systems are also pointed as a way to reduce human intervention. Such a system 
would learn from human experience and assist the proposal for repair actions. It could 
also be used to teach standard procedures to new team members. 

Martin et al. [18] explain why event correlation is still an open issue. The complex-
ity of event correlation has increased over the last few years. Current algorithms make 
inappropriate simplifying assumptions and new models, algorithms and systems are 
required to deal with such complex and dynamic networks. To overcome current limi-
tations, it is necessary to improve network information in order to build learning 
models to assist infrastructure managers. Such models are required to deal with uncer-
tain knowledge and learn from past experience. 

Often, equipment vendors are responsible for specifying alarm’s parameters, and 
telecommunication companies do not have the flexibility to adapt them to their spe-
cific necessities. For example, alarm severity is defined in the X.733 standard (ITU-T, 
1992). It would be expected that severity level is closely related to the malfunction 
priority, but this is not always true. Assigning a malfunction’s priority relies heavily 
on network’s administrator’s experience, depending on a dynamic evaluation of re-
dundancy, network topology and eventual SLAs. Wallin and Landén [23] proposed a 
solution that uses neural networks to automatically assign alarm priorities. The au-
thors point that the advantages of using neural networks come from their good noise 
tolerance capabilities and the ability to learn from network administrator staff by us-
ing the manually assigned priorities in trouble ticket reports. 

3   Proposed Architecture 

A common fragility of most paradigms for event correlation is the lack of ability  
to learn with experience or adapt to situations that have not been pre-coded. In con-
trast, we propose an alarm management system that automatically extracts correlation 
rules from historical alarm data. Changes in the network will not affect the correlation 
performance, since the extraction process will run periodically. The information is 
provided to network administrators for supporting the associated trouble tickets man-
agement. By supervising the trouble ticket lifecycle we gain feedback on the rules’ 
performance and this information can be used to adjust selection from the pool of 
available rules.  

Within the considered telecommunications operator (PT Inovação), the Fault Man-
agement and Fault Reporting modules work independently. Some interface features are 
used to enhance trouble ticket generation, but users still have to manually select related 
alarms and indicate one that is pointed to be the cause the problem. This type of system 
is quite similar to what can be found in the majority of the network operating centers.  

The following steps can describe the telecommunication alarm management tasks: 

• parse the received alarms and group the ones related to the same problem; 
• associate alarms with a trouble ticket to manage the problem resolution 

process and indicate the cause (i.e. to identify the root cause); 
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• assign a priority to the trouble ticket; and 
• analyze and fix the problem. 

To achieve the above goals, we proposed an integrated intelligent management archi-
tecture that is illustrated in Fig. 1. The main components of the system are: 

• Fault Management Platform – collects, processes and displays alarm 
events via a Web GUI integrated in the portal Server. 

• Fault Reporting Platform – records and forwards fault reports, also known 
as TTKs (Trouble Tickets), to suppliers. 

• Preprocessing – is responsible for the correct linking of all the values in or-
der to create valid records. It proceeds with the copy of the values entered by 
network administrators during fault reporting activity and also alarm events. 

• Assurance Warehouse – stores information about alarms (events plus user 
operation logs) and TTKs creation and management, with information on in-
tervention or unavailability. 

• Rules Generator – generates rules for alarm correlation and root cause 
analysis from off-line training using the data from the warehouse. Rules can 
also be created by a human editor. It runs with a predefined periodicity  
(a configuration parameter) in order to allow the replacement of poor per-
forming rules. Possible algorithms are Case-Based Reasoning [9], a solving 
paradigm that relies on previously experienced cases, and association rules 
(addressed in this paper). 

• CORC Rule Database – stores the correlation and root cause analysis rules 
along with several evaluation metrics. The evaluation metrics include sup-
port, lift, support and information on reception order. These statistics are up-
dated every time new information is collected. 

• Reinforcement Learning Module – refines the rules database based on 
feedback obtained from the Portal Server. This process receives feedback 
from two distinct ways: after the resolution of the network malfunction re-
ported in TTK, it is possible to evaluate if proposed correlation and root 
cause were correct, by means of text mining [6]; also, it is expected that all 
alarms related to one malfunction cease nearly at the same time and immedi-
ately after its root cause resolution. 

• Alarm Prioritization – it uses a supervised learning algorithm (e.g. neural 
networks) to learn from alarm priorities assigned by network administrators 
in TTK. This module has been already been proposed in [23] with a 71% 
success rate. This information is passed to users and is also used so that in 
overflow situations the most important alarms are processed first by the 
management mechanism. 

• Management – receives real-time alarms from the fault management and 
processes them. A business rules engine is included to support output from 
the Rules Management System and from Alarm Prioritization and returns 
decision-making logic. The enriched result is then passed to the Fault Man-
agement platform that has a dedicated web-based GUI to present correlated 
alarms with visual indication of root cause and assigned priority. 
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Fig. 1. The proposed intelligent alarm management architecture 

As indicated in the figure, we propose feedback loops for making correlation and 
root cause analysis. The first loop is periodically executed and involves calculating 
candidate rules by several specialized association rules algorithms utilizing more 
static information on the alarm history. The output of the algorithms is combined in 
one rule database which is used to dynamically associate related alarms and select 
root cause. In the second loop we continuously gather and evaluate user reaction to 
the presented suggestions. The learning module uses this information to refine the 
associations and root causes in the database and thus to immediately affect the selec-
tion of future results. In the present paper, we will focus only in the automatic correla-
tion rule discovery part of the proposed architecture (module Rules Generator from 
Figure 1). 

4   Materials and Methods 

4.1   Alarm Data 

This study will consider an alarm database from a major Portuguese telecommunica-
tion company. The data was collected from PT Inovação’s alarm management system, 
called Alarm Manager. This platform’s architecture follows the most recent guide-
lines for the implementation of next generation Operations Support Systems (OSS), as 
laid down in TM Forum’s NGOSS [20]. It was developed in Java and contains J2EE 
middleware. This system is operating stably for more than 2 years, dealing daily with 
huge amounts of data collected from heterogeneous networks including access, ag-
gregation/metro and core segments of transport and technologies, such as IP/MPLS, 
CET, ATM, SDH, PDH, DSL or GPON. 
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The dataset contains the history of alarm events that occurred from March 2007 to 
November 2008. Each alarm record already includes a basic type of correlation that 
aggregates all events if they represent repetitions of an active alarm with the same 
description and entity. The beginning and termination of the alarm occurrence, along 
with other events that occurred in between, are registered as a single record. 

The overall table contains near 15 million of rows. In addition to identification of 
related fields, it contains several attributes that describe an alarm event. Thereby, it 
has several time occurrence values, including the starting and ending time and date of 
an alarm. Other time stamps are the moment where the alarm changed its state, the 
time it was recognized by a network supervisor and the time it was archived in the 
history table. Note that only the alarms terminated have this last time stamp and these 
are the ones that will be considered in this work. Moreover, the database contains 
other attributes, such as: ending type (an alarm can be terminated normally, manually 
by a network administrator or automatically by configuration on the management 
system); the number of events that each alarm aggregates; network domain and, fi-
nally, a description of the specific problem that the alarm reports. 

Before applying the data mining algorithms, we first performed a cleaning and data 
selection stage. Experts from PT Inovação were consulted in order to discard irrele-
vant variables. Some statistical tests were additionally performed (e.g. Pearson corre-
lation [1]) to check each attribute independency. Furthermore, we noticed that certain 
attributes had a very limited range of values and were not strictly related to the alarm 
occurrence, thus these were also discarded. Finally, we discard all topological attrib-
utes, as our approach does not require such data and we do not want to constrain the 
data mining process. Table 1 resumes the selected attributes that will be used in the 
analysis. 

We performed additional preprocessing operations, after a feedback that was ob-
tained from the network management people. For instance, we removed alarms termi-
nated manually by network managers or automatically by system configuration, since 
these suffered from an abnormal ending. In addition, the Specific Problem records 
were reported in two different languages (i.e. English or Portuguese). Thus, we stan-
dardized these records by using auxiliary information that was available in supplied 
catalogs. 

Table 1. Summary of the selected alarm data attributes 

Attribute  Description 
Alarm ID Alarm identification, an information that can be 

used to obtain the order of the alarms arrival 
into the Alarm Manager. 

Event Counter The number of alarm events aggregated into a 
single alarm. 

Starting Time The initial time of the alarm. 
Ending Time The ending time of the alarm. 
Specific Problem The specific problem occurred in the network 

that the alarm carries with it. 
End Type Information on how the alarm was terminated. 
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4.2   Methods  

We will base the alarm correlation and root cause detection on the events’ time and its 
characteristics. This approach is closely related to the problem of finding sequential 
patterns in large amounts of data. Therefore, we adopted the GSP algorithm, which 
already has an implementation in the open source data mining tool Weka [25]. The 
GSP algorithm uses the concept of a sliding window to group raw data into candidate 
sequences of alarms that regular association algorithms, such as the well-known Ap-
riori, are capable to use. Apriori based algorithms are then able to find the sequential 
patterns that we aim. However, the GSP was not specialized enough. More context 
orientation was required for pre-processing and candidate sequence extraction stages. 
Not to mention that the issue of root cause is obviously not covered by this algorithm 
and needs to be addressed here. 

The first obstacle in applying our approach came from the high number of con-
secutive alarms, or very close in, having the same specific problem. This happens 
because a single problem might generate errors in several dependent entities. For ex-
ample, the same Alarm Indication Signal is sent for all the ports in a SDH slot when 
the connected STM is down with a Loss of Signal. Thus, we decided to aggregate 
similar alarms to obtain rules containing only different ones, updating the event 
counter for the resulting alarm to be used in candidate extraction. The sliding window 
is used to modulate data and the time window for this aggregation should be equal to 
the maximum interval defined for timely windows. An example of the data to se-
quence extraction is represented in Tables 2 and 3. 

At this point it is possible to extract candidate sequences. To achieve this, sliding 
windows were adopted for the starting time and ending times. This way, two or more 
alarms are only aggregated in the same sequence if both the starting and ending times 
fit the sliding window. This should highly improve the confidence of candidate ex-
traction. Also, a degree of flexibility is considered so that sliding windows can adapt 
to particular situations. Based on preliminary experiments, we set heuristically a 
minimum interval of three seconds. This interval was corroborated by a network ex-
pert as a recommended value. Nevertheless, if a sequence is being constructed and 
this time is reached, the sliding window is extended to a maximum value in which the 
found alarms are joined into the sequence. Again, for the same reasons, this value was 
set to five seconds. This process is done over the preprocessed data ordered by the 
alarms starting date. Result sequences, after applying the described methods to the 
previous example dataset, would be: 

• Sequence 1: B / A / C; 

• Sequence 2: D / E; 

Before candidate sequences proceed to the rule finding phase, they are sorted to en-
sure that the order of constituting elements is always the same. For instance, we want 
that the sequence B / A / C is considered equally as the sequence A / B / C, because 
the relation between the constituting events is the same. 
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Table 2. Example of the original dataset 

Specific Problem Starting Time Ending Time Event Counter Alarm ID 
B 00:00:01 00:00:06 1 2 
A 00:00:01 00:00:06 1 1 
B 00:00:01 00:00:06 1 4 
B 00:00:01 00:00:06 1 3 
C 00:00:03 00:00:07 1 5 
D 00:00:10 00:00:15 2 6 
E 00:00:13 00:00:15 2 7 
B 00:00:01 00:00:06 1 2 

Table 3. Example of the dataset result after event aggregation 

Specific Problem Starting Time Ending Time Event Counter Alarm ID 
B 00:00:01 00:00:06 3 2 
A 00:00:01 00:00:06 1 1 
C 00:00:03 00:00:07 1 5 
D 00:00:10 00:00:15 2 6 
E 00:00:13 00:00:15 2 7 

 
By now, the information on probable root cause for each built candidate sequence 

must be considered. In our analysis, root cause calculation is based in two factors: the 
first alarm of a sequence found in time and the number of events aggregated by each 
alarm. It is frequent to have several events with the same generation time stamp, be-
cause time precision is measured in milliseconds. For these situations, first event re-
ceived in Alarm Collection Gateway is considered. This solution has some risks that 
might mislead root cause analysis due to different event propagation times in the net-
work (the protocol most used is SNMP). However, considering the vast dataset used 
for modeling, there are some guaranties of attribute relevance. Moreover, in particular 
analysis scenario, there is an acknowledge (ACK) mechanism between monitoring 
agents and alarm collection which guaranties delivering and correction of order over 
SNMP’s connectionless protocol. On other hand, the usage of event counters is based 
on the observation that typically the root cause is a single alarm event that can cause a 
wide number of alarm events. These two aspects are combined in an editable rule 
system, which is used to classify the probability of the root cause for each sequence. 
For example, if we have a rule where the percentage of an alarm being the first to 
appear is very high, then it is highly probable that this is the root cause. Also, if the 
percentage of occurrences is low, when compared to the remaining events of the se-
quence, then this increases the probability of being the root cause. If none of these 
situations occur, the confidence of the suggestion is set to a negligible value. Going 
back to our example dataset, we had the following root cause information for our  
sequences: 

• Sequence 1: First Alarm – A, Event Counter – A:1,B:3,C:2; 

• Sequence 2: First Alarm – D, Event Counter – D:2,B:2; 
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After founding a frequent rule, all the information related to managing root cause se-
lection must be updated. We have now candidate sequences and the last step is to call 
the Apriori algorithm to build and classify the resulting association rules. Apriori 
bases its behavior on the support of candidate sequences, by removing candidates that 
are below a given threshold. The use of Apriori instead of a simple counting of candi-
dates is justified by its main principle that increases the rule finding scalability: if a 
sequence is frequent then all of its subsets should also be frequent. In other words, if a 
sequence is infrequent then all the sequences that contain that sequence can be pruned 
and not taken into process. The Apriori algorithm implemented also computed addi-
tional metrics, such as the confidence and lift, for a more detailed rule evaluation, as 
we are going to describe in next section. 

4.3   Evaluation 

As said before, the classic Apriori algorithm only classifies a sequence for its support, 
which is clearly insufficient for our purpose. We do not only want to know high fre-
quent sequences present in data, but also less frequent ones that also apply as good 
modeling rules. In fact, these rules are also very interesting in terms of business value 
because as rare as rules become, the more difficult is for network administrators to 
discover their underlying behavior. The inheriting risk is a possible overflow of rules, 
so it is mandatory to define a minimum support threshold. 

In order to classify the discovered rules, we will adopt two additional measures, 
well known within the association rules context, confidence and lift, and try to ade-
quate their meaning to the present problem of discovering sequential alarm patterns. 
Lift provides information about the change in probability of the consequent in pres-
ence of the antecedent. The ‘IF’ component of an association rule is known as the 
antecedent. The THEN component is known as the consequent. The antecedent and 
the consequent are disjoint; they have no items in common. Both metrics depend on 
the division of the association rule in two parts (the antecedent and the consequent) 
but this is not really consistent with the rules we want to obtain, where there is only 
an unordered sequence of alarms that are somehow correlated. To make possible the 
use of this metric, we assume that the rule’s lift is the maximum possible for that se-
quence. In other words, we find the antecedent that maximizes the confidence rule 
metric, because its formula depends on the antecedent support. This is done because it 
is more harmful to lose a good rule than to over classify one. We have to keep in 
mind that the rules will suffer posterior evaluation from feedback results and even 
might get eliminated by the reinforcement learning system (not presented in this work 
but to be addressed in the future). The confidence of a rule indicates the probability of 
both the antecedent and the consequent appear in the same transaction. Confidence is 
the conditional probability of the consequent given the antecedent. This gives us a 
better classification for the items within a rule than the simple support of the occur-
rence of all of them together. Confidence can be expressed in probability notation as 
the support of A and B together dividing by the support of A: 

 
Confidence (A implies B) = P (B/A), or 

Confidence (A implies B) =  P(A, B) / P(A) . (1)
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Regular confidence implementation cannot be used for Apriori because we are not 
interested in finding rules with antecedents and consequents. These are more appro-
priate, for instance, within the retail industry, where it is relevant knowing the differ-
ence between rules such as “buying milk implies buying cereal” or vice-versa. In our 
case, we calculate the highest confidence of a rule, selecting the possible antecedent 
for a rule with least support. 

Both support and confidence will be used to determine if a rule is valid. However, 
there are times when both of these measures may be high, and yet still produce a rule 
that is not useful. If in our case the support of the rule consequent, not used in calcula-
tion of confidence, is very high then we are producing a rule that, even with high con-
fidence, is not very interesting because it is normal that the antecedent is commonly 
seen with the consequent, given the fact that the consequent is very frequent. Thus, a 
third measure is needed to evaluate the quality of the rule. Lift indicates the strength 
of a rule over the random co-occurrence of the antecedent and the consequent, given 
their individual support. It provides information about the improvement, the increase 
in probability of the consequent given the antecedent. Lift is defined as [12]: 

Lift (A implies B) = (Rule Support) / (Support(A) * Support(B)) (2)

Any rule with an improvement (lift) of less than 1 does not indicate an interesting 
rule, no matter how high its support and confidence are. Lift will be used as another 
parameter that classifies a rule and gives it more reliability. For example, a rule with 
low confidence but high lift has a higher degree of reliability than if we are just look-
ing for the confidence metric. The computation of lift in our work is based in the 
same purpose used to calculate confidence, using the earlier defined antecedent and 
consequent of a rule to get the needed values for lift formula. 

5   Current Results 

To test our approach, we considered a recent sample of the alarm database, from 1st 
of March 2009 until the 15th of the same month, with a total of approximately 2.4 
million of alarm events. The dataset was further divided into two subsets: the first 2/3 
of the data was used to extract the candidate sequences, while the remaining 1/3 was 
used for testing. In the training stage, minimum thresholds considered were: for sup-
port 1%, confidence 40% and lift 1. The minimum sliding window time interval was 
restricted to 3 seconds. Under this setup, the rule that aggregated a maximum number 
of alarm types contained 7 elements and 268 rules were discovered. The rules with 
maximum support and lift are presented in Fig. 2. The first result shows a sequence of 
two alarms IMALINK (IMA Link Error) and LOC (Loss of Cell Delineation). Due to 
monitored network’s characteristics, this sequence occurs very frequently, with a sup-
port of 1057 and a lift above 2. This sequence represents the situation when a group 
of virtual ports have an ATM layer above them working as a single communication 
channel. One problem in a single port is sufficient to affect all others in the same 
group and also the ATM layer. So, in some error situations, virtual ports send 
IMALNK alarms and the LOC is related to the ATM layer. 

 



 An Intelligent Alarm Management System 397 

 

Fig. 2. Examples of discovered association rules (with highest support and lift values) 

A prototype was implemented using JRules, an open source and standards-based 
business rules engine [14]. The previous discovered rules were adapted to fit JRules 
requirements and then events from the testing set were injected into the rules engine, 
simulating a real-time alarm collection scenario. This was performed for a total of 
501.218 events. The objective was to measure the degree of compression of the 
alarms that would be presented to end users, if using our correlation method, and to 
validate the real significance of discovered sequences. 

In result of compression using the discovered correlation rules, the number of cor-
related alarms was 158.191, achieving a compression rate of near 70%. This rate is 
similar to the results achieved by the currently used systems [27]. In correlation by 
compression, alarm events from the same alarm type and regarding the same entity 
are grouped, as well as end notifications of respective alarms. 

We asked a very skilled network administrator to validate the discovered rules with 
higher support and lift values (from Figure 2). In this expert’s opinion, this approach 
is very interesting, “as it reveals certain patterns not strongly presented in network 
protocols, but discovered with experience”. Also, this solution enables a service ori-
ented monitoring which is clearly more effective than the current single network en-
tity approach. Regarding the previous described example (rule for IMALINK and 
LOC), during the performed runtime experiments our correlation engine grouped se-
quences of 4 to 8 alarms of type IMALNK associated with 1 LOC alarm. In this way, 
an immediate action can be set in order to create the respective trouble ticket, which 
launches the reporting of this malfunction to the operational staff. While reducing the 
supervisor’s parsing work, the process of reparation is also speeded up, contributing 
to better service levels. 

6   Conclusions 

Fault management is a critical but difficult task in network management. The flow of 
alarms received by a management center should be correlated automatically to a more 
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intelligible form, in order to facilitate identification and correction of faults. Unfortu-
nately, the construction of an alarm correlation system requires high expertise and 
developing time. In opposition to current adopted solutions, with static pre-coded 
rules, we propose a smarter system that is able to learn from raw data and based in 
data mining techniques (for rule generation) and reinforcement learning (for rule se-
lection). In particular, we focus on one component of the proposed architecture, the 
rule generator. A prototype was implemented to test it in a J2EE environment with 
real-world data from a large Portuguese telecommunications operator. A total of 15 
millions of alarm records were used for training and testing, resulting in 268 associa-
tion rules. The employment of correlation methods compressed the total amount of 
events with a 70% rate and the network administrator feedback was that there is a 
great potential to reduce operational costs, fault identification and reparation times. In 
future work, we intend to explore additional measures of interest for rule selection 
(e.g. Loevinger rank) [15]. We also expect to develop the remaining components, 
until the final architecture is implemented and tested in a real-world environment. 
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Abstract. The identification of "actionable" information in news sto-
ries has become a popular area for investigation. News presents some
unique challenges for the researcher. The size constraints of a news story
often require that full background information is omitted. Although this
is acceptable for a human reader, it makes any form of automatic anal-
ysis difficult. Computational analysis may require some background in-
formation to provide context to news stories. There have been some
attempts to identify and store background information. These approaches
have tended to use an ontology to represent relationships and concepts
present in the background information. The current methods of creating
and populating ontologies with background information for news analysis
were unsuitable for our future needs.

In this paper we present an automatic construction and population
method of a domain ontology. This method produces an ontology which
has the coverage of a manually created ontology and the ease of con-
struction of the semi-automatic method. The proposed method uses a
recursive algorithm which identifies relevant news stories from a corpus.
For each story the algorithm tries to locate further related stories and
background information. The proposed method also describes a prun-
ing procedure which removes extraneous information from the ontology.
Finally, the proposed method describes a procedure for adapting the
ontology over time in response to changes in the monitored domain.

Keywords: Ontology Construction and Population, News, Linked Data.

1 Introduction

The news has become an increasingly popular area for research. News can con-
tain timely information which may be useful in a variety of tasks which rely
upon accurate current affairs information. News provides some unique problems
because it implicitly relies upon the accumulated knowledge of the reader. This
knowledge is not static because over time new information is absorbed and out-
dated information is expelled. The computational analysis of news may require
this information to be represented in a formal manner.

There have been a number of attempts to model information gathered from the
news[9][14] [6], but the knowledge captured was more for the demonstration of a
technique, rather than to produce a rich representation of background knowledge.
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Research conducted in the area of news recommender systems has attempted to
provide techniques where background information is modelled in an ontology. [5]
The capture of background information has been used to improve categorization
of news [2]. These approaches relied heavily upon manual intervention either from
a user or a knowledge engineer. These approaches did not attempt to model a
domain extensively, however they did provide descriptions of constructing formal
knowledge representations of news.

The most frequently cited knowledge representation method for modelling
background information for news are ontologies. The rest of the paper will refer
to the construction of ontologies. The aforementioned construction methods can
be categorized as the following: manual, semi-automatic / automatic. The cur-
rent methods have their flaws which make them unsuitable for our needs. The
manual methods produced rich and detailed ontologies, however it is normally
a slow process and the updating of the ontology is irregular and sluggish. This
is due to the method’s reliance upon human experts. [10]. The semi-automatic
/ automatic approaches may be faster than the manual method, however some
manual intervention is required.[5] The user may be required to select a number
of seed stories from which the ontology is constructed. It is likely that a human
will be poor in analysing a large number of stories and consequently may not
select a sufficiently large sample of stories. This will produce a less than opti-
mum ontology. It is possible that a human will be inconsistent in the seed story
selection, this will produce errors in the ontology.

This paper will present an automatic method of ontology construction and
population. The paper will present the following: 1. Corpus Construction 2. A
method which will use the unique structure of news to select stories and further
information sources for inclusion in the ontology. 3. An enrichment process where
the initial seed stories will be supplemented by further information and stories. 4.
Methods for eliminating errors. 5. the paper will discuss methods for maintaining
the ontology over time and some proposals for further work.

2 Corpus Construction

The corpus was constructed from news stories which were culled from free sources
on the Internet. A crawler harvested these stories at the same time each day.
The stories were published by the content providers in Really Simple Syndication
(RSS) format. The crawler recorded Headline, Description, Story Text, HTML,
Published Date and Harvested Date information. The content providers embed-
ded links in the stories between related stories and background information. This
information was also recorded.

It was important that the corpus was of a significant size and had some rudi-
mentary structure. The intention was not to demonstrate a technique, but to
generate an ontology which had sufficient detail to provide reasonable coverage
of the studied area. The structure of the corpus was a significant factor in the
development of the proposed method for the following reasons: 1. A series of
connections could be made between stories as well as between stories and back-
ground information, 2. The structure allowed the identification of the story at
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an increasing level of granularity with headlines being the most narrow and the
story text being the widest. The corpus size and the number of links to back-
ground information had a significant bearing on the results as it was assumed
that large volumes of structured data may generate detailed ontologies with less
sophisticated methods. [4]

2.1 Corpus Characterization

The news sources chosen for the corpus were selected for the quality of reporting
and their varying political associations. The corpus contained 5 "broadsheet"
newspaper sources, 1 national broadcaster and 1 specific financial newspaper.
The corpus had more than 23,000 news stories and 9148K words.

3 Local Ontology Construction

3.1 Opposing Ontology Construction Methods

Two competing approaches were considered: 1. Generate an ontology from the
whole of the corpus and select the neighbourhood of the entities that are of in-
terest. 2. Generate a domain specific ontology from a selection of highly relevant
selection of stories and resources. The first approach was considered, and conse-
quently dismissed. It was thought that this method would increase the likelihood
of ambiguity and error, for example there is more than one political party with
the title of The Labour Party. The inclusion of all stories which concern "The
Labour Party" may cause some "contamination" due to the mixing of asser-
tions. The number of errors will increase because stories which are deliberately
misleading or satirical would be included 1. The restriction of stories to a spe-
cific domain would exclude a number of stories with irrelevant information. This
approach would reduce the number of errors and instances of ambiguity.

3.2 Local Domain Ontology Construction

The ontology structure was flat, i.e all classes were a subclass of OWL:Thing.
The Open Calais web service [11] was used to provide meta data. This meta data
included named entity extraction. The classes were defined by the entity type.
For example, if an entity had the type Person and the person class did not exist
then the class person will be created and the value added as an individual. Open
Calais provided nominal relationship information. [11] Normalization tables were
used to provide a more understandable and descriptive relationship.

As an illustration of the proposed method, a case study of the domain of Mi-
crosoft will be presented. It should be possible to validate the assertions because
the domain is widely known.
1 In Anglo Saxon cultures on the 1st of April newspapers publish misleading stores as

part of April fools day, for example: http://www.telegraph.co.uk/news/uknews/
1583456/April-Fools-Day-story-round-up.html

http://www.telegraph.co.uk/news/uknews/1583456/April-Fools-Day-story-round-up.html
http://www.telegraph.co.uk/news/uknews/1583456/April-Fools-Day-story-round-up.html
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3.3 "Bootstrapping" the Construction Process

To "bootstrap" the ontology construction process a number of highly relevant
seed stories were required. A seed set of stories was selected by searching the
headlines for the keyword, "Microsoft". These stories were relevant because head-
lines are good indicators of the following story text[1]. This seed set was expanded
with stories and background information which were linked to by the initially
selected stories. The depth of linking was kept to the immediate stories because
of the rapid decrease in relevance at linking depth of 2 or more.2

The Open Calais meta data consisted of a list of entities and nominal rela-
tionship information. The entity data was in some circumstances supplemented
with background information from external sources, for example DBPedia and
Reuters. Open Calais labels this information as Linked Data. The keyword for
document selection referred to an entity, consequently it was possible to expand
the search terms. The Open Calais Linked Data contained the OWL predicate
"SameAS" [7]. This predicate referred to keywords which were the same as the
initial keyword. In the case study the SameAs predicate referred to companies
which were owned by Microsoft or names by which Microsoft is also known as.
There is a publicly available example of Linked Data for IBM, in this example
"SameAS" referred to the following: International Business Machines, Sequent
Computer Systems, Holosofx, and Taligent. [12] The example page also had links
to further information which in this example was Wikipedia and Reuters.

The expanded set of stories for the construction of the ontology can be de-
scribed as:

K =Stories returned using keywords, L= Linked Stories to K,
E=Stories returned using expanded key words,
LE=Linked Stories to E, S = Seed Stories,
LD = Open Calais Linked Data
LDE = Extra Information Sources Pointed to by LD

S = K∪ L ∪ E ∪ LE ∪ LD ∪ LDE

3.4 Normalization of Relations

The story metadata was parsed with the CalaisDotNet [3] library. The library
returned the meta data in the form of objects. The objects contained an ar-
ray of named entities (person,company etc) and an array of properties for each
named entity. Each entity may have a relation with one or more entities and
the relation may have more than one property. The relations were transformed
to binary relations, therefore a relation could only be between two entities and
could contain only one property. The binary relation format was chosen because
binary relations may be repeated which assisted in conflict resolution, they were
more robust than the previous format and were easier to manipulate.
2 This was confirmed initially through a manual inspection and subsequently through

the use of a relevance score.
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The transformation of the data was made via normalization tables. The nor-
malization tables used the relationship type information and the entity type
values from item pairs in the array to provide a binary relation and a descrip-
tion of the relation.

The function normRel is the function that normalizes Relationship objects
and can be described as:

normRel(r) def=
let (relname, args) = r

(fst : oths) = args
in foreach (a ∈ oths){

newname = norm(relname, type(fst), type(a))
add(newname, fst, a)

The function norm generates a normalization of relation names.
The norm function returned the description of the relationship. This was to

allow for a manual inspection of the ontology and the description needed to
convey the nature of the relationship. Further tables held pairs of incompati-
ble assertions which allowed the identification of incompatible relationships. An
example of the output of the normalization table can be found in table 1.

3.5 Identification of Implicit Relationships

The Relationship object provided an opportunity to infer further information
about an entity. If the array contained information concerning two or more enti-
ties than it was possible to reverse the relationship. In the example of Microsoft
it was asserted that "Steve Ballmer is an employee of Microsoft". It was con-
sequently possible to reverse the relationship to assert that "Microsoft employs
Steve Ballmer".

3.6 Initial Results

The ontology generated from the seed information had a level of detail which
was broad and detailed, for example a person class was created with 60 indi-
viduals each of which had at least 2 assertions and the industry term class had
a further 146 individuals. A manual inspection of the ontology revealed that
it had a large number of assertions which could be described as "commonly
known information". This information was complemented with assertions about
less well known entities. Table 1 provides some example assertions from the Mi-
crosoft entity. The Microsoft entity was the central entity in our case study, and
as the table indicates that after the headline pass it contained in excess of 200
assertions.

3.7 Enriching the Ontology

The initial seed sources were directly related to the chosen domain. It was pos-
sible to increase the richness of the domain by adding further stories which have
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Table 1. Selection of assertions which concern Microsoft

Microsoft CompetitorOf Google
Microsoft CompetitorOf SalesForce.Com
Microsoft Employs Ray Ozzie
Microsoft Employs Sean Poulley
Microsoft Produces Windows
Microsoft Produces Silverlight
Microsoft HasRelationship Dell
Microsoft HasRelationship Verizon
Microsoft ParentOf Aquantive
Microsoft PlannedPurchaseOf Yahoo
Microsoft LocatedIn Seattle

... and more than 200 further assertions

a less obvious or indirect relationship with the domain. The expanded keywords
which were present in the story or description text of a number of stories may
have provided an indication that the story might have a degree of relevance to the
domain, but there was no guarantee that the stories had a sufficient relationship
to be included. The ontology constructed from the seed stories was sufficiently
detailed to provide a similarity measure to evaluate the expanded set of stories.
The similarity measure was a simply a measure of the percentage of intersecting
terms from the news story when compared to the constructed ontology.

Selecting Story Relevancy Boundary. There was an assumption that there
existed a set of relevant stories in the corpus and these stories were identifiable.
The aforementioned similarity measure provided a measure of relevance to each
story and the author’s experiments were designed to identify a general bound-
ary at which stories contained sufficient information to be relevant to a chosen
domain. It was not possible to annotate all the news stories, consequently a
statistically representative sample of documents were selected. These documents
contained at least one keyword to ensure there were sufficient documents with
relevancy greater than 0. The selection of a hard border is a subjective process
and it was necessary to use a human judge to separate the selected documents
into categories which adhered to a pre-set relevance score. The categories were:
Category 1 ∈ [0..0.20], Category 2 ∈ [0.21..0.40] Category 3 ∈ [0.41..0.60] , Cate-
gory 4 ∈ [0.61..0.80] and Category 5 ∈ [0.81..1]. The authors accept that this is a
manually intensive task, but it is a "one-off task" because the derived boundary
score may be used in new domains.

In Figure 1 some points were obscured because there are multiple data points
which had the same category and similarity score. There were the expected over-
laps between the categories. It was necessary to eliminate all of the documents
which have no relevance to the domain (category 1) and keep all the documents
which have some relevancy to the domain. A similarity score of 0.23 was chosen
as this was the lowest score which had no category 1 documents.



406 B. Drury and J.J. Almeida

Fig. 1. Scatter Diagram For Border Data

Continuation of Enrichment Process. The enrichment process can be de-
scribed as the following process:

– Extract stories from the corpus which contain the target word in the de-
scription, but not in the headline

– Calculate the similarity between the stories and the existing ontology
– If similarity is more than 0.23 accept story and add to the ontology
– Extract stories from the corpus which contain the target word in the body

text, but not in the description or headline
– Repeat step 3
– Extract all stories which were not present in the previous steps
– Repeat step 3

After each enrichment stage the ontology had an increasing level of detail. The
person class contained 60 individuals after the 1st pass and 109 at the end of
the enrichment process. The increasing level of detail of the Person class was
reflected through out the ontology.

4 Pruning the Ontology

4.1 Pruning of Entities

There were a number of entities which were common to a large number of stories
in the corpus. These entities did not reveal any relevant information and were the
equivalent of "stop words" in information retrieval and needed to be removed.
These "stop-entities" were identified through the application of a TF-IDF score
for each entity in the corpus. [15].
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4.2 Pruning Conflicting Information

The ontology contained obvious errors. This was due to mistakes made in either
the information sources or errors made by OpenCalais. These errors were iden-
tified by the aforementioned list of incompatible assertions. An example of an
error which was flagged as a conflict was the assertion that Yahoo was both the
owner and competitor of Microsoft. The assertion that Yahoo owned Microsoft
was made once and the contrary assertion was made multiple times. A simple
voting procedure identified the correct assertion. This technique may only be
used when an assertion is made once and the contrary assertion is asserted more
than once. In the experiments for this paper mistakes were never asserted more
than once.

4.3 Pruning of Outdated Information

Temporal errors were caused through the inclusion of outdated information.
Information in news can have a time limit. This paper proposes two methods for
identifying and correcting "stale" information. The two proposed methods are:
state changes and contrary information.

For the purpose of this paper a state change is determined to be a process
where an entity’s relationship with another entity or property changes. A state
change was reported in a news story if the news of the state change had sufficient
utility [8] to be published. Open Calais indicated a state change by the linguistic
cue word "Change". An example of a Open Calais state change was a relationship
object having the type "EmploymentChange". The metadata provided sufficient
information about the entity’s new relationship to update the ontology.

If a state change does not merit enough utility [8] to be published or the story
was published between crawler runs, it was possible in certain circumstances to
infer a state change from contrary information published at a later date. There
was an example in the Microsoft case study. There was a state change for a major
competitor (Yahoo) when Jerry Yang left his post as CEO. This story was not
in the corpus. The corpus did have a number of stories where Carol Bartz was
identified as the CEO of Yahoo. All of the stories concerning Carol Bartz had a
later published date than the stories which assert that Jerry Yang was the CEO.
It is reasonable to assume a state change for both Jerry Yang and Carol Bartz.

4.4 Monitoring the Domain

In the case study the domain was monitored by applying the aforementioned
enrichment and pruning techniques to news stories gathered from The New York
Times NewsService[13]. The enrichment and pruning techniques allowed new
information to be gathered from relevant stories while the pruning techniques
attempted to remove outdated information.



408 B. Drury and J.J. Almeida

5 Results

The initial results were encouraging. The keyword searching of the headline, de-
scription and text returned documents which had an increasing large variance in
relevance to the target domain. This variance in quality was counter balanced by
the increasing richness of the ontology at each stage of enrichment. This charac-
teristic allowed the identification of stories which had a strong, but not an easily
identifiable relationship with the domain. The ontology was not error free. The
pruning and conflict resolution rules removed some erroneous information, how-
ever over time the number of errors increased. It was necessary to provide a time
limit to exclude stories which had out dated information from the construction
process.

The ontology did not function well on short stories with few entities (1-2)
which did not provide any other cues to their relevance. A rule was introduced
to ensure that a news story had to have a minimum number of entities before
being assigned a relevance score.

A comparison between other methods was attempted. The manual method
was partially abandoned as it was very time consuming. The semi-automatic
method of the user choosing the stories had the problem that the volume of
news prohibited the selection of a complete set of relevant stories. Keywords
were used to limit the choice, however the selection of the stories was still a
time consuming task. The semi-automatic method had the drawback that the
concepts in the ontology would have to defined by hand and the method did not
provide a method of updating over time.

6 Conclusion

The proposed method allows for the quick generation of a rich and detailed
domain ontology. This will be a very useful tool as the information it generates
will assist in further analysis of news as it allows the researcher to change domains
quickly.

The process was not perfect. Although there were rules for pruning and elimi-
nating errors they did not remove all erroneous information. A significant number
of the errors are on the extremity of the ontology, however these errors should
not be ignored and further work on pruning rules is required. A major source of
these errors were temporal, e.g. outdated information. In volatile domains it is
likely that the regular regeneration of domains with time limits of the accepted
information for ontology construction will remove these errors. In general the
proposed method provides a solid foundation for further investigation into news
and its related components.

7 Further Work

The subsequent work in this area will concentrate on developing a framework of
decaying relationships over time. The relationships may be refreshed, however if
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the assertion is not refreshed it will be eventually expelled from the ontology. This
method may improve the identification of "stale" information. A further area of
improvement may be in identifying an entity’s importance, this may include
using coverage (i.e how many times an entity is mentioned) and alignment with
external events such as financial markets.
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A Ontology Browsing with Growl

The extracted ontology is described in RDF and consequently it can be anal-
ysed with standard ontology in tools. The diagram Figure 2 was produced with
GrowlView in Protege. The diagram is intended to show the richness and scale
of the ontology and not individual details.

Fig. 2. Ontology After Final Enrichment Pass
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Abstract. Collecting and annotating exemplary cases is a costly and
critical task that is required in early stages of any classification pro-
cess. Reducing labeling cost without degrading accuracy calls for a com-
promise solution which may be achieved with active learning. Common
active learning approaches focus on accuracy and assume the availabil-
ity of a pre-labeled set of exemplary cases covering all classes to learn.
This assumption does not necessarily hold. In this paper we study the
capabilities of a new active learning approach, d-Confidence, in rapidly
covering the case space when compared to the traditional active learning
confidence criterion, when the representativeness assumption is not met.
Experimental results also show that d-Confidence reduces the number of
queries required to achieve complete class coverage and tends to improve
or maintain classification error.

1 Introduction

Collecting and annotating cases is a critical and demanding stage in classification
tasks [14]. It is critical because it is one of the first stages of the whole process
and limits the performance of all the following stages. It is demanding because
it requires domain specialists to retrieve and label exemplary cases for all classes
to learn.

The effort required to retrieve and label these representative cases is not only
related to the number of target classes [2]; it is also related to class distribu-
tion in the available pool of examples. On a highly imbalanced class distribu-
tion, it is particularly demanding to identify examples from minority classes.
These, however, may be important in terms of representativeness. It is the case
of a document collection on the Web. Minority classes may correspond to spe-
cific information needs which are relevant for specific subgroups of users. If this
specificity is not taken into account, many queries will be required before these
special cases are retrieved. In many situations, such as fraud detection, clinical
diagnosis, news [17] and Web resources [9], we face the problem of imbalanced
class distributions. Failing to identify cases from under-represented classes may
have costs.

The main goal of our current work is to identify representative examples for
a set of classes from a pool of unlabeled cases, in the absence of any prior

L. Seabra Lopes et al. (Eds.): EPIA 2009, LNAI 5816, pp. 411–422, 2009.
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description of the classes to learn. Furthermore, this must be achieved with a
reduced number of labeled examples in order to reduce labeling effort.

Active learning may reduce the number of labels that are required, when
compared to expensive supervised solutions, without compromising the perfor-
mance of the following stages, i.e., while keeping similar accuracy. In this setting,
the learner is allowed to ask an oracle (typically a human) to label examples –
these requests are called queries. The most informative queries are selected by
the learning algorithm instead of being randomly selected. It is expected that
criterious selection avoids redundant queries that do not improve the current
classifier.

Active learning is frequently focused on reducing version space assuming that
we already have a pre-labeled set covering all classes. This representativeness
assumption does not necessarily hold in the initial stage of collecting and an-
notating training cases. In general, uncovered regions of the case space may
contain cases of unknown classes. On the other hand, even known classes may
have distinct subgroups with specific characteristics in unknown regions of the
case space. In such a setting it is important to achieve an effective coverage of
case space which rapidly increases the knowledge about relevant classes.

In this paper we propose a new active learning approach, d-Confidence, that
tends to explore unseen regions in case space, thus selecting cases from unseen
classes faster – with fewer queries – than traditional active learning approaches.
D-Confidence selects queries based on a criterion that aggregates the posterior
classifier confidence – a traditional active learning criterion – and the distance
between queries and known classes. This criterion is biased towards cases that do
not belong to known classes (low confidence). Simultaneously, it explores unseen
areas in case space (high distance to known classes).

D-confidence is more effective than confidence alone in achieving an homoge-
neous coverage of the classes of interest. Our aim is to identify exemplary cases
from all classes as early as possible, with a reduced number of queries. To our
knowledge, this problem has not yet been addressed.

In the rest of this paper we start by describing active learning, in section 2.
Section 3 describes d-Confidence. Section 4 describes the evaluation process,
including the experimental plan and the presentation and discussion of results.
In section 5 we state our conclusions and expectations for future work.

2 Active Learning

Active learning approaches [3, 5, 18, 16] reduce label complexity – the number
of queries that are necessary and sufficient to learn a concept – by analyzing
unlabeled cases and selecting the most useful ones once labeled.

The general idea is to estimate the value of labeling one unlabeled case. Query-
By-Committee [20], for example, uses a set of classifiers (the committee) to iden-
tify the case with the highest disagreement. Schohn et al. [19] worked on active
learning for Support Vector Machines (SVM) selecting queries by their proxim-
ity to the dividing hyperplane. Their results are, in some cases, better than if all
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available data are used for training. Cohn et al. [6] describe an optimal solution
that selects the case that, once labeled and added to the training set, produces
the minimum expected error. This approach, however, requires high computa-
tional effort. Common active learning heuristics aim at reducing uncertainty by
selecting the next query as the unlabeled example on which the classifier is less
confident [13].

Dasgupta [7] defines theoretical bounds showing that active learning has ex-
ponentially smaller label complexity than supervised learning under some partic-
ular and restrictive constraints. This work is extended by relaxing some of these
constraints [12]. An important conclusion of this last work is that the gains of
active learning are much more evident in the initial phase of the learning pro-
cess, after which they degrade and the speed of learning drops to that of passive
learning. Agnostic Active learning [4] achieves an exponential improvement over
the usual sample complexity of supervised learning in the presence of arbitrary
forms of noise. This model is further studied by Hanneke [11] setting general
bounds on label complexity.

All these approaches assume that we have an initial labeled set covering all
the classes of interest.

Recent work explores clustering to provide an initial structure to data or to
suggest valuable queries. Adami et al. [2] merge clustering and oracle labeling to
bootstrap a predefined hierarchy of classes. This approach demands for a high
validation effort, especially when these clusters are not aligned with class labels.
Dasgupta et al. [8] propose a cluster-based method that consistently improves
label complexity over supervised learning. Their method detects and exploits
clusters that are loosely aligned with class labels. The method has been applied
to the detection of rare categories achieving significant gains in the number of
queries that are required to discover at least one example from each class. This
latter work is in line with our own efforts for devising a method capable to swiftly
identify cases from unknown classes [10].

As described, common active learning methods focus on improving the de-
cision functions for previously labeled classes, assuming the representativeness
of the known cases. In this paper we study how diverging classifier attention to
unkown regions of the case space improves the chances of finding new labels.
This idea is marginally suggested by Dasgupta et al. [8] – avoid sampling from
clusters confidently identified as pure, focusing on other. Like us, they also report
significant gains in the number of queries required to detect unknown classes.
Our approach, though, is distance based, rather than cluster based.

3 D-Confidence Active Learning

Given a target concept with an arbitrary number of classes together with a sam-
ple of unlabeled examples from the target space (the working set), our purpose is
to identify representative cases covering all classes while posing as few queries as
possible, where a query consists of requesting a label to a specific case. The work-
ing set is assumed to be representative of the class space – the representativeness
assumption [15].
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Active learners commonly search for queries in the neighborhood of the de-
cision boundary (Figure 1a), where class uncertainty is higher. Limiting case
selection to the uncertainty region seems adequate when we have at least one
labeled case from each class. This class representativeness is assumed by all ac-
tive learning methods. In such a scenario, selecting queries from the uncertainty
region is very effective in reducing version space.

(a) Perceived uncertainty region (b) Real uncertainty region

Fig. 1. Uncertainty region (shaded). n represents labeled cases from class n and ×
represents unlabeled cases. We assume that the concept to learn has three distinct
classes and one has not yet been identified.

3.1 D-Confidence

The most common active learning approaches rely on classifier confidence to
select queries [3] and assume that the pre-labeled set covers all the labels to
learn. Our scenario is somehow different: we do not assume that we have labeled
cases for all classes and, besides error, we are mainly concerned with the fast
identification of representative cases from all classes. To achieve our goals we
propose a new selection criterion, d-Confidence, which is effective in the early
detection of exemplary cases from unseen classes. Instead of relying exclusively
on classifier confidence we propose to select queries based on the ratio between
classifier confidence and the distance to known classes. D-Confidence, weighs the
confidence of the classifier with the inverse of the distance between the case at
hand and previously known classes.

D-Confidence is expected to favor a faster coverage of case space, exhibiting
a tendency to explore unseen regions in case space. As a consequence, it pro-
vides faster convergence than confidence alone. This drift towards unexplored
regions and unknown classes is achieved by selecting the case with the lowest
d-Confidence as the next query. Lowest d-Confidence is achieved by combining
low confidence – probably indicating cases from unknown classes – with high dis-
tance to known classes – pointing to unseen regions in the case space. This effect
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produces significant differences in the behavior of the learning process. Common
active learners focus on the uncertainty region asking queries that are expected
to narrow it down. The issue is that the uncertainty region is determined by the
labels we known at a given iteration. Focusing our search for queries exclusively
on this region, while we are still looking for exemplary cases on some labels that
are not yet known, is not effective. Unknown classes hardly come by unless, by
chance, they are represented in the current uncertainty region.

On Table 1 we present the d-Confidence algorithm – an active learning pro-
posal specially tailored to achieve a fast class representative coverage.

Table 1. d-Confidence algorithm

(1) given W and L1

(2) compute pairwise distance between all cases in W
(3) i = 1
(4) while (not stopping criteria) {
(5) Ui = W − Li

(6) learn hi from Li

(7) apply hi to Ui generating confi(ck | uj)
(8) foreach(uj ∈ Ui){
(9) foreach(ck ⊂ {label(l) | l ∈ Li}){
(10) disti(uj , ck) = median (dist (uj , {u ∈ Li | label (u) = ck}))
(11) dconfi(uj , ck) =

confi(ck | uj)

disti(uj,ck)

(12) }
(13) dConfi(uj) = maxck (dconfi(uj , ck))
(14) }
(15) qi = argmin

uj

(dConfi(uj))

(16) Li+1 = Li∪ < qi, label(qi) >
(17) i + +
(18) }

W is the working set, a representative sample of cases from the problem space.
Li is a subset of W . Members of Li are the cases in W whose labels are known
at iteration i. U , a subset of W , is the set of unlabeled examples. At iteration
i, Ui is the (set) difference between W and Li; ck is a target class; hi represents
the classifier learned at iteration i; qi is the query at iteration i; confi(ck | uj)
is the posterior confidence on class ck given case uj, at iteration i.

Computing d-Confidence for unlabeled cases is accomplished at steps (8) to
(14) in Table 1 as explained below. In (15) we select the next query – the
unlabeled case with the minimum d-Confidence – which is added to the labeled
set (16).

Computing d-Confidence. d-Confidence is based on the ratio between confi-
dence and distance among cases and known classes (Equation 1).
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dConf(u) = maxck

(
conf(ck | u)

medianj(dist(u, {u ∈ Li | label (u) = ck}))

)
(1)

For a given unlabeled case, u, the classifier generates the posterior confidence
w.r.t. known classes (7). Confidence is then divided by an indicator of the dis-
tance, dist(), between unlabeled case u and all labeled cases belonging to class
ck, {u ∈ Li | label (u) = ck} (10). This distance indicator is the median of the
distances between case u and all cases in {u ∈ Li | label (u) = ck}. We expect
the median to soften the effect of outliers. At step (11) we compute dconfi(u, ck)
– the d-Confidence for each known class, ck, given the case u – by dividing class
confidence for a given case by aggregated distance to that class.

Finally, we compute d-Confidence of the case, dConfi(u), as the maximum
d-Confidence on individual classes, at step (13).

4 Measuring Case Space Coverage

Our aim is to assess the ability of d-Confidence in achieving fast coverage of case
space and in identifying cases from under-represented classes. We also want to
measure the impact of d-Confidence on the overall generalization error. Are we
trading accuracy for coverage? Another aim of these experiments is to get an
insight into how the features of the datasets influence the results of d-Confidence.

We have evaluated d-Confidence on artificial datasets using a SVM classi-
fier. These datasets were designed according to certain global properties (meta-
attributes) allowing us to study how the performance of d-Confidence depends
on global dataset attributes. We have complemented these results repeating the
experiments on a real dataset, Iris, with the aim of further illustrating the ro-
bustness of d-Confidence.

In all these experiments we have compared the common confidence active
learning setting – where query selection is based on low posterior confidence of
the current classifier – with our d-Confidence proposal.

4.1 Experimental Setting

Artificial datasets have been generated to hold a set of properties describing
global dataset characteristics: cluster alignment, label distribution, cluster mor-
phism and cluster separability. All these properties are defined as binary. Clus-
ter alignment may refer to non-collinear centroids (0) or collinear centroids (1),
collinear centroids means that data clusters gravitational centers lie in or close
to a straight line in feature space; label distribution may be balanced (0) or im-
balanced (1), balanced datasets have a uniform label distribution in the working
set; cluster morphism may be polymorphic (0) or isomorphic (1), polymorphic
datasets have distinct clusters of cases belonging to the same class in distinct
regions of feature space; cluster separability may be overlapping (0) or sepa-
rable (1), this separability refers to feature space – on separable clusters it is
possible to define linear decision boundaries between all clusters. We have gen-
erated 16 artificial datasets to get all the possible combinations of these four
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binary meta-descriptors. We expect that a group of artificial datasets covering
the possible combinations of these properties may simulate a wide range of real
datasets arising in classification tasks. These datasets have been named with a
four digit key where each digit refers to a given property as previously defined.
For instance, the ds0010 dataset has non-collinear centroids, balanced – uniform
– label distribution, isomorphic and overlapping clusters.

Artificial cases are described by two numeric attributes and one class at-
tribute. Numeric attributes are random variables with uniform distribution with
range 2R. R is a parameter of our artificial dataset generator used to specify
attribute limits (-R and R) which are set according to the pattern we want to
simulate. Random values that do not conform to the patterns we seek are fil-
tered out. After that, white noise, with amplitude of 20% of R, is added to both
attribute values. The class attribute has three distinct values. Regular classes
have 100 cases and under-represented classes have 10 cases.

4.2 Results

We have performed 10-fold cross validation on all datasets – test sets are strat-
ified random samples. Labels in the training set are hidden from the classifier.
For each fold, we start with two labeled cases, and perform train-select itera-
tions until all cases are selected. For the initial iteration in each fold we give two
labeled cases – from two distinct classes – to the classifier. Given the dataset
and the fold, the same initial labeled cases are provided at the first iteration for
both confidence and d-Confidence. In each iteration, each algorithm asks a single
query (i.e., asks the label of a case), selected by its own criteria, which is then
added to the labeled pool for the next iteration. On all the datasets, including
Iris, the concept to learn has three distinct classes. We provide labeled examples
on two of these classes keeping the third one hidden from the classifier.

We have recorded, on every iteration, the newly added query, the number of
distinct labels known to the classifier and generalization error for both selection
criteria under evaluation – confidence and d-Confidence. From these, we have
computed, on each dataset, mean coverage, mean number of queries required to
identify the hidden class and mean generalization error in each iteration over all
cross validation folds (Table 2).

Case space coverage is the percentage of cases in the working set that lie on a
given neighborhood of labeled cases. We assume that cases yielding a distance to
any of the labeled cases lower than 1

10 of the maximum distance between cases in
the working set are covered. The progression of case space coverage is depicted in
Figure 2 where we can see the percentage of covered cases, for each dataset and
for each selection criterion – confidence or d-Confidence, after querying one, four,
16 and 64 cases. On every dataset we have computed mean coverage and mean
error over all iterations and over the 10 folds for confidence and for d-Confidence.
This process generated two paired samples – one for confidence and one for d-
Confidence – with the size equal to the number of iterations for case space
coverage. Two more paired samples are recorded to evaluate error. With these
samples we have tested the significance of the difference of the means using paired
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Table 2. Coverage, mean number of queries to identify one case from the unknown
class and error with an SVM classifier on artificial data. Mean coverage and error are
computed over all iterations in all cross validation folds for every artificial dataset. c
stands for confidence and dc stands for d-Confidence.

Dataset Coverage (c) Coverage (dc) Queries (c) Queries (dc) Error (c) Error (dc)

ds0000 0.967 0.979 20 6 0.038 0.023
ds0001 0.922 0.937 19 22 0.192 0.174
ds0010 0.920 0.908 19 2 0.032 0.014
ds0011 0.893 0.886 27 3 0.137 0.104
ds0100 0.897 0.945 9 10 0.032 0.046
ds0101 0.914 0.933 35 13 0.112 0.106
ds0110 0.877 0.894 28 2 0.052 0.019
ds0111 0.875 0.870 34 11 0.111 0.086
ds1000 0.908 0.974 29 3 0.077 0.088
ds1001 0.953 0.976 11 7 0.240 0.255
ds1010 0.893 0.958 24 2 0.039 0.016
ds1011 0.911 0.933 25 6 0.174 0.144
ds1100 0.883 0.819 55 13 0.183 0.198
ds1101 0.852 0.835 22 11 0.188 0.178
ds1110 0.862 0.877 29 2 0.052 0.028
ds1111 0.803 0.827 32 3 0.128 0.120

Iris 0.918 0.947 18 5 0.134 0.082

Fig. 2. Progression of case space coverage as new queries are added. c stands for
confidence; dc satnds for d-Confidence.

t-tests. The number of queries required to identify one case from the unseen class
is the average over the 10 folds for confidence and for d-Confidence. These means
have also been tested for each dataset with paired t-tests. Statistically different
means, at a significance level of 5%, are bold faced on Table 2.
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4.3 Discussion

D-Confidence consistently improves case space coverage over confidence. This
behavior is observed irrespectively of dataset properties. D-Confidence performs
better than confidence on six out of eight collinear datasets – collinear datasets
have the first numerical digit on their name set to 1, ds1???, see Section 4.1. This
same figure is observed on balanced datasets (ds?0??), on polymorphic (ds??0?)
and also on overlapping (ds???0 ) datasets. On all the other groups of datasets –
non-collinear (ds0???), imbalanced (ds?1??), isomorphic (ds??1?) and separa-
ble (ds???1 ) – d-Confidence outperforms confidence on five out of eight datasets.
These conclusions are based on the observed differences between case space cov-
erage, when using confidence and d-Confidence, which are significant at a 5%
significance level. The results on polymorphic datasets are particularly interest-
ing since these contain classes with distinct subgroups. Although the coverage
efficiency of d-Confidence is not as clear as in isomorphic datasets, it is better
than confidence. From Figure 2 we observe that confidence generally achieves a
better coverage than d-Confidence on the initial queries. After these few initial
queries d-Confidence exceeds confidence on case space coverage.

When analyzing the number of queries that are required to hit an example
of the hidden class (class coverage), d-Confidence always performs better than
confidence with 5% confidence, except for ds0001 and ds0100. The overall mean
number of queries required to identify the third class is one order of magnitude
lower when using d-Confidence (26 with confidence against 7 with d-confidence).

Finally, we observe that d-confidence most of the times does not degrade ac-
curacy, and sometimes even improves it. In other words, improved class coverage
is not done at the cost of increasing error. Cluster morphism seems to have a
strong impact on the error rate. From all the isomorphic datasets, d-Confidence
has a significatively lower mean error than that of confidence on seven out of
eight datasets. However, on polymorphic datasets, confidence and d-confidence
have similar results. Confidence outperforms d-Confidence on four out of eight
datasets, while the inverse occurs on three out of eight datasets.

These observations lead us to conclude that d-Confidence active learning out-
performs the traditional confidence approach. D-Confidence improves case space
coverage and reduces the number of queries required to identify cases from un-
known classes without degrading acuracy – in fact, improving it on average –
when compared to confidence.

Such results on simulated data have been checked on a real dataset (Figure 3).
We have applied a similar experimental plan to the Iris dataset [1] to evaluate
the features under analysis – case space coverage, number of queries required
to identify cases from unseen classes and generalization error. The results we
have achieved on Iris confirm the previous results on artificial data. Case space
coverage is more efficient when using d-Confidence.

On the Iris dataset we have also recorded the number of queries required
to get a full coverage of case space. Case space is assumed to be fully covered
when all cases in the working set lie closer than a certain predefined distance
from at least one labeled case. This predefined distance has been set to 1

10 – the
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Fig. 3. Case space coverage on the Iris dataset as new queries are added

initial setting – and then to 1
8 , 1

6 and 1
4 of the maximum distance between cases.

It is expected that the number of queries required to achieve a full coverage
decreases as the radius of the assumed covered neighborhood increases. This
should be more evident when newly added queries belong to remote regions in
case space thus having reduced intersection with previously covered cases. Our
purpose is to evaluate if d-Confidence is in fact exploring unseen regions in case
space more efficiently than confidence. We have observed that the number of
queries required to get a 100% coverage of case space decreases from 84 to 35 – a
reduction of 58% in the labeling effort – with confidence, when the neighborhood
radius goes from 1

10 to 1
4 . On this same scenario, d-Confidence labeling effort to

get a full coverage is reduced from 51 to 8 queries – a reduction of 84%. These
results confirm that d-Confidence selects queries from remote regions – where
the density of known (labeled) cases is sparse – more efficiently than confidence.

The mean number of queries required to identify cases from the unseen class is
18 for confidence against 5 for d-Confidence. The mean error on the Iris dataset is
13.4% when using confidence, which is reduced to 8.2% when using d-Confidence.

5 Conclusions and Future Work

We have collected empirical evidence on artificial datasets, and on Iris, con-
firming our hypothesis that d-Confidence reduces the labeling effort, without
compromising error, when compared to confidence.

Case space is covered more efficiently when using d-Confidence, creating con-
ditions to identify representative cases from unknown classes earlier. On average,
d-Confidence requires almost four times less queries to identify cases from un-
known classes than confidence.

Regarding the global properties of the datasets, d-confidence is clearly better
than confidence on “well behaved” datasets (balanced, collinear, isomorphic and
separable). On not so well behaved datasets, d-confidence is also better, but
not as clearly, especially with respect to classification error. In fact, although
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marginally, d-Confidence improves the accuracy of the classification process while
looking for representative cases for unknown classes.

We are working on the evaluation of d-Confidence applied to text, expecting
it to be useful for information retrieval and corpus organization, as well as other
tasks where costly human labeling is required, many classes exist, and new classes
may pop up all the time. We will also study the problem of how to retrieve
exemplary cases when the representativeness assumption does not hold.
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Abstract. This work address data stream mining from dynamic envi-
ronments where the distribution underlying the observations may change
over time. In these contexts, learning algorithms must be equipped with
change detection mechanisms. Several methods have been proposed able
to detect and react to concept drift. When a drift is signaled, most of the
approaches use a forgetting mechanism, by releasing the current model,
and start learning a new decision model, Nevertheless, it is not rare for
the concepts from history to reappear, for example seasonal changes.
In this work we present method that memorizes learnt decision models
whenever a concept drift is signaled. The system uses meta-learning tech-
niques that characterize the domain of applicability of previous learnt
models. The meta-learner can detect re-occurrence of contexts and take
pro-active actions by activating previous learnt models. The main benefit
of this approach is that the proposed meta-learner is capable of selecting
similar historical concept, if there is one, without the knowledge of true
classes of examples.

Keywords: Data Streams, Concept Drift, Recurring Concepts.

1 Motivation

We are living in time of information. Information becomes more and more valu-
able for any kind of business. It can help to make strategic decisions, save lives
when used in medicine, produce better products, find new customers etc. There-
fore the increasing computational power and storage space, vast amounts of data
are produced and gathered every moment. It is not possible for human to manu-
ally study all the data and look for interesting or valuable piece of information.
Computers can aid us to automatically process data, search for and retrieve rel-
evant answers. Some of the sources can produce more or less static data, but
more often we are faced to evolving dynamics. For example there can be many
measurements how some antibiotic works against certain types of organisms. But
they can become resistant and previous measurements do not describe the cur-
rent state anymore. Therefore also methods, intended for data analysis, should
not be static but be able to adapt. Observing the behavior of nature can give us
more than just the idea of evolution of concepts. There is also the tendency of
its reappearance. The most obvious example could be seasonal changes and the
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reactions of animals or people to those changes. Even long time ago people knew
that after summer comes autumn and then winter etc. and prepared reserves
for worse conditions. That is why even computer decisions should consider using
historical information and try to predict its recurrence. In this work we present
an approach that posse both qualities: adaptation and using historical informa-
tion. The paper is organized as follows. The next section review related work on
change detection and recurrent concepts. The section 3 describes the two layer
learning architecture. The Section 4 presents the experimental validation of the
proposed system, and last section concludes the paper.

2 Related Work

Existing works in mining data streams usually deal with concept drift by de-
tecting them and learning new classifier that is used either alone as in [2] or as
a part of ensemble like in [12,14]. But there are not many of them taking into
consideration the recurrence of concepts in the streams. An ensemble classifier
with recurrence taken into account is presented in [8]. In their work, classifiers
of new concepts are stored in global set. Only the models with performance
on preceding data points better than threshold are part of ensemble for label-
ing the examples. The threshold is set as selected fraction of error of classifier
that predicts randomly (e.g. probability of classification to class c is equal to c’s
class distribution). This ensures that relevant classifiers, with weight assigned,
are in the ensemble. If none of the classifiers in global set or the ensemble of
them perform better than permitted error, a new classifier is built. Classifiers
are tested, selected to ensemble or new one is created with every labeled chunk of
examples. Also in [16] a method reusing historical concepts is proposed. It uses
proactive approach, e.g. to select concept from history that will most likely fol-
low after the current concept according to transition matrix. History of concepts
is treated like a Markov chain with concepts as states. If this approach does not
have enough information to distinguish among some historical concepts, it makes
decision based on historical-reactive scheme, which means it tests the historical
concepts with recent examples and the one with the best accuracy is chosen. In
case none of these approaches has satisfying accuracy, a new concept is learnt.
Building a concept history can be boosted measuring conceptual equivalence
(CE). CE compares classifications of classifier from new concept to results of
each of the historical ones and computes score for each pair. If the score for one
of the historical concepts is above defined threshold, new concept replaces old
one in concept history. In [4] Conceptual Clustering and Prediction (CPP) is
presented to handle streaming data with recurrent concepts. Short batches of
examples are transformed into conceptual vectors describing them (e.g. mean
and standard deviation for numeric attributes, probability of attribute given the
class for nominal). Conceptual vectors are clustered by their distance and for
each cluster a classifier is learnt. Recurrent concepts are also considered in [6],
where multiple windows are used for tracking the concept drift. By predicting
the rate of change, size of window could be adapted and when drift is estimated,
repository of stored historical concepts is checked for recurrence. Concepts are
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described by averages of attributes (numeric) and similarity is measured by any
feature distance metric. In this work we present another approach to select older
models learnt on data with similar underlying concept. Single classifier is used
for predicting class labels and meta-learner is used to choose the most appropri-
ate model from history. Every time new classifier is not sufficient and warning
is signaled, referees are asked for predictions. Whenever there is drift detected
the classifier and its referee are stored in a pool for further use. Model is re-used
when the percentage of votes of its referee exceeds some given threshold, oth-
erwise new classifier is learnt. The idea of using such referees is taken from [9]
where meta-learning scheme was used in off-line learning to select predictions
from ensemble of classifiers. We tried to apply the scheme in on-line learning
with single classifier for simplicity.

3 The Two-Layers Learning System

The system we propose uses a two layer learning scheme. Each layer trains its
own classifier and receives its own data. The first layer receives the data stream
and trains a classifier using the labeled examples. For each incoming example
x, y, the current classifier predicts a class label. If the example is not classified,
i.e. y =?, the current model classifies the example, and reads the next example.
Otherwise, e.g. the example is classified; we can compute the loss, and update
the current decision model with the example. Assuming the 0-1 loss function,
the prediction is either correct or incorrect, and an example is generated to train
the second layer classifier. This example has the same attribute values as in the
layer 0, but the class value is + if the example was correctly classified or −− if
the example was misclassified. Doing so, the meta-learner learns the regions of
the instance space where the base classifier performs well.

3.1 Base Model: Naive Bayes

Our approach does not dependent of a specific learning algorithm. Any classifiers
could be used for either level 0 or level 1 classifier with probably different results.
We choose a Naive Bayes [15] classifier to be used in our experiments for good
reasons. It is easy to implement and it is incremental. It has clear semantics,
it’s simple in representing, using and learning probabilistic knowledge, works
well with continuous attributes and finally in [9] it is reported good results as
meta-learner. Prior probabilities, used in computation, are usually small numbers
and the product of such numbers gives us even smaller numbers, which can
easily lead to underflow while using computers. It is better to use the sum of
logarithms and receive a score that is proportional to its probability. The formula
is log P (ci|x) ∝ log P (ci) +

∑n
k=1 log P (xk|ci).

For a two class problem we can also use the expression in the form:

log
P (c+|x)
P (c−|x)

∝ log
P (c+)
P (c−)

+
n∑

k=1

log
P (xk|c+)
P (xk|c−)

(1)

The class of the example is then assigned: if log P (c+|x)
P (c−|x) > 0 class is +, - otherwise.
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Since we are dealing with data streams, it was necessary to use the incremen-
tal version of Naive Bayes, which needs to process each example just once. To
compute incremental version of Naive Bayes described in [3].

For handling the continuous attributes, the classical method that approxi-
mates some distribution was chosen. In this case it was the normal or Gaussian
distribution. We assume that P (xk|ci) = 1

σki

√
2π

exp
(

−(x−μki)2

2σki

)
, where μki is

mean and σki is standard deviation.

3.2 Drift Detection

In many real-world situations we can see that behavior of subject is changing
over time (for example new factory raises the power demand). Such changes in
class distributions are called drifts and there are many known methods how to
detect them. In this work we used approach from [2] which assumes that if the
distribution of the examples is stationary, the error-rate of the learning algorithm
will decrease when the number of examples increases. The drift detection method
manages two registers during the training of the learning algorithm, pmin and
smin, where p is error-rate and s is standard deviation. Every time a new example
i is processed those values are updated when pi + si is lower than pmin + smin.
We use a warning level to define the optimal size of the context window. The
context window will contain the old examples that are on the new context and a
minimal number of examples on the old context. In the experiments the warning
level is reached if pi + si ≥ pmin + 2 ∗ smin and the drift level is reached if
pi + si ≥ pmin + 3 ∗ smin. Suppose a sequence of examples where the error of
the actual model increases reaching the warning level at example kw, and the
drift level at example kd. A new decision model is induced using the examples
starting in kw till kd. It is possible to observe an increase of the error reaching the
warning level, followed by a decrease. We assume that such situations correspond
to a false alarm, without changing the context.

3.3 Learning with Model Applicability Induction

When dealing with possibly infinite data streams one can expect there would be
concept changes in data and the concepts could re-appear. We need to have some
tool for recognizing if older model is appropriate for new data. Such a tool can be
a referee which is a meta-learner working in similar fashion as in [9]. There are
two layers in our suggested approach. The first layer is the primary model that
serves as normal classifier (or level 0 classifier). Then the second layer denoted
as referee (or level 1 classifier).

As in real situations there is delay between obtaining example and observing
true label. Level 0 classifier makes the prediction when the example arrives. Once
the true value of example’s class is observed new prediction for the example is
made so that the evaluation would reflect current state of the model. Then the
classifier is updated and the example is passed, if defined conditions for learning
are met, to the referee with new class attribute, which reflects whether or not
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the prediction was correct. The data set for referee is therefore created from all
the example attributes, apart from the class attribute, which is replaced by 0
(or false) when the prediction was wrong or 1 (or true) when the prediction was
correct. The process can be illustrated by figure 1 (left).

Fig. 1. (Left) Learning process. Once obtained the true label is passed along with the
example attributes to level 0 classifier. Then example with true/false label is used for
training level 1 classifier. (Right) Referee strategy is shown in the time of third drift.
After warning, the referees in the pool were asked, model 2 was selected for re-using
while model 3 and its referee were stored in the pool.

Referee is built in the same time when primary model is built. First examples
are not used in referee learning, because the misclassifications of the model are
mainly due to the lack of information (in our case it was 50 examples). In fact, we
have two parallel classifiers on one data stream. When there is a warning we store
the incoming examples in a short term memory. This has two reasons. First, if
the warning was a false alarm then we use those examples for learning like there
was no warning at all. Second, if there is a drift, we use these recent examples,
potentially examples from new concept, for building a new model. At this time,
new referee is not learning for the same reason like in the beginning. Part of the
reaction on warning is that we stop learning primary model and we start asking
the referees about the performance of their models. If model is still in the warning
phase after defined number of examples, the probability of false alarm is much
smaller and the examples in memory that still did not receive their labels are also
used to ask referees. If referee’s prediction about the applicability of its model
is greater than selected threshold, the correspondent model is chosen to be used
for evaluating next examples. Otherwise process continues till drift level defined
by drift detection is reached or referee’s threshold value is exceeded, which is
checked every 100 examples. This is the main advantage of using referees. Many
examples that do not have their labels are stored in the memory and we could
exploit them to predict the change sooner with reusing old classifiers. That way
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it is not necessary to passively wait till drift is reached, but pro-actively select
recurrent model. All new models and their referees are stored in a pool, like
on the figure 1 (right). When model is to be re-used, it is taken from the pool
together with its referee and updated version is put back after drift occurred.
For similar concepts there is one classifier with one referee that is continuously
updated.

3.4 Loading Data

Data for stream mining can come and be processed either one by one or in
batches. Both situations can be seen in applications. Although waiting for certain
amount of examples and then processing the whole batch could be more efficient,
data points in this work are taken one by one. Every time a new example is
loaded, it is passed to the primary classifier to make a prediction. To simulate
behavior in real world, the true value of the class attribute needed for evaluation
of model is not observed immediately, but after some delay (500 examples in this
situation). Meanwhile the examples and predictions are stored in the memory.

3.5 Optimizing Performance

While making experiments with our referee-advised recurrence tracking method
we encountered several problems closely connected to skewness of data. The
distribution of examples for referees reflects the error-rate of level 0 classifier.
Good performance of the primary classifier means that there will be a lot of pos-
itive examples and much less negative examples. This implies the need for some
method to deal with this skewed data. A technique without parameters is used
to eliminate skewness. The referee makes decision about classifier’s prediction
and learn it just when it’s decision is wrong e.g. referee predicted the classifier to
be correct on incoming example and classifier made a mistake or vice versa. In
order to be able to make decisions the referee learns from some examples in the
beginning, it was 100 examples in our experiments. In our case, we chose Naive
Bayes classifier to be the referee. Since this meta-learning is a two class prob-
lem, we implemented the classifier as log-odds version of Naive Bayes defined by
equation 1. The decision of classifier is chosen to be in favor for true only if the
log-odds score is above 0.1 not 0 like in usual cases. This scenario is more pes-
simistic one because it’s better to start building a new model than using an old
inappropriate one. Another constraint was introduced in the process of saving
referees. Since referees with practically the same means and standard deviations
for both classes (true and false) were obtained, we decided to save them only
in certain conditions (reaching minimum quality): if

(∑
|μ1

i − μ2
i |
)

> φ, where
φ is selected threshold (in this case 0.002) and μ1

i , μ
2
i are means of attributes of

true and false class respectively. Bad quality and skewness of data, could lead
to a situation, where referee predicts model to be correct in 100 % cases be-
cause of higher prior probability of positive class, even though above mentioned
precautions were taken. Therefore results with 100% are not taken into account.
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Fig. 2. A) samples of data concepts with 1000 examples each and B) layout of concepts
in experimental data

4 Experimental Work

4.1 Data Sets

SEA Concepts. In order to test the method we proposed, we needed data
that changes over time e.g. concept drifts are present. We used artificial data
described in [12]. Samples of data concepts with the relevant features are plotted
in the figure 2(A). Each concept had 15,000 examples with about 10 % of class
noise.

Description in [12] holds for our data set with one improvement. Since we
wanted to re-use the old models and to study how our method works, we doubled
the size by concatenating original set with another copy of it. We obtained data
set with 120,000 examples and eight concepts such that concept 1 is the same
like concept 5, concept 2 equals concept 6 etc. Figure 2(B) illustrates the data
layout. This way the recurrence is present and concepts are not just similar,
but exactly the same. Normally we would probably never encounter such strong
recurrence, but it serves well for studying the problem.

LED Data. Drift data stream generator from [5] with default settings was used
to create another data set. Every 10,000 we change the number of attributes
with drift. We generated 120,000 examples with the following randomly chosen
numbers of attributes with drift: 2, 4, 3, 1, 4, 3, 2, 5, 1, 4, 3, 5.

Intrusion. This data set was used in KDD Cup 1999 Competition described
in [17]. The full dataset had about five million connection records, but we also
used data set with only 10 % of the size finding it more illustrative. The origi-
nal task had 24 training attack types. The original labels of attack types were
changed to label abnormal keeping the label normal for normal connection. This
way we simplified the set to 2 class problem.

4.2 Using the Referee vs. Simple Drift Detection

Handling concept drifts is well-studied problem in data stream mining and many
solutions could be found and used. For example by detecting the drift and build-
ing a new model while forgetting the old one, we can achieve better results.
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Fig. 3. Comparison of error-rates with re-using models (70 % threshold) and without
re-using on SEA Concepts

Furthermore, we can store examples in short-term memory during the warning
phase and use these recent examples that are potentially representative of a new
concept, for learning a new model. In this paper we introduced a new way to
improve these techniques. The idea is to store the old models instead of forget-
ting them and try to re-use them when there is similar underlying concept in
new data. The threshold for re-using old model was set to 70 % in all data sets.
Different settings for different sets could improve the performance, but we would
like to use more universal threshold. To avoid unnecessary testing when there’s
false alarm the method waits and if it’s still in warning phase after 350 examples
all unlabeled examples from the memory are tested by referees.

On the figures 3,4 (left) there are results for SEA Concept data set. As we can
see re-using model from concept 1 for concept 3 lead to slightly worse results,
because those two are not that similar as concept 2 and concept 4 (see figure 2),
where re-using performed the same as building a new model. Moreover, re-using
model from concept 2, learnt also on concept 4, on data from the sixth one lead
to better results than in the case of learning new classifier. In concept 7 we can
see the same situation as in concept 3.

The goal of predicting drift and recurrence was quite successful, three out
of four cases of re-using reported drift sooner. 183.5 points improvement on
average considering times when drift occurred. The average number of examples
in warning, considering all the warning phases, decreased by 80 examples, which
was improvement of 9.25%. When model was re-used, it was immediately after
those 350 examples. It would suggest lowering the number and drift could be
reported even sooner, but with fewer examples in warning referees tended to
report drift and change the model when there were false alarms.

We were interested what would be the performance if, in the case of SEA
Concepts data, the referee would choose exactly the models that were learnt on
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Fig. 4. (left) Logarithm of ratio between error-rates without and with re-using models
on SEA Concepts. Curve above 0 is in favor of method with referees. (right) Comparison
of error-rates with re-using true models and without re-using on SEA Concepts.

Fig. 5. Ratio between error-rates without and with re-using models on LED data set
(left) and Intrusion (right). Above 0 is in favor of referees.

the same concepts in history. It should be mentioned that this experiment was
conducted just because the set was artificial and the concepts and recurrence
was known. In real data sets this kind of learning is impossible to do so. We
manually re-used the historical concepts e.g. first model for fifth concept etc.
On figure 4 (right) we can see that the performance also was not ideal. Slow
continual increase in error-rate caused the warning to be reported much sooner
and second model learnt from examples of fifth concept that were stored in short
memory during the warning phase.

The figure 5 (left) shows the results of using proposed method on LED data.
Both approaches (referee-advice and without re-using models) are same till the
concept 11, where referee chooses model 6. As can be seen in data description,
both concepts were generated with same number of attributes with drift; there-
fore the performance was better than without re-using any model. However, the
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model had increasing tendency in error rate and warning was reported very soon.
The situation was similar to the one in experiment with true models in SEA Con-
cepts. In this case new incorrect drift was detected, model 10 was re-used which
caused decrease in accuracy. The actual drift after concept 10 was detected 1022
examples sooner, but the other true drift was then delayed 301 examples.

Running our method on data from KDD Cup gave us results captured on
figure 5 (right). The set tend to have structure of many different-length groups
of consecutive instances of the same class. Drifts occurred in the data because
different types of attack, and therefore different protocols etc. used for the con-
nection, were labeled with the same class, but also because normal connections
had different properties. Those concepts were re-appearing in the data set mak-
ing it suitable for the tests. Even though in most of the cases drifts were abrupt
and quickly detected, some minor improvements were to be found.

4.3 Using Model Advice vs. Referee Advice

In this section we compare results obtained by our approach and those ob-
tained by testing the accuracy of models during warning phase instead of asking
referees. For re-using selection was the threshold set to approximately average
performance of the models. We have to say it was not expected that referees
would have better results. It is obvious that with the information about true
label it is much easier to select proper model, but labels in real situations are
obtained after delay while attributes of examples are available. Therefore this
section shows how close or far is referee’s results. As in re-using true models in
concept 5 there was warning reported too early. But this time re-using of second
model was not forced so new model was learnt from warning examples combin-
ing examples from fifth and sixth concept and therefore drifted very soon. Too

Fig. 6. Ratio between error-rates with model-advised and referee-advised re-using on
SEA Concepts - above 0 is in favor of model-advised approach
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Fig. 7. Ratio between error-rates with model-advised and referee-advised re-using on
LED data (left) and on Intrusion (right) - above 0 is in favor of model-advised approach

early warning occurred also at the end of concept 7. Otherwise model-advised
approach was prevailing as expected. Comparison of these two approaches is
illustrated on the figure 6.

Model-advised classifier also performed better on LED data (figure 7 on the
left), as expected, with the exception in seventh concept, where there was data
generated with same settings as in re-used concept 1. Nevertheless, re-using
caused that non-existing drift was reported and new classifier was learnt in the
middle of actual concept in data. Model-advised approach on Intrusion data set
7 (right) was not very successful. Despite of setting the threshold to 99.5 % drifts
were reported too often. It resulted in needless changes of context and therefore
downgrading the overall performance. Compare 64 drifts of simple drift detection
to 372 of model-advised approach.

5 Conclusions

In this work, we introduce a new method for tracking recurrent concepts. The
proposed method simultaneously learns two decision models, where the meta-
learner characterizes the domain of applicability of the base model. This is the
first work that explores a learning to learn technique to learn decision models
able to self-improve, self-adapt, and able of predictive self-diagnosis. The system
works online, processing each example once, relevant properties in the context
of high-speed data streams.

Even though there was not great improvement on overall accuracy, the method
can detect drift sooner when re-using previous learnt models. Nevertheless, there
are still space for improvement and future work. Other types of classifiers or en-
semble of classifiers could be used either as primary classifier or as meta-learners.
We believe that future further study of the method could bring interesting re-
sults.
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Abstract. This paper describes a data mining approach to the prob-
lem of detecting erroneous foreign trade transactions in data collected
by the Portuguese Institute of Statistics (INE). Erroneous transactions
are a minority, but still they have an important impact on the official
statistics produced by INE. Detecting these rare errors is a manual, time-
consuming task, which is constrained by a limited amount of available
resources (e.g. financial, human). These constraints are common to many
other data analysis problems (e.g. fraud detection). Our previous work
addresses this issue by producing a ranking of outlyingness that allows a
better management of the available resources by allocating them to the
most relevant cases. It is based on an adaptation of hierarchical clus-
tering methods for outlier detection. However, the method cannot be
applied to articles with a small number of transactions. In this paper, we
complement the previous approach with some standard statistical meth-
ods for outlier detection for handling articles with few transactions. Our
experiments clearly show its advantages in terms of the criteria outlined
by INE for considering any method applicable to this business problem.
The generality of the approach remains to be tested in other problems
which share the same constraints (e.g. fraud detection).

1 Introduction

Portuguese companies have to declare their transactions with other EU countries
on a monthly basis. The Portuguese Institute of Statistics (INE) collects data
about the transactions of Portuguese companies with other EU countries on
a monthly basis. These data typically contain errors, with various causes (e.g.
typing errors). Due to the impact of these errors on official statistics, the data
has to be manually inspected with the goal of trying to detect and correct them.
This paper describes a data mining approach to help in this detection task. The
objective is to identify the transactions that are most likely to contain errors.
The selected transactions will then be manually analyzed by specialized staff
and corrected if an error really exists.

Informally, the task is to detect transactions whose values are abnormal when
compared to the other transactions of the same type of articles (products). This
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task can be cast as an outlier detection problem. However, it has an important
characteristic which significantly differentiates it from basic outlier detection
problems: it is constrained by a limited amount of expensive human resources,
whose availability varies at different moments.

Outlier detection is a well studied topic (e.g. [1]). Different approaches have
been followed for this task. Distribution-based approaches (e.g. [2]) assume a cer-
tain parametric distribution of the data and signal outliers as observations that
deviate from this distribution. The effectiveness of these approaches is highly de-
pendent on how closely the distribution of the data follows the one assumed by
the method (e.g. Gaussian). Knorr and Ng [3] introduced distance-based outlier
detection methods. These approaches generalize several notions of distribution-
based methods but still suffer from several problems, namely when the density
of the data points varies (e.g. [4]). Breunig and colleagues [5,4] defined density-
based local outliers that handle this type of outliers. They are typically more
appropriate than the previous ones for data with a complex distribution struc-
ture. The key idea of their work is that the notion of outlier should be “local”
in the sense that the outlier status of any observation should be determined by
the clustering structure in a bounded neighborhood of the observation.

Many of the existent outlier detection methods provide yes/no answers. For
our application, this type of answers leads to sub-optimal decisions when it comes
to manually inspecting the signaled cases. In effect, if the resources are limited
we may well get more signals than what we can inspect and then we have to
arbitrarily decide which cases to handle. In the work mentioned above [5,4], the
authors defined the notion of Local Outlier Factor (LOF) for each observation,
which assigns a level of outlierness to each observation. This naturally leads to
the notion of outlier ranking, which, in our problem, allows the resources to be
used on the top rank cases. This type of constraints is not particular of this appli-
cation. Similar setups can be found in many other application areas, namely on
fraud detection. Previous work on this problem has compared outlier detection
methods, a decision tree induction algorithm and a clustering method [6]. The
results obtained with the latter did not satisfy the minimum goals, and, thus, the
approach was dropped. Loureiro et. al. [7] have investigated more thoroughly the
use of clustering methods to address this problem, achieving a significant boost
of the results. Torgo [8] has proposed an improvement of the method described
in [7] to obtain degrees of outlyingness. Torgo and Soares [9] have recently ap-
plied this later methodology to the INE problem with good results. However, all
the methods proposed earlier cannot be applied to articles with a small number
of transactions. In this paper we extend this work by proposing a new form of
handling the articles with a small number of transactions.

2 Background

2.1 The INTRASTAT Application

Transactions made by Portuguese companies with organizations from other EU
countries are declared monthly to INE using the INTRASTAT form. Using this
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form, companies provide information about each transaction, like the article
(item or product) ID, weight of the traded goods, total cost, etc.. At INE, these
data are inserted into a database.

A problem with this process is that errors often occur in the process of filling
forms. For instance, an incorrectly introduced item ID will associate a transaction
with the wrong item. Therefore, when all of the transactions relative to a month
have been entered into the database, they are manually verified with the aim of
detecting and correcting as many errors as possible. In this search, the experts
try to detect unusual values in the values that describe the transactions. Given
that the number of transactions declared monthly is in the order of tens of
thousands, this is a very costly process.

Besides kindly giving us 8 months of data, INE domain experts provided a
few guidelines based on their experience with the problem. Namely,

– Among the different information provided by companies the cost per weight
(Cost/Weight) item is the key attribute that they use to detect errors.

– Transactions should be analyzed by article, as different articles have signifi-
cantly diverse ranges of acceptable values for Cost/Weight.

– If an article has less than 10 transactions all transactions are manually in-
spected.1

The general goal of this application is to use data mining for a better man-
agement of the resources involved in the inspection task. The system developed
should be used monthly to automatically select a subset of the transactions for
manual inspection. According to INE experts, to be acceptable such a system
should select less than 50% of the transactions containing at least 90% of the
errors. However, given that the available human resources are quite expensive
and vary across different months, the smaller the number of selected transac-
tions, the better, assuming that 90% of the errors are still detected. We will refer
to the percentage of selected transactions by any method as %S, and the corre-
sponding percentage of detected errors as the recall (%R) of the method. As we
have 8 months of available data, this means that all candidate methods will be
characterized by 8 pairs of %S and %R values. All values of %S should be below
50% and the corresponding values of %R above 90% to meet the operational
requirements of INE.

One important issue concerning the evaluation of the results is that only a
proportion of the transactions in the data provided have been manually inspected
by INE experts. This means that if a transaction is flagged as an error, it is
definitely an error. However, if the transaction is not flagged as an error it may
have been inspected and found correct or it was simply not inspected and thus
can actually be an error or not. In spite of this limitation of the available data,
we can use this error information to evaluate the recall (%R) of any method. In
effect, given a set of transactions that are selected by any method for manual
inspection in a given month, we can calculate the recall as the percentage of the
total number of flagged errors for that month that are contained on this set.
1 Throughout the rest of the paper we will refer to these as the infrequent articles.
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2.2 Previous Results

In [6] a first approach to this problem was described. The data used in that study
contained transactions of five months in 1998. Four very different methods were
applied. Two come from statistics and are univariate techniques: box plot [10]
and Fisher’s clustering algorithm [11]. The third one, Knorr & Ng’s cell-based
algorithm [3], is an outlier detection algorithm which, despite being a multi-
variate method, was used only on the Cost/Weight attribute. The last is C5.0
[12], a multivariate technique for the induction of decision trees. In this study,
C5.0 obtained the best results, namely detecting 90% of the errors by inspecting
40% of the transactions. The latest approach was the only that provided a rank-
ing of the transactions, and, thus, enabled the selection of the most suspicious
transactions to be manually inspected depending on the available resources.

Loureiro et. al [7] have proposed a new outlier detection method based on the
outcome of agglomerative hierarchical clustering methods and applied it to this
problem. This approach used the size of the resulting clusters as indicators of the
presence of outliers. The basic assumption was that outlier observations, being
observations with unusual values, would be distant (in terms of the metric used
for clustering) from the “normal” and more frequent observations, and therefore
would be isolated in smaller clusters. These authors have explored several set-
tings concerning the clustering process and experimentally evaluated them on
the INTRASTAT problem. The best setup met the operational requirements of
INE by detecting 94.1% of the errors on 32.7% of the transactions. In spite of
this excellent result, the main drawback of this approach is that it simpy clas-
sifies each transaction as suspect or not. Thus, the set of selected transactions
cannot be adapted to the inspection resources available. For instance, it may be
the case that in a given month, there are not enough resources to inspect 32.7%
of the transactions. In this case, we face the un-guided task of deciding which of
these transactions will be inspected.

Torgo and Soares [9] have recently described a first approach to this resources
constraint by applying an outlier ranking method [8], OFH , to this problem.
This method achieved competitive results when compared to a state of the art
outlier ranking method like LOF ([4]), and satisfied the criteria established by
INE. In this paper we try to improve these results even further.

3 Our Proposal

All previous approaches to this application have followed the guidelines given by
the INE experts, in particular, that transactions of infrequent articles (i.e. with
less than 10 transactions) are all manually inspected (Section 2.1). The reason
for this recommendation is that it is difficult to automatically determine what
is the acceptable range of values and, thus, what is an abnormal value.

However, the cost incurred by this strategy is very high. Table 1 presents the
percentage of selected transactions (%S) in each of the 8 available months, by
simply using this INE policy. Row %R reports the correspondent percentage
of errors detected by this strategy, while in row NR we indicate the concrete
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Table 1. The effort associated with selecting all transaction of infrequent articles

Jan/1998 Feb/1998 Mar/1998 May/1998 Jun/1998 Aug/1998 Sep/1998 Oct/1998

%S 35.7 30.8 27.7 24.5 32 21.0 17.0 22.5
%R 35.4 40.4 38.7 29.7 37 30.8 25.4 27.9
NR 28 44 58 47 64 40 48 72

number of errors that are found. Table 1 shows that this automatic selection
strategy immediately imposes a large cost in terms of %S with results in terms
of recall that are far from the target 90%. In effect, given that INE requires that
the inspection effort should be less than 50% for a method to be acceptable, we
see that in several months we already spend around 30% of this effort by simply
including all transactions of infrequent articles. This means that there are lots of
articles on these conditions, i.e. with less than 10 transactions per month. This
motivates our decision to investigate approaches to replace this INE policy. Here,
we propose methods to automatically process these infrequent articles and show
that, in combination with our previous approach, they produce better results.

The main hypothesis is that it is possible to eliminate a significant amount
of transactions of infrequent articles in an automatic and statistically grounded
way. The resources that are saved in this way, can be used to inspect suspicious
transactions that are detected in the remaining articles, which would, otherwise,
not be inspected. The main difficulty we face is the fact that we have to make
decisions based on very small amount of information. In effect, for these infre-
quent articles we have to decide whether a value is or not “suspicious” based on
a sample of 10 or less values. Still, we claim that it must be possible to do better
than just inspecting all of them.

We maintain the approach of handling the transactions of each article dif-
ferently, depending on their number. If it is an infrequent article (less than
10 transactions) instead of automatically sending the transactions for manual
inspection we propose some methods described in Section 3.1; if it is not an in-
frequent article we apply the outlier ranking method used in [9] that we describe
in Section 3.2.

3.1 Handling Infrequent Articles

Methods for handling infrequent articles are constrained by the lack of data
for these articles, which means that they must be simple. Therefore, we resort
to simple univariate statistics heuristics. In this work, we used the box-plot
rule that can be used to detect outliers in a continuous variable with a normal
distribution.2 This rule declares a value as an outlier if it is outside the interval

[Q1 − k × IQR · · ·Q3 + k × IQR] (1)

2 This is a reasonable assumption for the cost per weight of the same article.
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where Q1 (Q3) is the first (third) quartile of the variable, IQR is the interquartile
range (= Q3−Q1), and k is a constant (typically 1.5). The variable that we focus
on is the Cost/Weight, which is the most informative according to the experts.

The small amounts of data reduces the power of the test (i.e., its ability
to detect outliers).3 This means that there is a compromise between finding
errors in infrequent articles and reallocating resources to the remaining articles.
Therefore, we have only applied the boxplot rule to infrequent articles with at
least 5 transactions (i.e. values). If there are less than 5 transactions, they are all
sent for inspection. Secondly, in order to try to avoid missing too many errors we
have used a rather strict value of k, namely 0.0625 (= 1.5/24). This threshold
will lead to selecting as potential outliers many of the values that would be
ignored with more typical thresholds (e.g. 1.5), thus incurring a smaller risk of
missing some of the flagged errors. In spite of these cautious settings we will see
that this strategy has a strong impact on the number of transactions that are
automatically selected for inspection. In our experiments we will call this the
box plot (BP ) method.

Additionally, we have created a variant of the BP method that decreases the
number of infrequent articles. In the first month, it is equal to the BP method.
In subsequent months, the data of infrequent articles is extended with data
from previous months, referred to as incremental dataset. Our approach is then
applied to the incremental dataset of each of those articles. This means that,
if the number of transactions in the incremental dataset of a given infrequent
article is 10 or more, it is handled as a frequent article. Otherwise, it continues
to be handled as an infrequent article, as explained earlier.

This variant takes advantage of older data to generate more robust statistics, if
the incremental dataset has less than 10 transactions. If the incremental dataset
has 10 or more transactions, then it is possible to apply the more complex method
for frequent articles.

We will call this the incremental box plot method (BPinc). We should remark
that in a real world application of this method we should limit the use of this past
information. In effect, its justification lies on the assumption that the distribution
of the “normal” values for the Cost/Weight attribute remains constant over time.
While this is a reasonable assumption for most articles and for a period of 8
months, it may be inadequate for larger periods of time or for particular articles
with temporary or permanent price volatility. In these cases a sliding window
approach should probably be used instead.

3.2 Handling Frequent Articles

For articles with more data available we may use a more data-intensive approach
to outlier detection. Clustering algorithms can be used to identify outliers as a
side effect of the clustering process. In this paper we use an approach that takes
advantage of the dendrogram generated by hierarchical clustering methods to
produce a ranking of outlyingness. This approach was first described in [8].

3 If the number of values is less than 3, the method is not even applicable.
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Agglomerative hierarchical clustering methods proceed in an iterative fashion
by merging two of the current groups (which initially are formed by single obser-
vations) based on some criterion that is related to their proximity. This decision
is taken locally, that is for each pair of groups, and takes into account the density
of these two groups only. This merging process results in a tree-based structure
usually known as a dendrogram. The merging step is guided by the informa-
tion contained in the distance matrix of all available data. Several methods can
be used to select the two groups to be merged at each stage. Contrary to other
clustering approaches, hierarchical methods do not require a cluster initialization
process that would inevitably spread the outliers across many different clusters
thus probably leading to a rather unstable approach.

Informally, the idea behind this outlier detection approach is to use the height
(in the dendrogram) at which any observation is merged into a group of obser-
vations as an indicator of its outlyingness. If an observation is really an outlier
this should only occur at later stages of the merging process, that is the observa-
tion should be merged at a higher level than “normal” observations because it is
very different from them and thus there is a “strong resistance” to joining their
group. Formally, whenever the clustering algorithm decides to merge a group
of observations gs with another group gl at iteration i of the merging process,
where |gs| < |gl|, we set the outlier factor of the members of these groups as,

ofi (x) =

{(
1− |gs|

N

)
× i

N if x ∈ gs ∧ |gs| < t

0 otherwise
(2)

where |gs| is the cardinality of the smallest group, gs, t is a threshold that
indicates the number of observations above which a group can not be regarded
as a set of outliers for the data set, i is the step where the merge occurs, and N
is the data set size.

Any observation can belong to several groups along its upward path through
the dendrogram. As such, it will probably get several of these scores at different
levels. These different values are in effect related to the issue of local and global
outliers [8]. An observation that at a certain step gets a high score, may well
have much smaller values up in the hierarchy. This happens frequently with
local outliers. Until they are merged with their larger neighborhood they are
regarded as outliers. After the merge, i.e. at a more global perspective, their
diversity is diluted in the large cluster to which they now belong and thus they
stop getting large scores. Still, these cases are outliers (local outliers), and thus
they should get an overall large outlyingness score. In order to cope with these
different types of outliers we set the outlyingness factor of any observation as
the maximum ofi() score it got along its path through the dendrogram. This
means that the outlyingness factor of an observation is given by,

OFH(x) = max
i

ofi(x) (3)

One of the main advantages of this method is that we can use a standard hier-
archical clustering algorithm to obtain the OFH values without any additional
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computational cost. Here, we use a standard algorithm, with a time complexity
of O(N2) and a space complexity of O(N) [13]. We use the hclust() function of
the statistical software environment R [14]. This function includes in its output
a matrix (called merge) that can be used to easily obtain the necessary values
for calculating directly the value of OFH according to Equations 2 and 3.

4 Experimental Evaluation

In our experimental evaluation we address 3 main questions: i) the impact of our
proposal to handle infrequent articles; ii) the overall performance of our error
detection methodology when compared to state of the art competitors; and iii)
the minimal effort that is required by our methods to attain the operational
criteria required by INE (i.e. 90% recall).

We use the same experimental methodology as in previous studies with this
data: we handle each month and article in turn, and we assess performance (i.e.,
the recall, %R, achieved for a certain inspection effort, %S, for each month),
based on the errors identified by INE experts, as discussed earlier.

4.1 Different Approaches to Infrequent Articles

Our first experiments were designed to evaluate the impact of the different alter-
native approaches to handle infrequent articles that were described in Section 3.1.

Table 2 compares the default INE policy with the BP method. As you may
confirm, this method achieves practically the same recall level, using consid-
erably less inspection resources. This clearly indicates its advantage over the
default INE policy and, moreover, it reduces the inspection effort dedicated to
infrequent articles, thus enabling the inspection of more suspicious transactions
from frequent articles.

Next, we evaluate the BPinc method, which uses transactions from previous
months to increase the amount of data available, as described earlier. For fairness,
we compare BPINC with the default policy of INE only on those articles that
remain infrequent after being extended with data from previous months. Table 3
shows the results of this comparison. Again we observe a considerable decrease
in the inspection effort with a small impact in terms of recall.

Table 2. The results of the BP method

Jan/1998 Feb/1998 Mar/1998 May/1998 Jun/1998 Aug/1998 Sep/1998 Oct/1998

%S
INE 35.7 30.8 27.7 24.5 32 21.0 17.0 22.5
BP 25.3 21.5 19.3 16.8 22.4 13.8 10.9 15.2

%R
INE 35.4 40.4 38.7 29.7 37 30.8 25.4 27.9
BP 35.4 39.4 36.7 28.5 35.8 30.0 24.9 27.5

NR
INE 28 44 58 47 64 40 48 72
BP 28 43 55 45 62 39 47 71
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Table 3. The results of the BPinc method

Jan/1998 Feb/1998 Mar/1998 May/1998 Jun/1998 Aug/1998 Sep/1998 Oct/1998

%S
INEinc 35.7 18.0 11.1 7.6 6.3 4.1 2.6 2.5
BPinc 25.3 11.8 6.8 4.8 3.9 2.2 1.3 1.5

%R
INEinc 35.4 26.6 21.3 12.7 9.2 6.9 5.3 4.7
BPinc 35.4 22.9 18.7 11.4 8.1 6.9 5.3 3.9

NR
INEinc 28 29 32 20 16 9 10 12
BPinc 28 25 28 18 14 9 10 10

In summary, both our proposals show a clear advantage over the default INE
policy of handling infrequent articles, by providing a similar recall with a signif-
icantly lower inspection effort.

4.2 Overall Comparison of Outlier Ranking Methods

In this section, we compare two outlier ranking (OR) methods to detect errors
in frequent articles, in combination with the BP method on infrequent articles.
The first method is the clustering-based method described earlier and the second
is a state of the art competitor that was also used in the work by Torgo and
Soares [9], LOF [4]. Namely, we have used the implementation of LOF that is
available in R on package dprep [15].

Both OR methods were only applied on articles with more than 10 trans-
actions. As they both produce rankings of the transactions, we can select the
amount of inspection effort to use in accordance to our current resources con-
straints. Given INE requirements that this should not be above 50% of the
transactions in each month, we have arbitrarily selected selected 4 effort levels
to present our results: 35%, 40%, 45% and 50% of the transactions. For each of
these %S levels we have calculated the corresponding recall scores (%R) achieved
by each competitor. We have tried out 14 variants of their parameters and the
results represent the best score obtained by each competitor. For infrequent
articles we have used our BP method.

The results of this comparative experiments are shown in Figure 1. The two
variants are denoted by OFH and LOF , respectively. The four points for both
alternatives represent the four previously mentioned working points in terms of
%S. Still, we should recall that both methods would be better represented by
lines as any other working points could have been selected. Some of the points
are not shown on some graphs because the respective method achieved a very
poor score that is outside of the used axes limits.

In the graphs of results for each month we also plot the %S and %R values
of the method described in [7], which is denoted in the graphs as “LTS04”. This
method is not an outlier ranking algorithm. It simply outputs the transactions it
judges as being outliers, which leads to a pair of %S and %R values. In this case
the user is not able to adjust the %S value to the available resources. Fortunately,
in none of the testing months the 50% limit of selected transactions was surpassed
but with this type of methods there is no such guarantee in general. Additionally,
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Fig. 1. The results of the comparative experiments on the INTRASTAT data

in those months where the available resources are not sufficient to analyze all
the transactions selected, the experts must decide which ones to let aside. All
graphs have two dotted lines indicating the experts requirements (at least 90%
recall and at most 50% selected transactions).

The results of these experiments confirm that the clustering-based outlier
ranking method is quite competitive with the state of the art. With the ex-
ception of two months (May and September) it consistently outperforms LOF.
Moreover, it is the only method that always complies with INE operational cri-
teria. Compared to the “LTS04” method [7], both OFH and LOF loose a few
times in terms of achieving the same %R for the same level of %S. Still, we
should recall that “LTS04” provides no flexibility in terms of available human
resources and thus it can happen (as for instance in Jun/1998) that the solution
provided by this method does not satisfy the objectives of the experts or even
that it is not feasible because it requires too many resources.

4.3 Minimum Required Effort for Satisfying the Recall Goal

In this section we address the issue of which is the minimum inspection effort
that is required to achieve a value of 90% of recall. This score should always be
below 50%, for any method to be applicable.

In these experiments we have considered both LOF and the OFH method, in
conjunction with the 3 alternative ways of handling the infrequent articles.

The results concerning this minimum effort levels are given in Figure 2. As
we may confirm, independently of the infrequent articles method, the OFH vari-
ants always achieve 90% of recall with less than 50% of effort. The same is not
true for the LOF variants in March and June. This experiment also reveals the
advantages of our methods for handling infrequent articles, which generally lead
to better overall results. Namely, it is worth noting that with our methods in
conjunction with OFH , we achieve a recall of 90% with an effort around 30%,



Detecting Errors in Foreign Trade Transactions 445

INE BP BPinc INE BP BPinc

Jan/1998

Methods

%
S

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

LOF
OF

INE BP BPinc INE BP BPinc

Feb/1998

Methods
%

S

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

LOF
OF

INE BP BPinc INE BP BPinc

Mar/1998

Methods

%
S

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

LOF
OF

INE BP BPinc INE BP BPinc

May/1998

Methods

%
S

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

LOF
OF

INE BP BPinc INE BP BPinc

Jun/1998

Methods

%
S

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

LOF
OF

INE BP BPinc INE BP BPinc

Aug/1998

Methods

%
S

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

LOF
OF

INE BP BPinc INE BP BPinc

Sep/1998

Methods

%
S

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

LOF
OF

INE BP BPinc INE BP BPinc

Out/1998

Methods

%
S

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

LOF
OF

Minimum Percentage of Selected Transactions to get a Recall of 90%

Fig. 2. Comparison between our method and LOF

in general. With respect to the two alternative proposals (BP and BPinc) the
results are quite similar with no clear winner.

5 Conclusions

In many outlier and fraud detection problems there are situations in which there
is plenty of data, but there are others where it is scarse (e.g., the number of credit
card transactions of a new customer of a bank). In this paper, we extend previ-
ous work by proposing an approach that addresses the issue of outlier detection
with scarse data. It involves the integration of simple statistical tests, used on
small amounts of data, and a more complex outlier ranking method, used when
sufficient data are available. The result is a method that can cope with vari-
able resources for the necessary inspection phases. A few variations of the new
approach were tested on the problem of detecting errors in foreign trade trans-
action forms of Portuguese companies. However, the approach is general and can
be applied in different problems.

Compared to previous approaches to this problem, this work has introduced
new forms of handling articles with few transactions. Our experiments have
clearly shown their advantage when compared to the previous methods. The
latter are based on domain knowledge provided by experts that all transactions
of infrequent articles should be analyzed. Our results contradict this, showing
that it is possible to automate, at least partially, the processing of these articles.

Additionally, our experiments have shown the competitiveness of our clustering-
based outlier ranking methodology when compared to other state of the art meth-
ods. Moreover, the proposal always complies with the operational requirements of
INE and provides the desirable flexibility in terms of management of the available
human inspection resources.
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Abstract. The basic concept of agent-based modeling is to create adap-
tive agents to operate in a changing environment. Agents make au-
tonomous decisions and modify their environment through continuous
interactions. The Functional Agent-Based Language for Simulations (FA-
BLES) is a special purpose language for ABM that is intended to reduce
programming skills required to create simulations. The aim of FABLES is
to allow modelers to focus on modeling, and not on programming. This
paper provides an overview of FABLES, explaining the traits and the
design concepts of this hybrid language that merges features of object-
oriented, functional and procedural languages to provide flexibility in
model design. To demonstrate some of these issues, we describe mod-
eling with FABLES via the popular El Farol Bar problem from a user
perspective, by means of example.

Keywords: Functional programming, agent-based simulations, multi-
formalism, El Farol Bar problem.

1 Introduction

Creating agent-based models is quite a challenging task. It requires considerable
knowledge in the abstraction of the analyzed real-world phenomena (modeling),
and expert skills in at least one programming language as well. Without a deep
insight in a proper programming language, the modeler is not capable to imple-
ment the model as desired, and it may not behave as expected. Solving these
issues usually consumes a lot of resources and requires a great effort.

ABM is an interesting field for social scientists, economists and sociologists
as well [1,2]. It is a great computational model to find emergent behaviour that
propagates from lower (micro) level interactions to higher (macro) level regulari-
ties in the formalized phenomena. The method simulates individuals (connected
autonomous adaptive agents) in the examined system [3,4]. Accordingly, the
model of the El Farol Bar Problem [5], as we discuss in this paper, was also
created to investigate autonomous individuals with bounded rationality in eco-
nomics.

Researchers interested in such problems usually do not possess the necessary
programming skills. As an alternative way, they may use the help of a technical
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expert, but since the scientist’s cognitive model of the simulation is very likely
to differ from the programmer’s cognitive model, it could lead to several pitfalls
– and the communication between the partners requires exceptional care.

FABLES was specially designed to require minimal programming skills, as
its formalism is similar to the mathematical formalism used in publications in
the subject. It is intended to facilitate the concise and efficient definition of
agent-based models. It combines the strengths of functional and imperative pro-
gramming with object-oriented paradigms, providing unique means to implement
agent-based simulations.

1.1 Motivation

The main motivation behind FABLES was that the recent tools for agent-based
simulations are mostly too complex for social scientists. Various software tools
and modeling environments already exist to support modelers. However, some of
these tools are only application programming libraries and the users are forced
to learn the corresponding programming languages before they could be used
effectively (e.g. Java in the case of Repast J [6], Objective-C for Swarm [7]).

On the other hand, there are several agent-based modeling environments (like
NetLogo [8] and AnyLogic [9]). These tools offer easy-to-use interface commonly
allowing graphical model building, however, without extending the functionali-
ties of the environment (i.e. writing some parts of the simulation outside of the
simulation environment and import them as external resources) their usage may
limit the ’space’ of possible simulations.

Most recent tools allow full control over the simulation with visual model
building (Repast Simphony [10], metaABM [11]), eliminating the dependency on
a programming language. They provide a natural way to construct simulations
by exploiting the opportunities of graphical model building.

With FABLES, we have chosen a different approach. We didn’t want to elim-
inate the process of model implementation – we believe the description of the
model should have a precise semantic to reflect the cognitive model of the re-
searcher. The formalism used for model description should be close to the math-
ematical formalism because it is natural for the scientists. However, we tried to
reduce the efforts required to perform any other side tasks with automatised
components (like several wizard dialogs to create visualization for the model).

Our primary goal with FABLES was to create a language that:

– requires minimal programming skills,
– is able to describe the model focusing on the nature of the model, and leaves

the implementation to the compiler,
– is general enough to accommodate possibly any agent-based model, but

should focus on the common techniques and methods,
– supports the creation, observation and control of simulations with the help

of interactive wizards,
– has a formalism similar to the mathematical formalism used in publications

related to agent-based modeling. In these papers there’s no space to publish
algorithms and thus models are described by formulas and quantors.
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We have chosen a basically functional language, because the syntax is close to
the formalism of mathematical functions. To be able to control the simulation
flow we allow sequential execution in specific parts of the model. The user can
create special structures, schedules, that are used to define the events and their
dispatched order. In addition, to describe agents in the model we introduced
classes. With classes one can specify both the attributes and behaviour of the
agents.

2 The El Farol Bar Problem

In this section we introduce the El Farol Bar problem [5] that is used in the arti-
cle to discuss language concepts of FABLES. We created the implementation of
the model based on the NetLogo version [14], which may give a good opportunity
to compare the results1. This model is basically simple, but it is complex enough to
demonstrate the work-flow with FABLES, and it provides a good possibility
to show how the user may create agent-based simulations within this environment.

In the center of the problem is a popular bar in Santa Fé that is regularly
visited by the workers of the Santa Fé Institute. There is a fixed population
(N = 100), and at every Thursday each worker decides independently to either
visit the bar with Irish music or stay at home.

Unfortunately, the bar is a too small and the atmosphere is relaxing only if not
too many people shows up. In the original problem, if less than the 60% of the
population goes to the bar, they will enjoy their stay there. If more than 60% of
the population visits the bar, they will have a worse time due to overcrowdedness
than if they stayed home. Agents have to decide about their actions at the same
time simultaneously, and they do not know anything about the other agents’
opinions. Hence they cannot wait and see if it is worth visiting the bar.

One of the aspects of the problem is that there is no deterministic pure strat-
egy for the agents: they have to use mixed strategies. If each agent use the same
deterministic strategy pattern and decide in the same way, it would certainly
mean they do the same actions as the others and come to the same bad decision.
For instance, if a strategy implies that the bar will not be crowded, everyone
(following the same strategy) goes to the bar thus it becomes crowded. Other-
wise, if the strategy implies that the bar will be crowded, nobody visits the bar
thus it remains empty.

To solve this problem, we can supply agents with a limited personal memory
to store the results of the used strategy of the past few weeks. Using this memory
agents can develop different strategy patterns and adapt to each other, giving
the possibility to maximize the results of their efforts.

The fact that Yi-Cheng Zhang and Damien Challet conceived Minority Ga-
mes2 (players who decide to be on the side that is in minority win) from this
1 The full source code of the implemented FABLES model can be downloaded from the

MASS Model Library at http://mass.aitia.ai/downloads/model-lib
2 See http://www.unifr.ch/econophysics/minority for detailed information about

research on minority games.

http://mass.aitia.ai/downloads/model-lib
http://www.unifr.ch/econophysics/minority
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model, and that there are mathematical versions available in [12] and [13] makes
this small model even more interesting. Fogel et al. also built a version of this
model using a genetic algorithm [15], and Duncan describes the model in the con-
text of reinforcement learning [16]. The reference implementation of the model
was used to investigate if there is a connection between the agents’ computational
efforts and the bar attendance level [17].

3 Modeling with FABLES

There are several different implementation strategies for ABM [18]. In the fol-
lowing sections we are going to build up the model as follows:

1. The modeler specifies global properties of the model. These may be param-
eters, variables, global relations (facts), etc. specified in a declarative way.

2. The modeler specifies the basic structure of the agents used in the simulation,
including their own local properties (variables, behavioral functions, etc.).
Agents are considered independent objects, hence they can be defined with
the use of classes.

3. The model dynamics and agent interactions may be specified with the use
of schedules. FABLES uses the discrete time, discrete event paradigm for its
scheduler, and to allow the user to implement action sequences.

4. The creation of visual components and charting is performed with auto-
mated tools. The initialization and execution of the model is performed in
an enhanced version of the Repast J interface, featuring:

– easy to use interface allowing simple initialization and customization of
the model,

– direct point and click activation of functions for observation and debug-
ging reasons,

– automated integration of charts, and
– video recording capabilities and direct export of chart data to CSV files.

3.1 Basic Structure of the Model

Parameters. The first step is to create a FABLES model. The syntax is sim-
ilar to the class definitions of other programming languages: it may contain
constants, variables, functions, agent definitions (other classes), etc. We define
our model ElFarol with the model keyword and with some global parameters:

Listing 1. Basic Components
� �

1 model ElFaro l {
2 param numberOfAgents = 100 , overcrowdingThreshold = 60
3 memorySize = 5 , numberOfStrateg ies = 10 ;
4 } ;
� �
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Parameters are defined with the param keyword. They are constant expres-
sions, but their value may be altered before model initialization. In this case, we
have defined numberOfAgents to specify the number of agent instances during
the simulation run. The parameter overcrowdingThreshold declares the threshold
value for the occupancy in the bar. Moreover, we define memorySize to denote
how many preceding weeks agents can remember, and numberOfStrategies to
specify how many strategies they can use.

Variables. In FABLES, we consider simulations as state-transitions. The state
of the simulation is the state of the model and the state of its components
(agents). We have introduced variables into the language to make it convenient
to handle these states.

In the El Farol model, we keep track of the last few weeks’ history of occu-
pancy, to allow agents to determine their best strategy. To specify this history,
we introduce a new variable with the var keyword:

Listing 2. Variable definition
� �

1 var h i s t o r y ;
� �

The modeler is not required to declare types since they can be inferred from
assignments. By sorting out redundant type definitions, we believe the syntax of
the language becomes extremely clear and simple for a beginner user.

Set and Sequence Expressions. In FABLES, both set and sequence types are
native components of the language, and there is a huge set of built-in functions
to give the opportunity to use them effectively. Basically, there are two kinds of
sequences in FABLES: intervals and composite sequences.

Intervals may be defined with the [ and ] characters. The definition [a..b] de-
notes a closed interval from a to b containing the elements a, a + 1, a + 2, . . . , b.
Composite sequences have a more general construction. We tried to make the
syntax of the language as close to the formalism used in publications in the
subject of ABM as possible. Composite sequences may be created with gener-
ators and a filter in the form of [< element >:< iteration1 >, < iteration2 >
, . . . when < condition >]. For example, the expression of [ n2 : n is [1..10] ]
means a sequence of numbers in the form of n2, where n denotes the numbers
of 1, 2, . . . , 10.

Listing 3. Variable definition
� �

∗
� �

In Listing 3 we defined a variable with a default value (its value is assigned to
the variable at model initialization). Function discreteUniformFromTo() creates
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random numbers between 1 and numberOfAgents, consequently, the value of
history is a sequence containing exactly 2*memorySize random elements3.

3.2 Defining Agents

In the FABLES code we can define a new agent structure with the class keyword.
Just as the model, a class is also considered as an aggregate object: it may contain
other constants, variables, functions, etc.

In the current implementation of the El Farol Bar model, each agent has a
set of randomly initialized autoregressive models (sequences of AR coefficients)
that are not fitted. We declare three variables for the agents: the sequence of
strategies, the best strategy found so far, and a boolean flag that indicates its
decision about attendance.

Listing 4. Agent definition
� �

1 class Agent {
2 var s t r a t e g i e s ;
3 var bes tS t r a t egy ;
4 var attend := fa l se ;
5 } ;
� �

Agents are initialized with a random strategy pattern. A convenient way to han-
dle this is to declare a global method that creates a series of random strategies:

Listing 5. Sequence construction
� �

1 randomStrateg ie s ( ) =
2 [ [ uniform (−1 , 1) : j i s [ 1 . . memorySize+1] ]
3 : i i s [ 1 . . numberOfStrateg ies ] ] ;
� �

Listing 5 specifies a function that returns a sequence of strategies (a strat-
egy is another sequence filled with random numbers created by the uniform()
built-in function from the interval (−1, 1), having a size of memorySize), contain-
ing numberOfStrategies elements. Therefore we can assign the following default
values to the agent variables:

Listing 6. Default Values for Agent Variables
� �

1 var s t r a t e g i e s := randomStrateg ie s ( ) ;
2 var bes tSt r a t egy := s t r a t e g i e s (0 ) ;
� �

This means that each agent is going to have a set of random strategies by de-
fault, and they declare the first strategy as their best strategy in the beginning
3 In this sequence construction, i is a new loop variable that even might have been

used to create the elements of the collection. In the current definition it was required
only to specify the number of elements in the sequence.
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(sequence constructions could be indexed from 0 to acquire the element at the
specified position). To get the current attendance level of the bar, we define the
following global attendance() function:

Listing 7. Attendance Level
� �

1 attendance ( ) = count ( [ a . attend : a i s Agent ] ) ;
� �

The function count returns the number of true elements in the specified col-
lection (which contains the attend logical variable of all of the agents). Therefore
its value equals to the current attendance of the bar.

Defining Agent Behavior. We have finished declaring the basic structure
of the model, hence we can start implementing the behavioral definitions. In
each simulation step agents have to rethink their beliefs by evaluating their best
strategy depending on their current predictions. Therefore we declare function
updateStrategies() for the agents.

In general, functional languages do not contain block structures, however,
they offer the possibility to declare local definitions. In FABLES, local definitions
may be declared for a given function with the use of the where keyword. Local
definitions are constants that are visible only in the scope of the corresponding
function and may be used to shorten the definition of the function.

In the following definition of updateStrategies() we define three local constants:
threshold, predictions and strategyPos. The threshold local constant is used to
make agents keep their actual strategy if the overall rating of the currently
evaluated best one is lower than a specified value. The sequence predictions
contains the sum of differences between the actual and the predicted attendance
level (evaluated by the function evaluateStrategy() which is described soon) for
each of the preceding weeks (as far as the agents’ memory allows to determine
it) for each of the agents’ strategies. We consider the strategy with the minimal
difference from its prediction as the best one, and strategyPos denotes its index
in the strategies sequence.

Listing 8. Updating Agent Strategies
� �

∗

� �
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The body of the function is a conditional expression. In FABLES, the general
form of creating conditional functions is (< condition1 >) => statement1 | (<
condition2 >) => statement2 | ... | otherwise => statementN where some of
the branches may be omitted, and it means "If condition1 is true then perform
statement1. Otherwise, if condition2 is true then perform statement2, . . . If
none of the above conditions were true then perform statementN". The function
updateStrategies() assigns a new value to bestStrategy if the prediction of the
currently found best strategy is better than the specified threshold value (which
is memorySize ∗ numberOfAgents + 1).

We also have to define how the function evaluateStrategy() works. It deter-
mines the current prediction for the specified week and strategy:

Listing 9. Agent Strategy Evaluation
� �

−

−

−

� �

The value returned by the function is the difference between the current at-
tendance level and the prediction with the given strategy for the given week,
as the abs function returns the absolute value of the difference. The value of
currentAttendance is the weekth element in the history, and prediction is deter-
mined by the predictAttendance function that requires the current strategy and
the list of attendance values preceding the weekth element of history. Formally,
the function should return the following p(t) prediction described in the original
model:

p(t) = w(t) +
t−M∑
i=t−1

w(i) ∗ a(i− 1)

where t is the current time, w(i) is the weight, a(i) is the attendance level and
M is the memory size. In the FABLES implementation of the model, strategies
represent weights, so for a specified strategy and subsequence of history the
implementation of the function is as follows:

Listing 10. Predicting Attendace
� �

1 pred ictAttendance ( st ra tegy , subh i s to ry ) =
2 s t r a t e g y (0 ) + sum( [ s t r a t e g y ( i ) ∗ subh i s to ry ( i −1)
3 : i i s [ 1 . . memorySize ] ] ) ;
� �
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3.3 Defining Simulation Events and Agent Actions

The final step to implement the simulation is to define the dynamics of the model.
Describing the dynamics of a complex system often causes the modelers several
problems. The situation is getting worse when it comes to agent interactions. In
FABLES, there are basically two ways to describe simulation actions. One group
of the actions have to be performed for proper initialization of the model, and
the other group is used to describe the runtime dynamics of the simulation.

For initialization, we have startUp blocks both for agent classes and the model.
The startUp block of the model is executed when the simulation is started; the
startUp block of an agent is executed when the agent is created.

When the simulation is started, we have to instantiate the specified number
of agents:

Listing 11. Model Initialization
� �

1 startUp ( ) {
2 for each i in [ 1 . . numberOfAgents ] do create Agent ;
3 } ;
� �

When an agent is created, we have to call its updateStrategies() function to
allow it to initialize its bestStrategy attribute.

Listing 12. Agent Initialization
� �

1 class Agent {
2 . . .
3 startUp ( ) {
4 upda teSt r a t eg i e s ( ) ;
5 } ;
6 }
� �

To describe the simulation dynamics, FABLES uses schedules. In general,
schedules may be cyclic or acyclic, named or anonymous ones, and both the
agents and models may have separate and multiple schedules. Acyclic schedules
are executed only once, while the events of a cyclic one is executed succesively
with a specified cycle rate. The difference between named and anonymous sched-
ules is that named ones can be dynamically manipulated during runtime: they
may be stopped, restarted, their events may be altered, etc.

Inter-agent communication may be implemented in schedules as well. FA-
BLES does not have a fixed communication scheme, agents can interact through
function calls in schedules. In the El Farol Bar model, there is no direct commu-
nication, thus the common variable history is the only way they interact with
each other using a blackboard like approach.

For the El Farol simulation, we need two schedules: one for the agents to make
them determine if they would like to attend the bar; the other one is a global one to
update the history variable that the agents use to predict their optimal strategy.
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Listing 13. Defining Agent Actions
� �

−

� �

Listing 14. Defining Global Events
� �

−

� �

Fig. 1. The results of the implemented simulation where N = 100 with an attendance
level of 60. The figure shows this simple model has the fluctuation of the original model.
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3.4 Visualization

The FABLES Integrated Modeling environment has a powerful component called
the Charting Wizard. This tool allows the modeler to create visualization for
a simulation via a point and click interface. The wizard offers a selection of
charts, capable of displaying derived simulation data, and contains several built-
in statistics for data processing.

For the discussed El Farol model, we create a simple Time Series chart from
the agents’ attendance variables. The usage of the Charting Wizard is self-
explanatory, we have to select the attendance variable in the drop-down list
and add it to a Time Series chart (the wizard is not discussed here in detail due
to limitations of space). The results can be seen in Figure 1.

4 Conclusion and Future Works

We have developed the above described language for agent-based simulation, its
integrated development environment and a built-in observation wizard. During
the development we have tried to automate as many tasks as possible, allowing
the user to concentrate on models instead of the coding details and the imple-
mentation of visualisations.

We discussed the development of FABLES models as a four step process:
defining global variables, defining agents, adding interactions and dynamics, and
creating charts to visualize the simulations. A working reproduction of the orig-
inal El Farol Bar model was described that may be compared with the original
version [14]. Slight runtime differences may occur because the generated random
values. The model consists of pure mathematical definitions, and no additional
coding was required. Besides, visualization for the model was created with a
few clicks. In addition, there are several extensions to the original model. For in-
stance, in some versions agents are permitted to communicate with a set of other
agents to discuss their opinions. This could be easily implemented in FABLES
as well.

We are in the process organizing and evaluating user tests, hence we hope
to have the necessary feed-back to further improve FABLES’ built-in functions.
Optimizing the generated code is also an important ongoing task.
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Abstract. The Airline Operations Control Centre (AOCC) tries to solve unex-
pected problems during the airline operation. Problems with aircraft, crewmembers 
and passengers are common and very hard to solve due to the several variables in-
volved. This paper presents the implementation of a real-world multi-agent system 
for operations recovery in an airline company. The analysis and design of the sys-
tem was done following a GAIA based methodology. We present the system speci-
fication as well as the implementation using JADE. A case study is included, where 
we present how the system solved a real problem. 

Keywords: Disruption management, operations recovery, multi-agent system. 

1   Introduction 

The disruption management of an airline operation is a process by which problems 
that might affect the proper implementation of the operational scheduling of the com-
pany (problems related with crewmembers, aircraft, and/or passengers of a flight), are 
solved. This process is based on three key components: monitoring (supervising the 
airline operation in a particular base), event detection (identification of situations that 
could put at risk the operational planning), and resolution of problems (identify solu-
tions that can mitigate the problems encountered). Since this is a very important proc-
ess for the airline, it usually has a department responsible for its implementation: the 
Operational Control Centre (OCC). In this centre, operating 24 hours a day, working 
groups of people are responsible for monitoring the operation, detecting events, and 
proposing solutions to the Supervisor of the OCC, an entity that decides whether the 
solution will be implemented or not. Those solutions are achieved based mostly on 
the tacit knowledge of the people and there is no automated manner of how to address 
the resolution of the problems. Although there are software tools that help the ele-
ments of the OCC throughout the process (especially at the stage of monitoring and 
when obtaining information useful to solve the various problems), they are often ob-
solete, do not cover the whole process, and are not integrated. The work we presented 
here consists on the development of a Multi-Agent System (MAS) representing the 
OCC and the various elements existing there. The resolution of the problems will be 
made by a group of agents, a process known as disruption management. These agents 
use meta-heuristics, although the system is designed to permit the inclusion of an 
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unlimited number of agents that can use any method of problem resolution. This sys-
tem was developed in an airline company and the motivation to develop it came from 
the observation of the needs of that company OCC. It was thus clear that there was a 
good opportunity to develop a system that, in some way, could catch and use the 
knowledge of the elements of the OCC, to make the process automatic, or at least to 
automate some of its more repetitive tasks.  

Although there is extensive research applied to problems of scheduling on airlines 
(see, for example, [1], [3], [5] and [11]), there are very few works of really functional 
MAS on real airlines, capable of an integrated resolution of the type of problems that 
are found on the OCC. Therefore, our system would be innovative, useful not only for 
the company in question, but potentially also for others. Additionally, it is important 
to highlight the economic value that comes from the use of a system like this. First, by 
automating part of, or even all, the process, it is no longer required the presence of so 
many elements in the OCC, which lets the company reduce costs with staff; this re-
duction is even more evident because the OCC is a department that operates 24 hours 
a day. Furthermore, the use of Artificial Intelligence methods to resolve the various 
problems (flight delays, missing crewmembers, etc.) can contribute to the improve-
ment of the quality of the solutions implemented, which translates into a decrease in 
costs associated with the modification of the operation of the airline company. 

The MAS should monitor the operation that is being conducted on each operational 
base of the company (that is, the flights, the crewmembers who have reported for 
duty, etc.) detecting events that may correspond to problems that need to be resolved 
(some minor events can be skipped). Some of the possible events are: aircraft failures, 
flight delayed due to bad weather and / or congestion of air traffic, shortages of 
crewmembers, etc. The system should permit the definition of what is an event (a ten 
minutes delay of a crewmember can be a problem for one airline, but not for another). 
The system must have a set of agents, cooperating with each other, that are specialists 
in the resolution of the various types of problems. According to [6] the presence of 
agents that implement different methods for solving the same problem will increase 
the robustness of the system because of this redundancy. Finally, the system should 
have a visual interface that allows the supervisor to monitor the operation, to detect 
the events and to observe the solution proposed for the specific problem at hand.  

It is important to point out that the analysis and design of this system followed a 
GAIA [13], [4] based methodology. For the interested reader, please see [7] for a com-
parison of several agent-oriented methodologies available. The rest of the paper is or-
ganized as follows. Section 2 presents some related work. Section 3 details the system 
specification and implementation, including the architecture, use cases and details about 
the specialist agents’ implementation. Section 4 shows a case study and, in section 5, we 
conclude by discussing our work and presenting future implementations. 

2   Related Work 

Aircraft Recovery: Liu et al. [9] proposes a “multi-objective genetic algorithm to gen-
erate an efficient time-effective multi-fleet aircraft routing algorithm” in response to  
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disruption of flights. It uses a combination of a traditional genetic algorithm with a 
multi-objective optimization method, attempting to optimize objective functions involv-
ing flight connections, flight swaps, total flight delay time and ground turn-around 
times. According to the authors “(…) the proposed method has demonstrated the ability 
to solve the dynamic and complex problem of airline disruption management”.  

Crew Recovery: In Abdelgahny et al. [1] the flight crew recovery problem for an 
airline with a hub-and-spoke network structure is addressed. The paper details and 
sub-divides the recovery problem into four categories: misplacement problems, rest 
problems, duty problems, and unassigned problems. Due to the stepwise approach, the 
proposed solution is sub-optimal. According to the authors the tool is able to “solve 
for the most efficient crew recovery plan with least deviation from originally planned 
schedule”.  

Integrated Recovery: Bratu et al. [3] presents two models that considers aircraft and 
crew recovery and through the objective function focuses on passenger recovery. They 
include delay costs that capture relevant hotel costs and ticket costs if passengers are 
recovered by other airlines. The objective is to minimize jointly airline operating costs 
and estimated passenger delay and disruption costs. According to the authors, “(…) 
decisions from our models can potentially reduce passenger arrival delays (…) without 
increasing operating costs”.  

Other Application Domains: Agents and multi-agent systems have been applied 
both to other problems in air transportation domain and in other application domains. 
A brief and incomplete list of such applications follows. Tumer and Agogino [12] 
developed a multi-agent algorithm for traffic flow management. For ATC Tower 
operations, Jonker et al. [8] have also proposed the use of multi-agent systems. As a 
last example, a multi-agent system for the integrated dynamic scheduling of steel 
production has been proposed by Ouelhadj [10]. 

3   System Specification and Implementation 

System overview: Figure 1 shows the overall architecture of the multi-agent system. 
There are four types of agents: 

− Monitor, which monitors the operation of the airline company.  
− Event Detector, which defines the type of events that must be detected. 
− Resolution Manager, which receives a problem and manages the resolution in 

cooperation with the specialist agents. 
− Specialist, which is responsible for the resolution of a problem using a specific 

method. 

The communication between the agents is done through the JADE system [2]. Addi-
tionally, Figure 1 shows the existence of a data store, that has information about the 
airline company operations. That data store is accessed by the monitor and by the 
specialist agents. Figure 1 also shows the presence of a human: the OCC supervisor. 
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Fig. 1. Overall architecture of the Multi-Agent System 

The OCC supervisor starts the monitoring process and defines the type of events that 
are to be considered warnings and problems. Then, the event detector agent communi-
cates those types of events to the monitor, which shows the warnings and/or the prob-
lems to the OCC supervisor. This entity establishes the parameters of the resolution 
process and decides to solve a specific problem. The problem is communicated by the 
monitor to the resolution manager, which in turn communicates it to all the specialist 
agents. After arriving at a solution, each agent sends it to the resolution manager, which 
picks the best, i.e., the one with less cost and shows it to the OCC supervisor.  

Figure 2 shows all the use cases of the system. The JADE actor is represented be-
cause the reception of messages from other agents is periodically checked by using a 
type of JADE behaviour (so, the JADE actor periodically asks the system to check for 
new messages, acting as an actor). 

In the monitoring subsystem, the OCC supervisor can check the details of a par-
ticular flight that is being monitored, as well as order the resolution of a specific prob-
lem. The JADE system periodically asks the system to monitor the operation and to 
check the arrival of MetaEvent messages. In the event detection subsystem, the OCC 
supervisor can manage MetaEvents, that is, add, remove, or modify a type of event. 
Each time the set of MetaEvent is changed, a message is sent to the monitor. Finally, 
in the resolution subsystem, the OCC supervisor can manage the solving parameters 
and check the solution. The JADE system periodically asks the system to check the 
arrival of problem messages (which triggers the resolution of that problem), and solu-
tion messages (which triggers its presentation to the OCC supervisor). 
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Fig. 2. System use cases 

Monitoring subsystem specification: In the MAS there are three different subsys-
tems as stated previously. Due to the lack of space we are going to present the specifi-
cation for two of them: Monitoring and Resolution subsystem. Table 1 describes the 
use case “Monitor Operation”. 

Table 1. Use case "Monitor Operation" 

UC ID: SMACCO-BUC001.00  
Name: Monitor Operation 
Date: 10/12/2007 

Actors: JADE 

Trigger: 
This use case is initiated when the JADE cyclic behaviour triggers its action 
(the operation monitoring). 

Desc: 

1. Obtain flights that are going to arrive within a specific amount of time. 
2. Obtain flights that arrived within a specific amount of time ago. 
3. Obtain flights that are going to depart within a specific amount of time. 
4. Obtain flights that departed within a specific amount of time ago. 
5. Signal the flights on the interface, separating the NB and WB flights. 
6. Check if there are types of events to monitor 
7. If there are types of events to monitor, check what flights (if any) match 
the conditions of the type of event. 
8. If there are flights that correspond to the type of event conditions, signal 
the type of event in the interface. 
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The monitor agent implements five behaviours: 

− A TickerBehaviour that periodically accesses the company’s operational database 
to monitor the operation. 

− A CyclicBehaviour that waits for a meta event message to arrive, using a Receiv-
erBehaviour to filter the appropriate messages. 

− An OneShotBehaviour that sends a message with a set of events to be solved. 
− A ParallelBehaviour that execute the former behaviours concurrently. 

 

Monitoring subsystem implementation: The JADE implementation of the Behav-
iourMonitor class, which extends TicketBehaviour, is presented below. The method 
onTick contains the piece of code that will be executed periodically. 

Class BehaviourMonitor extends TickerBehaviour {
public BehaviourMonitor(Agent agent, long period)
{ super(agent, period); }
@Override
protected void onTick() {

try {
Monitor( NB );
Monitor( WB );
if(eventsDefinition.size() > 0)
markEvents();

}
Catch (SQLException ex) {

ex.printStackTrace(); }
}}  

The agent periodically monitors the narrow body (an aircraft with a single aisle) 
and wide body (an aircraft with two aisles) airline operation and, if there are any type 
of events to be detected, checks if any flight is under the conditions necessary to con-
sider itself a warning or a problem. The BehaviourProblemResolution class, which 
extends OneShotBehaviour, is presented below. The piece of code inside the action() 
method will be executed only once. 

class BehaviourProblemResolution extends OneShotBehaviour {
public BehaviourProblemResolution(Agent agent) 
{ super(agent); }
@Override
protected void action() {

ACLMessage msgToSend = prepEventsMsg(events,
Shared.getAgents(super.myAgent, ));

send(msgToSend);
}}  

In this behaviour, a message is sent from the monitor agent to the resolution man-
ager containing the list of events that triggered the problem. 

Resolution subsystem specification: This subsystem receives a problem and man-
ages the resolution in cooperation with the specialist agents. The resolution manager 
agent implements five behaviours: 

− A CyclicBehaviour that waits for a problem message to arrive, using a ReceiverBe-
haviour to filter the appropriate messages. 
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− A CyclicBehaviour that waits for a solution message to arrive, using a ReceiverBe-
haviour to filter the appropriate messages. 

− A ParallelBehaviour that executes the former behaviours concurrently. 
− A SimpleBehaviour that sends a message with the problem to be solved to the spe-

cialist agents. 
 

Each specialist agent implements  

− A CyclicBehaviour that waits for a problem message to arrive, using a ReceiverBe-
haviour to filter the appropriate messages. 

− A ParallelBehaviour that executes the former behaviours concurrently. 
 

Two specialist’s agents were implemented, each one solving the problem via different 
meta-heuristics: hill-climbing and simulated annealing. The hill climbing agent solves 
the problem iteratively by following the steps: 

1. Obtains the flights that are in the time window of the problem. This time window 
starts at the flight date and ends at a customizable period in the future. This will be 
the initial solution of the problem. The crewmembers and aircraft exchanges are 
made between flights that are inside the time window of the problem. 

2. While some specific and customizable time has not yet passed or a solution below 
a specific and customizable cost has not been found, repeats steps 3 and 4. 

3. Generates the successor of the initial or previous solution. 
4. Evaluates the cost of the solution according to Equation 3. If it is smaller than the 

cost of the current solution, accepts the generated solution as the new current solu-
tion. Otherwise, discards the generated solution. The way a solution is evaluated is 
described below. 

5. Send the current solution to the agent that manages the resolution process. 
 

The simulated annealing agent solves the problem iteratively by following the steps: 

1. Obtains the flights that are in the time window of the problem. 
2. While some specific and customizable time has not yet passed or a solution below 

a specific and customizable cost has not been found, repeats steps 3 and 4. 
3. Generates the successor of the initial or previous solution. 
4. Evaluates the cost of the solution according to Equation 3. If it is smaller than the 

cost of the current solution, accepts the generated solution as the new current solu-
tion. Otherwise, it accepts the generated solution with a probability that is given by 
Equation 1. 

 
(1) 

Where ∆E is the difference between the cost of the generated solution and the cost 
of the current one, and T is given by 

 (2) 

Where α lies between 0 and 1. α was given a value of 0.8, and T was given an ini-
tial value of 10. T is updated every N iterations. N was given a value of 2. 

5. Send the current solution to the agent that manages the resolution process. 
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Resolution subsystem implementation: The implementation of the hill-climbing 
algorithm on one of the specialist agents, using JADE, follows: 

while (!Shared.para(problem.getNumSeconds(), secondsExecution,
problem.getMaximumCost(), costActualSolution)) {

// get sucessor 
successor.Shared.newSucessor(Shared.copyArrayList(currentSolution);
costSucessor=Shared.calcCost(sucessor, plainInitialSolution);
if (costSucessor < costActualSolution) {
currentSolution = sucessor;
costActualSolution = costSucessor;
}}  

Solution generation and evaluation: The generation of a new solution is made by 
finding a successor that distances itself to the current solution by one unit, that is, the 
successor is obtained by one, and only one, of the following operations: 

− Swap two aircrafts between flights that belong to the flights that are in the time 
window of the problem. 

− Swap two crewmembers between flights that belong to the flights that are in the 
time window of the problem. 

− Swap an aircraft that belongs to the flights that are in the time window of the prob-
lem with an aircraft that is not being used. 

− Swap a crewmember of a flight that belongs to the flights that are in the time win-
dow of the problem with a crewmember that isn’t on duty, but is on standby. 
 

When choosing the first element (crewmember or aircraft) to swap, there are two 
possibilities: 

− Choose randomly. 
− Choose an element that is delayed. 

 

This choice is made based on the probability of choosing an element that is late, which 
was given a value of 0.9, so that the algorithms can proceed faster to good solutions 
(exchanges are highly penalized, so choosing an element that is not late probably won’t 
reduce the cost, as a possible saving by choosing a less costly element probably won’t 
compensate the penalization associated with the exchange). If the decision is to ex-
change an element that is delayed, the list of flights will be examined and the first de-
layed element is chosen. If the decision is to choose randomly, then a random flight is 
picked, and a crewmember or the aircraft is chosen, depending on the probability of 
choosing a crewmember, which was given a value of 0.85. When choosing the second 
element that is going to swap with the first, there are two possibilities: 

− Swap between elements of flights 
− Swap between an element of a flight and an element that isn’t on duty. 

 

This choice is made based on the probability of choosing a swap between elements of 
flights, which was given a value of 0.5. The evaluation of the solution is done by an 
objective function that measures four types of costs: 

− The costs with crewmembers. Those costs take into consideration the amount that 
has to be paid to the crewmember (depends on the duration of the flight), and the 
base of the crewmember (for instance, assigning a crewmember from Oporto to a 
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flight departing from Lisbon has an associated cost that would not be present if the 
crewmember’s base was Lisbon). 

− The costs with aircrafts. Those costs take into consideration the amount that has to 
be spent on the aircraft (depends on the duration of the flight), and the base where 
the flight actually is. 

− The penalization for exchanging elements. 
− The penalization for delayed elements. The cost associated with this aspect is the 

highest, because the goal is to have no delayed elements. 

These types of costs are taken into account in Equation 3: 

 (3) 

Where 

 

(4) 

 

(5) 

ExW was given a value of 1000, and DlW a value of 20000. 

4   Case Study 

This scenario is based on the delay of flight TP935 at 08/04/2008 17:20, from Lisbon 
(LIS) to Paris (CDG) with a schedule departure time of 17:05 and expected arrival 
time of 18:41. There were 15 business class passengers and 113 economy class pas-
sengers. Figure 3 shows the graphical user interface of the monitoring and event de-
tection system. At the upper half of the interface: the flights that are arriving (in this 
case, is the next 80 minutes), that already arrived (in this case, in the next 15 min-
utes), that are departing (in this case, in the next 45 minutes), and that already have 
departed (in this case, until 40 minutes ago) are shown. The flight TP935 is, as ex-
pected, in the group of the flights that will depart. At the bottom half of the interface, 
details are shown about the flight, its crewmembers, and the aircraft used. The moni-
toring system is constantly monitoring the operation, so that the information presented 
in the interface is maintained actual. As can be seen at the figure, the system shows 
seven warnings and five problems. The flight TP2676 shows a warning because the  
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flight should have arrived more than 15 minutes ago and, as a consequence, all the 
passengers are more than 15 minutes late. The same happens with flight TP432, that 
should have departed more than 10 minutes ago, which again makes all the passen-
gers in it behind schedule.  

 

 

Fig. 3. Monitoring and Event Detection System 

Finally, according to the system, the operation of the airline company has one 
warning and four problems on flight TP935: 

− The flight is 20 minutes late and, therefore, that triggers a warning. 
− Two crewmembers are more than 15 minutes late and that triggers two problems. 

Those crewmembers are late because they are on flight TP2676, which is late. 
− Another crewmember is more than 10 minutes late and that triggers a problem. 

That crewmember did not report for duty. 
− Aircraft CSTOE is more than 15 minutes late and that triggers a problem. The 

aircraft is late because it is the aircraft of flight TP2676, which is late. 
 

The OCC personnel are now able to solve the problem of flight TP935 in cooperation 
with the problem resolution system. 

Problem resolution: The system shows the description of the problem and some of 
the parameters that can be adjusted by the OCC personnel. For example, available 
time to find a solution and maximum allowed cost of the solution. Those parameters 
will be used when finding a solution.   

The resolution process is transparent to the OCC personnel, as they don’t know 
how many agents participated on the process and what methods did they use. The 
management of the process is the responsibility of an agent, which chooses the best 
solution among the ones given (the one with less cost according to Equation 3), and 
presents that solution to the OCC personnel. In this case, the solution was: 
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− Switch aircrafts CSTOE and CSTNJ between flight number TP935 and flight 
number TP1212. Because TP1212 will depart later than TP935, the aircraft 
CSTOE has good chances of arriving before the flight’s schedule departure date. 

− Switch three crewmembers between flight number TP935 and flight number 
TP1212. 
 

The solution to the problem has a lower cost than to do nothing, especially because of 
the high penalizations associated with crew and aircraft delays. In this case, the initial 
solution has a cost of 98340 and the proposed by the system has a cost of 26218. 

5   Conclusions and Future Work 

We conclude that the goals established for this project have been achieved and that 
the basis for its possible near future use in the airline company was gotten underway. 
Indeed, it is an integrated system that automates much of the disruption management 
process, from the monitoring of the operation of the company in its several bases, to 
the detection of events and the resolution of the problems encountered. Additionally, 
our MAS is oriented to the future: its distributed nature and the fact that it is based on 
agents that are specialists in solving problems easily allows the insertion into the 
system of new agents that solve new kinds of problems that were identified in the 
meantime, or that resolve the current types of problems using different methods. It is 
thus a truly scalable solution, prepared to sustain the growth of the airline company. 

Of course, some difficulties arose during the development of the project. Obtaining 
a graphical interface that would allow the OCC personnel to view, in an easy and 
efficient way, the operation of the company at a particular base was a task that in-
volved a lot of effort, with the need to refine it over time. Cooperation with some 
elements of the airline company was crucial in this process. With regard to the obtain-
ing of the information, the analysis of the database that contains information on the 
operation of the airline was an arduous task, given its complexity and the strong pres-
ence of specific language to the domain of aviation. Finally, some difficulties have 
arisen in the fine-tuning of the objective function of the various meta-heuristics used, 
particularly in the choice of the weights to be given to each factor. Nonetheless, the 
number of experiments performed enabled reaching values that generated quite ac-
ceptable solutions. 

From the case study presented we cannot assume that our system will always have 
this behaviour in all situations. For that, we need to perform several tests using simu-
lated and/or real events or, if possible, running our system in parallel with the current 
system at the airline company. Due to the probabilistic nature of the simulated anneal-
ing algorithm and without performing more tests, we cannot generalize the results 
presented here. 

Although the goals have been achieved, it is important to consider a number of im-
provements that could be made on future developments and that could enrich it. In 
terms of the algorithms used to solve the problems, other meta-heuristics can be im-
plemented, as well as methods based in the area of operational research 

Another useful improvement for the system would be to provide it with the ability 
to implement the solution, which currently is made by the supervisor of the OCC. 
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Despite being somewhat technologically accessible, this add-on to the system should 
be the subject of special care because of the critical nature of the operation. 
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Abstract. Ecological models may be very complex due to the large number of 
physical, chemical, biological processes and variables and their interactions, 
leading to long simulation times. These models may be used to analyse differ-
ent management scenarios providing support to decision-makers. Thus, the si-
multaneous simulation of different scenarios can make the process of analysis 
and decision quicker, provided that there are mechanisms to accelerate the gen-
eration of new scenarios and optimization of the choices between the results 
presented. This paper presents a new simulation platform – EcoSimNet – spe-
cially designed for environmental simulations, which allows the inclusion of  
intelligent agents and the introduction of parallel simulators to speed up and op-
timize the decision-making processes. Experiments were performed using Eco-
SimNet computational platform with an agent controlling several simulators 
and implementing a parallel version of the simulated annealing algorithm for 
optimizing aquaculture production. These experiments showed the capabilities 
of the framework, enabling a fast optimization process and making this work a 
step forward towards an agent based decision support system to optimize com-
plex environmental problems. 

Keywords: Ecological Simulations, Agent-Based Applications, Multi-Agent 
Simulation and Modelling, Optimization, Parallel Simulated Annealing. 

1   Introduction 

The simulation of aquatic ecosystems is an emerging area of research allowing an 
interdisciplinary approach necessary to understand the complexity of these environ-
ments. The need of environmental impact studies when planning interventions in 
estuaries, lagoons or other coastal areas, has increased the interest in this type of 
simulations, especially when these ecosystems are used for aquaculture and other 
economic activities (recreation or tourism) that contribute to the local economy and 
the dynamics of employment in the region. 

In most cases, ecological models are used to test and/or validate hypothetical sce-
narios of operation or configuration of specific regions or environments. Often, the 
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goal is optimizing the management of a natural resource capable of producing goods 
and services of interest to humans. As models try to reflect reality, they tend to incor-
porate more processes, increasing their complexity and making simulations, necessar-
ily, slower.  

The case of coastal environments is paradigmatic because these ecosystems always 
played an important role in the life of human beings, are very complex from a biologi-
cal, a chemical and a physical point of view and are very sensitive to environmental 
and management decisions. They allow an enormous amount of possible activities 
(such as fishing, aquaculture, harbour activities, tourism, etc.), and guarantee several 
basic services to humanity, but they are also the final destination of many pollutants 
generated by agriculture and other human activities [1]. In the last century, human 
population migrated intensively from inland to coastal boundaries and, nowadays, the 
World Bank estimates that 50% of the world’s population lives within 60km from the 
sea [2]. These numbers are more relevant in Portugal where almost 89% of the popula-
tion lives within 50km from the sea in about 39% of the territory [3]. Usually, there are 
many conflicting human interests on these ecosystems and, unfortunately, there are 
examples of some recent environmental disasters in coastal areas that could have been 
minimized, or even avoided, if proper management options had been followed at ap-
propriate times with the commitment of the authorities and the stakeholders. 

When coastal ecosystems are exploited for shellfish aquaculture one of the issues 
that always arises is how far the holders can increase the production in their assets 
without exceeding ecosystem carrying capacity [4]. Usually, the balance is main-
tained by legislation, which limits the areas of exploitation and thus the number of 
licenses in each area. Stakeholder’s experience, usually acquired by trial and error, 
successes and failures, leads them to have an empirical perception of what is the op-
timal exploitation density of each species per unit area, without much consideration 
for potential environmental impacts, except those that may hinder their production 
and profit. 

The results of the development of an intelligent bivalve farmer agent to find out the 
best combination of bivalve seeding areas, within an allowed area of exploitation, 
without exceeding the carrying capacity of the system, were reported by Cruz et al. [5] 
and showed promising guidelines. One of the constraints pointed out in the conclusions 
of that study was the time consumed by the large number of simulations necessary to 
find the best combinations mentioned above. Therefore, the usage of a network of 
simulators to speed up the decision process was the natural follow up of that study. 

This paper presents an outline of a multi-agent simulation system of ecological 
models capable of integrating the human interests, accelerating the generation of 
results taking advantage from parallel simulation of various scenarios of operation 
and their analysis in real time. 

The architecture presented (EcoSimNet) exploits the concept of computing clusters 
and parallel computation, creating simulation islands where an agent monitors a set of 
simulators, simultaneously simulating independent scenarios. One of the agents took 
the lead role, taking the initiative to encourage other agents to obtain the desired re-
sults as quickly as possible. 

Coordination is ensured by the existence of points of synchronization during the 
course of the experiments, allowing the exchange of results between the various agents 
and the adoption of the best result as a starting point for a new round of independent 
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simulations until the next point of synchronization. The stop order is given by the co-
ordinator agent when a maximum number of rounds of simulation or a time limit are 
exceeded or when a criterion of optimization is reached. 

This approach was tested with farmer agents trying to get the best combination of 
areas for cultivation of shellfish in a wider area, maximizing the production without 
exceeding the permitted area of cultivation. 

The remaining of this paper is structured as follows: (i) The next section describes 
the problem in analysis, followed by the presentation of the architecture for ecological 
simulations (EcoSimNet) and the solution adopted to do this study; (ii) Section 3 
presents the experimental approach pursued and the results obtained; (iii) The paper 
ends with an analysis of the results, the conclusions and a description of future work 
to be done. 

2   Problem in Analysis 

The study and experiences were done with one validated ecosystem model for Sungo 
Bay, People’s Republic of China [4], already implemented in the EcoDynamo simula-
tor [6]. The lagoon is modelled with a two-dimensional vertically integrated, coupled 
hydrodynamic-biogeochemical model, based on a finite difference bathymetric stag-
gered grid with 1120 cells (32 columns x 35 lines) and a spatial resolution of 500m – 
Figure 1. The model has a land and an ocean boundary and the time step used was 30 
seconds. 

A previous bivalve farmer agent was developed by Cruz et al. [5] with the objec-
tive of maximize bivalve production, finding the best combinations of locations to 
seed and harvest bivalve species within a delimited area of exploitation, using the 
previous model. In that work, the farmer agent had to choose the best five cells (cor-
responding each one to a 500m x 500m area) within an area of 88 admissible cells to 
explore oysters – corresponding to more than 39 millions of possible combinations. 
One realistic simulation for the complete bivalve culture cycle should cover approxi-
mately 1.5 years, equivalent to more than 1,576,800 simulation steps; in a computer 
with an Intel® Core™ 2 CPU 6300 @ 1.86GHz and 2.00GB of RAM, the time to run 
the complete simulation is 10 hours. The long time and the heavy processor power 
required for one complete simulation, limited the previous experiments to use only 
1000 simulation steps in each cycle, extrapolating the results for the complete growth 
cycle – the computer used ran 1000 steps in about 22 seconds and one experimental 
round (341 simulations) was completed in approximately two hours. 

The usage of a computer network allows decreasing the time needed to generate 
results and performing longer simulations to obtain more realistic results. The ap-
proach idealized was: 

• Confirm the results achieved by the experiments made by Cruz et al. [5] us-
ing one and four simulators, and more powerful computers; 

• Extend the number of simulation steps and compare the results obtained in 
terms of temporal savings and quality of the final solutions achieved – e.g. 
confirm if the extrapolation assumed by previous experiments remains valid; 

• Repeat the experiments with more cells to further explore, and analyse the 
results. 
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Fig. 1. Location of Sungo Bay, including model domain and bathymetry [4] with delimited area 
of exploitation marked 

The experiments used the base algorithms implemented by Cruz et al. [5], con-
trolled by a simulated annealing algorithm [7] modified to support parallelisation and 
with more flexibility to control the number of simulations in each experimental round. 

The new experiments were performed in computers with processors Intel® Core™ 
2 Quad CPU Q9300 @ 2.50GHz, with 8.00 GB of RAM. In these computers, the 
complete bivalve culture cycle is simulated in about six hours and three quarters. 

3   Implementation 

3.1   System Architecture 

The system architecture was designed to perform complex simulations of aquatic 
ecosystems, to integrate easily new applications in the system, like plug-and-play 
hardware in computers, and enabling communications between different applications. 

The Ecological Simulation Network (EcoSimNet) follows the general architectures 
for intelligent agents [8] and multi-agent systems [9] where all the applications com-
municate via TCP/IP with messages formatted according to the specification of the 
ECOLANG language [10]. The framework can support several EcoDynamo simula-
tors [6], to allow parallel or concurrent simulations, and different agents representing 
the human interests over the simulated ecosystem (Figure 2). 

The ECOLANG language specification forces messages to be simple, expansible, 
independent from any computational platform or operating system, and readable by 
the humans, allowing easy traceability. 

This architecture permits the exploitation of machine learning algorithms with the 
inclusion of agents in the network [11][12][13]. 
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Fig. 2. EcoSimNet architecture 

The simulator has a simple graphical user interface where users can interact with 
most of the ecological model properties: select the model to use, the processes to 
simulate, the period of time simulated, the variables for output, and the output for-
mats. Definitions such as system morphology, geometric representation, dimensions 
and number of model grid cells, and initial values of variables and parameters are 
fixed when the model is created. One script file is provided to each simulator for the 
start up, indicating its identification in the network and the model to run. 

Only the simulators have direct access to the models’ databases. The agents ac-
quire information about the model through the ECOLANG messages exchanged with 
the simulators. This approach ensures true independence between the simulator and 
the agents. 

3.2   Farmer Agent Implemented Algorithms 

The original agent developed a system of customizable tactics [5] to implement the 
sense of intelligence which may, in some sense, simulate the reasoning of the human 
farmer. The base algorithm developed for this agent was a simple hill-climbing opti-
mization algorithm, based on simulated annealing with Monte Carlo probability [7] 
[14] – the agent seeks iteratively a new solution and saves the one with higher quality 
as the best. Several configurable optimizations can be activated to influence the selec-
tion logic of the new solutions [5]. The generation of the new solutions was facilitated 
and improved by the inclusion of known algorithms, like tabu search [15], genetic 
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algorithms [16] and reinforcement learning [17], that can be triggered at any stage of 
the optimization process. The novelty of this approach is centred in the system of 
customizable tactics that enables the activation (automatic or configurable) of any one 
of the implemented algorithms during the experiment, and the possibility of having, 
simultaneously, the various algorithms involved in choosing the best solution. 

The original agent communicated only with one simulator. To manipulate the in-
formation of several simulators, it was necessary to create a different agent, extending 
the former one and making it able to communicate simultaneously with several simu-
lators, with a decision-making process that should integrate, in real time, the results 
from the various simulators as they were generated. The choice made was the imple-
mentation of a kind of parallel simulated annealing algorithm [18]. 

3.3   Parallel Simulated Annealing Algorithm 

Simulated annealing (SA) is considered a good tool for complex nonlinear optimiza-
tion problems [7] but one of its major drawbacks is its slow convergence. One way to 
improve its efficiency it’s parallelisation (the development of a parallel version of the 
algorithm). 

Many implementations of this algorithm exist but they are, inherently, problem de-
pendent. Ram et al. [18] proposed two distributed algorithms for parallel simulated 
annealing – the clustering algorithm (CA) and the genetic clustering algorithm 
(GCA). Both explore the evidence that a good initial solution results in a faster con-
vergence. 

The CA technique starts n nodes of the network to run SA algorithm using differ-
ent n initial solutions. After a fixed number of iterations, the nodes exchange their 
partial results to get the best one. All the nodes accept that solution and restart new 
SA round based on that solution. This process is repeated a predefined number of 
times. There must be a coordinator node to choose the best solution and to determine 
the time to stop the rounds and finishing the process. 

The process implemented in the experimental agent can be viewed as integrating 
the CA technique described: all the agents can have the function of generating solu-
tions (worker node) and one agent has to perform the functions of coordination (coor-
dinator node); the generation of the new solutions is driven by the tactics chosen in 
each agent taking advantage of their autonomy. The flexibility of the framework al-
lows each agent to control only a part of the network simulators. It can be seen as a 
collection of simulation islands or clusters. The basic algorithm for the coordinator 
node is presented in Figure 3. 

The number of synchronization points determines the number of times the worker 
nodes exchange partial results with the coordinator node, and this is important to 
speed up the optimization process. With this process, the number of iterations is dis-
tributed uniformly by the agents (worker nodes) but not necessarily by the simulators: 
while the coordinator node waits for agents synchronization to exchange the partial 
results (Figure 3, line 3.2), each worker node controls the number of iterations with all 
simulators monitored by it, which means that if there is one very fast simulator and 
another one very slow, it is expectable that the faster one runs more simulations than 
the slower. 



 EcoSimNet: A Multi-Agent System for Ecological Simulation and Optimization 479 

As simulators run in different computers, each one finalizes its simulation inde-
pendently and the agent compares the result against all results accumulated so far; 
there is no need to synchronize the simulators. 

 

Fig. 3. Parallel Simulated Annealing Algorithm – coordinator node 

Taking into account the time needed for each simulation and the time required to 
choose the best solution, often there are benefits if one agent accumulates the coordi-
nator and worker tasks. 

4   Experiments and Results 

The experiments were carried out with only one agent that implements the algorithms 
previously used by Cruz et al. [5] with the inclusion of the presented parallel SA algo-
rithm and a new user-friendly interface to configure and parameterize the implemented 
algorithms and tactics. The agent accumulates the coordinator and worker roles. 
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Two training experiments were conducted to validate the framework and see if the 
results reported by Cruz et al. were reproducible. The first training experiment runs 
with one simulator and the second with four simulators; in each experimental round 
the agent controlled the same number of simulations with 1000 steps (341 iterations, 
each one simulating eight hours and 20 minutes of real time). The oysters were seeded 
with a fixed density of 55.15 units per square meter, and each oyster had 0.0005g of 
shell weight and 0.00002g of meat weight. 

In terms of results quality and time savings, it seems that the new approach is 
working as expected – the results maintain the tendency observed previously by Cruz et 
al. [5] occupying the northeast side of the region - and the time savings are directly 
related to the number of simulators in the network – the first training experiment rounds 
spent about one hour and 27 minutes and the second ones about 23 minutes, a save of 
75%, as expected. In these experiments, the difference between the maximum and the 
minimum production value indicators was irrelevant due to the low simulated time. 

Due to the memorization by the agent of all the solutions tested previously, the log 
of the last experiment revealed that 1598 solutions were tested but only 341 new 
combinations were explored and simulated, those that the outcome of the simulation 
was unknown. The randomness of the initial solution guarantees the necessary diver-
sity required for this type of optimization algorithms.  

The production value indicator is calculated based on the quantity of shellfish har-
vested, in tonnes, and its economical weight. 

 
First Experiment. To take advantage of the new computing platform, in the first 
experiment the number of simulation steps was increased to cover one month of real 
time oysters growth (from 1000 to 86 400 steps) to verify if the extrapolation assumed 
in the training experiments remains valid. Each experimental set took about 1 day and 
6 hours to finish. The difference between the maximum and the minimum production 
value indicators was now 15.2% of the minimum and partial results are presented in 
Table 1 and Figure 4. 

Table 1. Five best results and worse result of the first experimental set 

Rank 
Production Value 

(Indicator) Seeded Cells 
1 19 922.9 31, 45, 47, 70, 78 
2 19 908.8 37, 38 45, 69, 78 
3 19 879.6 38, 53, 54, 61, 87 
4 19 876.9 30, 46, 53, 63, 87 
5 19 813.0 22, 27, 30, 52, 60 

worse 17 298.4 2, 7, 16, 41, 74 
 
The results of this experiment show a spread of best solutions that smoothly re-

veals a trend to seed in the east side of the delimited region, near the open sea. It is 
important to note that the ecosystem in question is subjected to tides, which influence 
how organic substances and phytoplankton are transported along the bay. The avail-
ability of these two items – the main bivalve food sources – determines oyster growth 
and production.  
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It is no surprise that the trends revealed in the initial experiments were only par-
tially confirmed, due to their very short simulation time. The simulated eight hours is 
insignificant when compared to water residence time in the bay – between one and 19 
days [4]. Therefore, eight hours is not enough to simulate properly the mixing proc-
esses and the food variability affecting oyster growth. Furthermore, when oyster bio-
mass increases, important feedbacks to available food become apparent where local 
depletion of food items may limit bivalve growth [19]. 

 

Fig. 4. Visualization of the best solutions (set #1) 

Second Experiment. The second set of experiments extended the first one increasing 
the number of cells to seed to 30. Even without an obvious tendency in the area occu-
pation, this experimental set was realized to verify if the results were more reliable 
when the ratio between occupied area vs. exploitation area increases – from 5.7% in 
the previous experiments to 34.1% in this one (from five to 30 cells to seed within the 
same area of 88 cells to explore). With no surprise the time required for each experi-
ment is equal to that of previous experience, since it is dependent on the number of 
simulation steps and not on the number of areas occupied by aquaculture. The results 
are presented in Table 2 and Figure 5. 

Table 2. Five best results and worse result of the second experimental set 

Rank 
Production Value 

(Indicator) Seeded Cells 
1 57 756.5 
2 57 720.9 
3 57 659.5 
4 57 639.2 
5 57 538.1 

worse 55 026.6 

Different sets of 
30 cells 
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The solutions present different patterns but with a tendency to concentrate oysters 
in the north and east sides of the exploitation area. The patterns strengthen the ten-
dency to fill the areas near the open sea, where sea water exchanges are more intense 
and food tends to be more abundant. 

 

Fig. 5. Visualization of the best solutions (set #2) 

Another interesting result is the coincidence in the occupied areas – the 2 best solu-
tions share 18 cells out of 30 (60%) and in the five best solutions 12 cells remain 
selected (40%). The difference between the maximum and the minimum production 
value indicator decreases to 5.0% of the minimum. 

The expected production value indicators (approximately six times larger than 
those of previous experience) were not confirmed; in fact it is a little bit less than 
three times more. The most likely explanation is local food depletion leading to 
slower bivalve growth as cultivated area increases. Experiments with this population 
density showed that the relationship between bivalve’s production and cultivated area 
is linear if the number of cells to seed is less than 10; for greater values of seeded 
cells the production per cultivated grid cell decreases. More experiments should be 
performed with lower densities to find the value at which growth ceases to be linear. 

5   Conclusions and Future Work 

This paper presented a new framework for complex ecological simulations and opti-
mization - EcoSimNet. This framework allows the coexistence of multiple simulators 
in the network, controlled by different agents, enabling the parallel simulation of 
different scenarios, increasing the number of simulations and the real time simulated, 
without compromising the quality of results and ensuring a more complete analysis of 
scenarios. As the number of parallel simulators on the network increases, the time 
needed to find a “near” optimal solution decreases proportionally. 

The strategy followed in the implementation of the parallel simulated annealing al-
gorithm, separating the roles of the coordinator and the worker nodes, allowed the 
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independence of each agent tactics for optimization; the experiments showed that the 
inclusion of the two roles in the same agent didn’t compromise the agent’s rationality.  

In this kind of ecological models the main advantage of using parallel simulations 
is the computational performance achieved, because issues like conceptual distribu-
tion of different aspects of the reality simulated are very difficult to separate in differ-
ent simulators – the mixing processes and the food variability affecting oyster growth, 
the feedbacks to available food and the local depletion of food items that limit bivalve 
growth must be integrated in each simulation step by all entities, and the synchroniza-
tion effort required for synchronization between the simulators would make the sys-
tem much slower. 

This work is a step forward towards an agent based decision support system to op-
timize complex environmental problems. At the moment the architecture presented is 
exploiting the concept of simulation islands or clusters, each one composed by one 
agent controlling several simulators, simultaneously simulating independent scenar-
ios. One of the agents took the lead role, taking the initiative to encourage other 
agents to obtain the desired results as quickly as possible. 

More experiments need to be done, increasing the number of simulators and agents 
in the network, in order to have a clear idea of what reasonable limits should be im-
posed on the size of the EcoSimNet framework. 

The next steps in this platform will incorporate automatic decision in the coordina-
tor agent, to decide how many simulators and worker agents will be necessary to 
consider new scenarios, and to determine degrees of similarity with scenarios already 
exploited. Furthermore, multi-criteria optimization simulations will be tested, where 
agents will evaluate different scenarios according to environmental and economical 
objectives. 

The results were encouraging, and the researchers plan to use this approach for 
testing variations of the optimization criteria: considering a fixed exploitation area 
and different bivalve densities, considering the joint exploitation of several species of 
bivalves in the same area, and considering the commercial market value of each bi-
valve species and optimizing the production ensuring the largest economic return on 
investment. 
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Abstract. Diplomacy is a 7-player game that requires coordination be-
tween players in order to achieve victory. Its huge search space makes
existing search algorithms useless. In this paper we present Darkblade, a
player designed as a Multi-Agent System that uses potential fields to cal-
culate moves and evaluate board positions. We tested our player against
other recent players. Although there are some limitations, the results are
promising.

1 Introduction

Two-player games have been the subject of intense research in order to come up
with an agent capable of beating the human champion. Checkers and Chess have
already seen the appearance of such agents. Moreover, in the game of Checkers a
partial proof of being a draw has been established [1]. Research has been focusing
on building databases of end-positions, which can be used to classify the position
as a win for one of the players or as a draw. Search algorithms and specialised
hardware have been the tools to achieve this goal. However, research in games
with more than two players where alliances between players are crucial in order
to reach the winning position has been neglected. The relation between any two
players will affect the strategy of a player [2]. If relations may shift during the
course of a game, agents must take into account backstabbing behaviour if there
is no entity to enforce agreements [3].

Work by Krauss [4], Loeb [5] and others on multi-player games used Diplomacy
and show its potential for serving as a test-bed to new theories and practical
approaches for solving such highly complex games. The game’s rules are simple
but the sheer number of possible plays for each turn is staggering. The number
of possible openings is determined to be over 4×1015 which is far superior to the
20 different opening moves in chess [5]. As for the number of possible movements
per turn it is roughly estimated to be around 3416 (see [4]). This presents a new
problem that requires a different approach, even if Diplomacy and Chess have
similar mechanics, the size of the search space makes a purely search space based
solution unfeasible due to its computational requirements.
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2 Diplomacy

2.1 Rules

The game of Diplomacy is played on a board that depicts nations and regions in
Europe in the beginning of the 20th century [6]. The map is divided in provinces
which can be inland, water and coastal. Some inland and coastal provinces have
supply centres which may be owned by a player. There are a total of 34 supply
centres and victory is achieved when a player owns 18 supply centres.

Each player controls units. These may be either armies or fleets. Only one
unit may be located in a province. Common sense dictates what province type
may hold some unit type. An exception occurs with fleets in that they do not
occupy a coastal province, but rather its coast or one of its coasts. In the case
of coastal provinces with two provinces, fleets can only travel to some coasts in
adjacent coastal provinces.

At the start of a game each player is randomly assigned a nation, which
corresponds to 3 supply centres and 3 units, with the exception of Russia that
has 4 of each. The initial supply centres are termed home supply centres. They
are the only places where a player can put new units. Figure 1 shows the map
in the beginning of a game.

Fig. 1. Map game and initial state at Spring of 1900

Normal play is divided in two types of turns called Spring and Fall. Both
have the following phases: 1) diplomatic; 2) order writing; 3) order resolution;
4) retreat and disband. Fall turns have a fifth phase: gain or lose units. A game
starts at turn Spring of year 1900.

Each player assigns to its unit one of the following orders: hold its position,
move to a reachable province, convoy a land unit, or support another unit. Only
fleets can convoy. A unit may give support to a unit to: 1) hold its position if
the supported unit is in a reachable province; 2) move to a reachable province.
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This province must be reachable by the supporting unit. Support orders are
an important aspect of this game, since if two units try to move to the same
province without any support, they will fail. If they are supported, the unit with
highest support wins.

The game focuses on negotiation, alliances, defection and treason (agreements
are not enforceable).

2.2 DAIDE Application

DAIDE (Diplomacy AI Development Environment) is a client/server application
which was developed in order to foster the development of artificial agents to play
Diplomacy. Clients are players and they send orders and diplomatic messages
to the server. The server is responsible for managing a game, processing orders,
and dispatch diplomatic messages to players. Diplomatic messages are organised
in levels, ranging from alliance proposals (level 10) to explanations (level 130).
Currently few agents use level 10 messages. DAIDE can also be used to play
no-press games, i.e., no diplomatic messages are allowed. From this point we
will use the word bot to refer to an artificial player designed to play Diplomacy
through DAIDE.

3 Previous Work

3.1 Israeli Diplomat

The Israeli Diplomat [4], by Kraus and Lehmann, was a continued effort in de-
veloping a Diplomacy agent first published in 1988 [7] with impressive results
and providing an obvious inspiration to some of the most recent agents, like
HaAI [8]. It remains one of the most complete implementations of a Diplomacy
agent with reasonable performance in both strategic analysis and negotiation
and capable of winning games with press against human competition. It uses a
dynamic multi-process layer-based architecture. Each process is responsible for a
part in a specific aspect of the game (negotiations, movements, etc). It supports
a decent protocol of communication that allows for basic alliance/peace nego-
tiations as well as more detailed order negotiations. The strategy plan includes
a one-season movement analysis that considers the gain of a set of moves and
current or future alliances or agreements with other powers. Some emphasis on
variable personality was included to prevent a deterministic form of play.

The use of personality traits that influence decisions on how the agent system
acted when facing the same problems is also mentioned but the details about
this method are not specified.

3.2 The Bordeaux Diplomat

Bordeaux Diplomat [5], by Loeb, like the Israeli Diplomat also makes use of
modules to divide the game’s complexity. It has a negotiation module and a
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strategy planning module. The negotiation module deals only with communica-
tion with other powers and the strategic core tries to find the best moves for each
power ignoring the power it represents. The strategic module uses an improved
best-first search algorithm, Refined Evolutionary Search, to find the best moves
for one season starting with a seed of movements and them mutating it until
it contains the best set of moves for each power or alliance of powers. In this
search, Nash Equilibria, when found, are not lost since each alliance (be it one
single power or a group of allied powers) has no profit in mutating its moves.
For modelling the loyalty of each ally it uses a Friendliness Matrix. This matrix
holds a minimum gain value for each power that represents the likeliness of a
certain power to back-stab another if at any given time it can achieve that gain
in the field. For builds and retreats it uses a complete search space algorithm
since the number of combinations is not overwhelming in terms of computational
effort.

3.3 LA Diplomat

Shapiro, Fuchs and Leginson’s LA Diplomat [9], works by learning new moves in
consecutive plays with itself. It uses a hierarchy of pattern-weights to represent
partial positions on the world map or specific moves. It then uses time difference
learning for the evaluation of each pattern, thus giving certain powers more value
than others. This approach has some interesting results, with the agent actually
learning some book openings by itself. However some unrealistic move patterns
end up with high value.

3.4 HaAI Bot

HaAI [8], by F. Haard and S. Johansson, is a multi-agent approach where each
unit is modelled by a sub-agent. HaAI proposes what it believes is the best
movement and the needed supports to a common pool of orders. To select the
season orders it uses an adapted Contract Net to coordinate sub-agents, where
each sub-agent is both a manager and a contractor. The supports being the
contracts that can be bid on by other agents.

The game board is modelled using a weighted world map where only supply
center provinces have values. A province’s total value, however, is derived from
its base value (in case it is a supply center) and a fraction of the value of the
adjacent provinces. This is then used by unit sub-agents to determine the best
movement considering the closest maximum profit. Unit building is handled by
a new unit sub-agent and uses an army/fleet ratio. This bot has proven rather
successful against other DAIDE projects prior to 2005.

3.5 Diplominator Bot

Diplominator [10] is a recent bot and produces interesting results. It is capable of
basic peace negotiations, partially supporting Level 10 of the DAIDE Diplomacy
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Protocol, and shows, to some extent, how negotiation, even in its basic level,
influences an agent’s results. It was tested only against DumbBot. When not
using negotiation it falls slightly behind DumbBot, but when negotiation is active
it performs slightly better.

In terms of strategic analysis, Diplominator attempts to maximise a unit
profit one at a time, thus using a monolithic system. For profit evaluation it
uses province values and value propagation to determine the most profitable
destination. To avoid deterministic factor it uses a random selection of the most
profitable provinces.

3.6 DumbBot

This is a bot developed by David Norman that belongs to DAIDE Community
bots [11]. Despite being a simple agent, as described by the author, it performs
well and some times is able to beat other more sophisticated bots as well as
un-experienced human players in no-press diplomacy. Movement is determined
by calculating weights for each province and moving the units to more valuable
provinces. It is a widely used agent for comparison and almost all bots use it in
their tests.

4 Nomenclature

Before describing our model, we must formalise the description of the map. The
map is composed of provinces that are represented by set P . The ones that are
supply centers are represented by set Pc, and the ones that are home supply
centers by set Ph, that is to say, Ph ⊂ Pc ⊂ P . These symbols are used to refer
to supply centres owned by a power. Regarding province connectivity, we define
Vp as the set of neighbouring provinces of province p that a unit of some type
can move to.

5 Agent Description

5.1 Architecture

Darkblade is a multi-agent system with agents organised in a 2-layer hierarchy.
Each owned unit is assigned an agent, named General, that is responsible for
proposing orders for its unit. These orders are submitted to the agent at the top
layer, named President, that is responsible for calculating the most profitable
order combination. The architecture is organised in three modules. The Strate-
gic module contains the President, the Generals and the data structure where
generals put their orders and the president fetches them. The Knowledge and
Belief Base module only contains data about board state, personality parame-
ters and diplomatic relations. This data is used by both types of agents. A third
module is responsible for communication with the DAIDE server.

Figure 2 shows the architecture of our agent with threads pictured as ovals
and data structures as rectangles with round corners and solid lines. Arrows
indicate information flow.
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Fig. 2. Darkblade architecture

5.2 Personality Traits

Personality traits applied to a Diplomat were first suggested by Kraus in [4]
and later [12]. The idea behind using personality traits is to implement a set of
parameters that condition the agent’s behaviour, i.e., how the agent feels and
acts about what it perceives. These parameters can be used to assess the threat
of an unit moving towards us, to decide whom to attack or ally with, etc.

The model chosen for personality traits is Norman’s Five Factor Model [13].
Norman’s model is simple and efficient. It has also been used as an Artificial
Intelligence personality model [14]. Application of Norman’s taxonomy of per-
sonality attributes to Darkblade yields the following traits:

Aggressiveness:1 The desire to conquer new territory. A personality with low
aggressiveness tends to be more defensive and conquer only when it is sure
of success and never at the expense of a possible defensive loss.

Conscientiousness: Methodical and reliable behaviour. A conscientious agent
follows a defined plan and doesn’t change its plan at the first obstacle. After
choosing a target it tends to focus on it instead of constantly changing its
goals.

Agreeableness: Capacity for cooperation with others, trusting. A disagreeable
agent tends to trust only himself and be suspicious of others.

Extroversion: Capacity to create friends and enemies faster. A high extrovert
agent quickly makes a friend of someone that has moved away from their
common front, but just as quickly will be viewed as an enemy if he gets
closer. On the other hand, an introvert agent is slower at making both friends
and enemies.

Neuroticism: Associated with uneasiness, neurotic and paranoid behavior. A
neurotic personality will try to react to the simplest sign of threat from an
opponent.

1 In the original proposal this factor is called openness.
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5.3 Strategic Evaluation

In order to tackle the problem of searching a good set of orders for a turn, two
types of values are used: province value and unit threat. Province values are
represented in two dimensions: one that distinguishes land provinces from sea
provinces, and another that distinguishes between owned provinces from not-
owned provinces. Unit threat history keeps track of unit movement. Province
values of {p} ∪ Vp influence the probability of a unit in p to move or to hold.
These probabilities add up to form the opposing strength, Sp, of a power in
province p.

This approach is similar to swarm systems that are based on the collec-
tive behaviour exhibited by social insects [15]. Not-owned provinces emanate
a pheromone that attracts an agent units, while owned provinces emanate a
pheromone that attracts units of a defensive agent. Likewise, the threat of ad-
versary units, also attracts units of an attacking agent. The propensity to either
attack or defend is a function of Darkblade personality.

Province Value. Province values, vp, are calculated using the following equa-
tion:

vpi =
∑

{pj :d(pi,pj)≤2}

bpj

ad(pi,pj)
(1)

where d(pi, pj) is a function that returns the length of the shortest path between
provinces pi and pj. Parameter a influences the maximum value of vp. Constant
bp represents the base value of a province. Since home supply centres have a
strategic value superior to normal supply center (recall that they are the ones
where the agent may build new units), their base value is the highest. We limit
propagation to provinces that are at most 2 nodes from the origin, otherwise,
province values would be homogeneous. A province base value is defined as
follows:

bp =

⎧⎪⎨
⎪⎩

2 if p ∈ Ph

1.5 if p ∈ Pc \ Ph

0 otherwise.
(2)

Province values depend on two parameters: 1) ownership; 2) unit type. Owned
provinces inside the territory should have a lower value than borderline provinces.
On the other hand, not-owned provinces should be valued higher and Darkblade
must calculate a set of orders to gain them. Recall that armies can only be
located in inland or coastal provinces, while fleets can be located in coastal
and sea provinces. Therefore some provinces have no value for some units. The
bottom line is we have four distinct vp values for each p.

Each vp corresponds to a potential field and higher potentials attract Dark-
blade units. This field decays with the distance other provinces are from province
p. Therefore, parameter a must be greater than 1. This parameter also repre-
sents the fact that units that are far away have more provinces to move to. In
the present case we used a = 4.
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Unit Threat. Unit threat in a province is also calculated through a simi-
lar equation to (1) in that the base value of a unit is propagated to adjacent
provinces. However a threat of a fleet does not propagate to inland provinces
and, likewise, the threat of an army does not propagate to sea provinces. Prop-
agation is done only to provinces a unit can move to. Since units have the same
strength, 1 is used as the base value. Unit threat represents the strength a power
has in moving towards or holding a certain province.

Hold or Move Probability. The probability of a unit u holding or moving to
province p is linearly proportional to the province value as seen in the following
equation:

Su,p =
vp − vp

vp − vp
0.5 + 0.3 (3)

where vp and vp are, respectively, the lowest and highest province value of {p}∪
Vp.

Opposing Strength in a Province. This value is calculated by adding the
probability of each unit of a power2:

Sp =
∑

u

Su,p. (4)

This sum represents the most probable attack or defensive strength of a certain
power over a certain province. Note that support to hold or to move requires the
supporting unit being able to move to, respectively, the unit’s province or the
unit’s destination. Therefore this equation allows us to consider support orders.
Units that, despite being adjacent to the province, are unable to reach it (e.g. a
fleet in a coastal province can not reach an inland province) are not considered
when determining a power’s opposing strength.

This method has some disadvantages and obviously doesn’t take into account
all information acquired by the agent’s perception. For example, threat variation
could be used to better assess the probability of a power moving its units towards
a certain province. Despite this, the function itself produced satisfactory results
guessing some moves not only by other Darkblade instances but also from other
agents.

Province Profit. Province profit is made of two values: defensive, πd, and
offensive, πo. The first represents how valuable an owned province is, and thus
how much effort should be spent in order to keep it. The second represents the
value of gaining one more province. These values are a function of unit threat,
opposing strength (see (4)), and personality parameters. Due to its complexity
we refer to [16] for more details.

2 Recall that all units have the same strategic value in the game.
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Success Rate. When a General proposes a set of orders for its unit (either to
hold or to move combined with support orders for adjacent units) it calculates
a success rate. This is based on the number of units, n, supporting its unit and
Sp: ⎧⎪⎨

⎪⎩
n

Sp
if holding

n

1 + Sp
if moving.

(5)

Recall that whenever two units are ordered to move to the same province, the
unit with the highest support wins.

Hold and Move Orders. Whenever a General submits a set of orders, it
assigns it a value that is based on defensive and offensive profit and the aggres-
siveness personality trait, O:

πd(1 − O) + πo(1 + O). (6)

In order to decrease computational requirement of finding the best combination
of orders, there is a threshold on the success rate of the submitted set of orders.
This threshold increases as the agent gains more units. The President selects the
combination of set orders that maximises the profit.

RetreatOrders. When considering where to retreat to, we consider the province
with the highest value, vp.

Build Orders. In Fall phase, when it is time to build or to remove units, we
choose the type of unit to build or to remove based on two ratios: 1) number of
army units versus number of fleets; 2) land versus sea provinces adjacent to home
supply centres. The type of unit is chosen in order to keep the two ratios equal.
This tries to model the fact that some powers are more prone to sea expansion
while others by land.

6 Experiments

6.1 Setup

We ran different experiments with Darkblade against itself and other agents
designed to work with DAIDE Server. When running the experiments a few
problems arose so most tests had to be launched one at a time to make sure
all were executed properly. Some of these problems include random disconnects,
messages getting lost or, less frequently, clients failing to establish a session with
the server, usually when more than one client started a connection at the same
time. Game duration was a factor that limited the amount of tests performed.
Some games, due to Darkblade’s nature of play, lasted past year 1950 (100 game
turns) and, on later stages of the game, the amount of units in the board resulted
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in a bot taking as long as 15 minutes to issue its orders. These issues limited the
number of tests done.

We chose two of the agents introduced in Sec. 3: Diplominator and DumbBot.
Diplominator for being one of the latest agents and using similar evaluation
processes as Darkblade. DumbBot was chosen since it is used by other agents
developed for DAIDE, such as HaAI [8] and Shaheed’s Diplomat [17], and thus
allows us to indirectly evaluate Darkblade’s performance against other agents
which were unavailable for tests. Another factor that made us choose these two
agents is the fact that neither of them supports Convoys, just like Darkblade.
Despite the use of Convoys being sporadic, for some powers it is one of the most
profitable moves in the long term. For example, England, when it establishes
itself in the north of Europe, convoying armies into the main land will allow it a
faster win than relying exclusively on conquering coastal supply centres. This is
the reason why England is one of the powers that produces most wins in Human
vs Human matches [18].

Bot fitness was measured using a point system defined as:

10 Won the game
7 Survived with 10 or more supply centres
4 Survived with more than its initial supply centres
1 Survived with the same or less than its initial supply centres
0 Was eliminated before the end of the game

For each group of bots being evaluated, a certain number of games were per-
formed assuring that each bot played with all powers at least once.

Table 1. Personality pa-
rameters of Darkblade in-
stances

DB42 DB44

Aggr 0.70 0.80
Cons 0.70 0.80
Agre 0.60 0.80
Extr 0.50 0.80
Neur 0.30 0.80

Table 2. Results from games between Darkblade and
selected bots. Average points per power for each bot.

DB42 DB44 DumbBot Diplominator

AUS 1.13 3.67 0.17 0.00
ENG 4.50 5.50 4.71 2.57
FRA 6.14 7.70 1.71 3.43
GER 2.43 3.50 0.00 0.20
ITA 3.00 3.00 1.43 0.57
RUS 5.86 3.50 3.33 3.00
TUR 4.50 4.00 1.67 3.14

Average 3.89 4.17 1.87 1.96

Table 3. Bot win ratio comparison

Agent Ratio

DB44 1.53
HaAI Berserk 1.25
DB42 1.00
HaAI Vanilla 0.93
Diplominator 0.85



DarkBlade: A Program That Plays Diplomacy 495

6.2 Results

The first set of experiments consisted in searching the set of personality param-
eters that maximised Darkblade fitness. In these experiments only Darkblade
bots where involved. After this phase, the two best Darkblade configurations
played with DumbBot and Diplominator. Bot instances were 1 DB44, 2 DB42,
2 DumbBot and 2 Diplominator. A total of 23 games were performed with this
bot setting. Selected Darkblade personality parameters are presented in Tab. 1.
Average points per game obtained and power played by each bot are shown in
Tab. 2.

From these results it is clear that Darkblade outperforms some recent bots.
As for bots that were not available, but results against DumbBot are available,
Tab. 3 shows the win ratio between these bots using DumbBot as benchmark.
A value of x means that the corresponding bot has x times more victories com-
pared to DumbBot. For instance BD42 has many victories as DumbBot, while
the number of victories BD44 has is 50% superior to the victories achieved by
DumbBot.

7 Conclusions and Future Work

We have presented a multi-agent system capable of playing the game of Diplo-
macy, through the DAIDE environment. Strategic evaluation was based not only
on province value, but also on unit threat and threat history, an innovation com-
pared to previous approaches. There are already some results using unit threat
but not with threat history which has been also used to detect who are the most
attacking or defending adversaries. Games with available bots [10] and compara-
tive results with other bots [8] showed the merits of our approach. Still, there are
some shortcomings, as convoy orders were not considered. Diplomatic relations
lack in our work. As such, future work must include all types of orders and tackle
the different diplomatic message levels that DAIDE provides. These should be
thoroughly tested instead of the few tests reported in [12].

Regarding the applicability to other games, the potential field, that we have
designed for each province, can be used in games where territory is an important
factor. As an example we have the game of Risk which is also a n-player game.
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Abstract. We provide an agent the capability to infer the relations
(assertions) entailed by the rules that describe the formal semantics of
an RDFS knowledge-base. The proposed inferencing process formulates
each semantic restriction as a rule implemented within a SPARQL query
statement. The process expands the original RDF graph into a fuller
graph that explicitly captures the rule’s described semantics. The ap-
proach is currently being explored in order to support descriptions that
follow the generic Semantic Web Rule Language. An experiment, using
the Fire-Brigade domain, a small-scale knowledge-base, is adopted to
illustrate the agent modeling method and the inferencing process.

1 Introduction

The content of the Web is growing in a way that is mainly oriented to human
consumption. The Semantic Web (SW) vision aims to overcome such human-
-oriented tendency in order to better explore the full power of the Web [2]. The
SW is taking place and one of the goals is to utilize artificial agents as full
participants and helpers in the process of querying and extracting knowledge
from the Web contents.

We explore the foundational SW description language, named “Resource Des-
cription Language” (RDF), together with one of its most recent query languages,
“SPARQL Protocol and RDF Query Language” (SPARQL), in order to build
an inferencing process to be incorporated within an agent. The goal is to de-
sign an agent capable of obtaining the implicit knowledge by reasoning over the
explicitly stored Web information.

Agent inferencing over SW descriptions gives organizations the opportunity
to use the Internet as a “huge” collective-knowledge-representation platform.
The SW tools provide greater collaboration among users, content suppliers and
enterprises [7]. Hence, organizational decision-making is now under pressure as
different views, prospects, contributions and collaborations are required in order
to improve decision-taking at the different levels of an organization. Two con-
sequences, already visible, are the arrival of Business Intelligence (BI) 2.0 and
the Mobile BI. The meaning of this is clear: “there is an extended spectrum of
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applications and technologies for storing, searching and retrieving, data, infor-
mation and knowledge”; also, management is given the means to achieve a more
interactive, collaborative and decentralized profile.

Against this background, the progress towards the SW is unequivocal and
appears in the form of the standardization of languages and in the increasing
maturity of related models, tools and technologies. The SPARQL enables to
extract the RDF explicitly stored information while the SW rules (or semantic
constraints) claim for ways of extracting the implicitly represented information.
Therefore, we propose a simple way of combining the SPARQL expressiveness
with the RDF homogeneous way of representing information (e.g., the unified
description of data and meta-data) in order to transform implicit knowledge
into explicitly stored information. The approach’s motivation is to provide users
(e.g., institutions) tools to foster the early adoption of the SW concepts and the
already available knowledge; the ideia is to “start taking advantage of SW with
the existing explicitly stored information”.

Previous work that explores similar approaches discuss the formal semantics
of SPARQL and its extensions as well as the links from SPARQL to deductive
systems [15,14]; others discuss the logical foundation of “RDF Schema” (RDFS)
[6] and the construction of complete and sound deductive systems for RDFS frag-
ments [13] and also the complexity of SPARQL [14] along with the formulation
of theoretical algebraic operators [5]. Our work takes a practical stance and as-
sumes that the currently available SPARQL specifications [1,16] do not support
RDFS entailment. Therefore, we combine the SPARQL and RDF specifications
[11] (also resorting to RDFS semantic constraints) to build an inferencing sce-
nario driven by the ongoing SW appeal.

The next section briefly presents the RDF, RDFS and SPARQL languages
(W3C recommendations), followed by the description of the proposed inference
process and the agent modeling within an illustrative domain; the last section
outlines some conclusions and future goals.

2 RDF, RDFS and SPARQL

The RDF [11] has emerged as the main data model for representing information
about the resources available in the Web. The companion specification of RDF
is the RDFS [3] which provides the basic mechanisms for describing the seman-
tic relations among Web resources. The SPARQL [1,16] is a language specially
designed to query RDF-based repositories. Thus, RDFS is the foundation block
of the Semantic Web concept and the SPARQL language is its most recent query
approach. The next sections briefly describe RDF, RDFS and SPARQL.

2.1 The RDF Model

Usually an RDF expression is simply described as “a statement about resources”
where a resource is anything that owns an Universal Resource Identifier (URI).
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Each statement is composed of three resources : i) the subject, ii) the predicate,
and iii) the object. A RDF graph, G, is a set of statements where each subject
and object are represented by nodes being connected by a predicate edge.

Formally, let the sets U , B and L represent, respectively, URI references, blank
nodes (i.e., anonymous resources) and literals. A tuple ( s, p, o ) ∈ UBL × U ×
UBL, where UBL = U ∪ B ∪ L, is called an RDF triple, where s is the subject,
p is the predicate and o is the object ; we follow current formulation approaches
that permit literals to occur as a subject component [13,4].

An RDF graph is a set of RDF triples and a subgraph is a subset of a graph.
The universe(G ) denotes the elements in UBL that occur in the triples of G and
the vocabulary(G ) = universe(G ) ∩ (U ∪ L ), i.e., the G vocabulary excludes
anonymous resources.

RDF semantics. The normative semantics for RDF graphs [9] follows classical
treatment in logic with the notions of interpretation and entailment. Intuitively,
an interpretation represents a possible configuration of the world, such that we
can verify whether, or not, what is said in a graph G is true on that world confi-
guration [12]. For example, the triple ( s, p, o ) states that the binary predicate, p,
holds for the ( s, o ) subject and object pair. An interpretation provides such an
association and any given graph will be true if none of its triples state something
false. Thus, the graph G restricts the space of possible world configurations to
those in which G is true; and such restriction represents the information provided
by the graph.

RDF interpretation. Formally, an interpretation, over a specific vocabulary V ,
is described by the tuple I = ( IR, IP , IMAP , IEXT ), where IR is a nonempty
set of resources called the domain or universe of I, the IP ⊆ IR is a set of
property names, IMAP : V → IR is the interpretation mapping, i.e., a mapping
that assigns a resource to each vocabulary element, and IEXT → 2IR×IR is a
mapping that assigns an extension to each property name [13,9].

RDF entailment. The entailment concept follows from the idea of satisfaction of
a graph under a certain interpretation. An RDF triple ( s, p, o ) is true under the
interpretation I iff s, p, o ∈ V and IMAP ( p ) ∈ IP and ( IMAP ( s ), IMAP ( o ) ) ∈
IEXT ( IMAP ( p ) ) [12,9].

Intuitively it means that a triple is true (under I) whenever its subject, pre-
dicate and object belong to the vocabulary, the predicate is interpreted as a
property name, the subject and object are both interpreted as resources whereas
the whole couple belongs to the extension of the property assigned to predicate.

A given graph G entails another G ′, G � G ′, iff every interpretation that
satisfies G also satisfies G ′. Broadly, the notion of entailment captures informa-
tion inferencing, in that if G � G ′, the information in G ′ is also, explicitly or
implicitly, present in G.
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2.2 The RDF to RDFS Extension

The RDFS incorporates semantics into the RDF vocabulary by formally descri-
bing the (sub)class and (sub)property concepts, along with the notion of domain
and range of (sub)properties. Thus, with RDFS the world is described using a
vocabulary that is semantically framed by the concepts of typing and inheritance
of classes and properties.

An RDFS interpretation is an RDF interpretation plus: i) a set IC ⊆ IR,
representing the RDFS classes, and ii) a mapping, ICEXT : IC → 2IR , that
represents the resources being related by the RDF rdf:type predefined pro-
perty. Thus, RDFS extends RDF starting from the set ICEXT (C ) = { x ∈
IR : (x, C ) ∈ IEXT ( IMAP ( rdf:type ) ) } and adding the conditions fully enu-
merated by Hayes [9]. The same conditions are also described by Chen et al.
[5] using the following simpler to read and rule-like formulation (we consider
x, y, z, a, b, p ∈ UBL, rdf and rdfs as prefixes, respectively, of RDF and RDFS
vocabulary elements):

Class:

(x, rdf:type, y )

⇒ ( y,rdf:type, rdfs:Class ) (1)

The rule ( 1 ) defines the concept of class as a resource that is specified as
the type for any other resource. For example, given that we have the triple
(Lisbon, rdf:type, P lace ) we conclude that Place is a class, i.e., we also have
the valid triple (Place, rdf:type, rdfs:Class).

Sub Class:

( x, rdf:type, rdfs:Class )

⇒ (x, rdfs:subClassOf, x ) (2)

( x, rdfs:subClassOf, y ) ∧ ( y,rdfs:subClassOf, z )

⇒ (x, rdfs:subClassOf, z ) (3)

( x, rdfs:subClassOf, y ) ∧ ( a,rdf:type, x )

⇒ (a, rdf:type, y ) (4)

The rules ( 2 ) and ( 3 ) describe, respectively, the reflexive and transitive pro-
perties of (sub)class statements. The rule ( 4 ) formulates the typing inheritance
mechanism.

Property:

(x, p, y )

⇒ ( p, rdf:type, rdfs:Property ) (5)

The rule ( 5 ) defines the notion of property as a resource that plays the role of
predicate within a triple.
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Sub Property:

(x, rdf:type, rdfs:Property )

⇒ ( x,rdfs:subPropertyOf, x ) (6)

(x, rdfs:subPropertyOf, y ) ∧ ( y,rdfs:subPropertyOf, z )

⇒ ( x,rdfs:subPropertyOf, z ) (7)

(x, rdfs:subPropertyOf, y ) ∧ ( a, x, b )

⇒ ( a, y, b ) (8)

The rules ( 6 ) and ( 7 ) describe, respectively, the notion of reflexive and tran-
sitive (sub)property statements; rule ( 8 ) formulates the property inheritance
mechanism.

Domain and Range:

( p, rdfs:domain, d ) ∧ ( x, p, y )

⇒ (x, rdf:type, d ) (9)

( p, rdfs:range, d ) ∧ ( x, p, y )

⇒ ( y, rdf:type, d ) (10)

The rules ( 9 ) and ( 10 ) define the notion, respectively, of domain and range of
a resource in terms of the underlying typing relations.

2.3 The SPARQL Query Language

The SPARQL is a language for querying graphs designed as sets of RDF triples.
A query is a specification of conjunctions and disjunctions of triple patterns
and the answer consists on the values, of the variables, that match the specified
triples’ patterns.

A SPARQL graph pattern expression, P , is defined recursively, by Perez et
al. [14], given a set, V , of variables and ULV = U ∪ L ∪ V , as: i) a tuple from
ULV × ULV × ULV is a graph pattern, ii) if P 1 and P 2 are graph patterns,
then the expressions {P 1 AND P 2 }, {P 1 OPTIONAL P 2 } and {P 1 UNION P 2 }
are graph patterns, and iii) if P is a graph pattern and R is a filter expression,
then {P FILTER R } is a graph pattern.

The SPARQL expressions are very intuitive and almost self explanatory. The
SPARQL formal semantics is described, cf. [16], by the eval(G, P ) definition,
for any RDF graph G and SPARQL query graph pattern expression P .

For our purposes the most relevant aspect is that SPAQRL is a query language
that operates as a graph pattern matching for RDF statements. Therefore, al-
though SPARQL does not provide entailment capabilities it is a very convenient
way of formulating RDF queries.
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3 The Inference Process

The SPARQL language queries the information explicitly represented within an
RDF graph. The implicit RDF triples are the ones that may be inferred from
the rules that characterize each domain interpretation, e.g., the RDFS domain
is characterized by the previously enumerated rules (cf. section 2.2).

The inference process considers the following typical representative of the rule
format:

(α ⇒ β )

where α is the rule antecedent formulated as a conjunction of several triples
where each triple component belongs to the ULV set (i.e., it is possibly a
variable), and β is the rule consequent formulated as a single triple where
each component also belongs to the ULV ; their are no free variables in β,
i.e., let vars(x ) be the set of variables in expression x, then we always have:
vars(β ) = ( vars(β ) ∩ vars(α ) ).

The inference process expands a graph G into a graph G ′ which explicitly
includes the triples that, given rule ( α ⇒ β ), only existed implicitly in G.

Operationally, the semantics of a finite rule set, RS, can be described by a
forward reasoning process. Starting with an initial graph G (knowledge-base) a
series of graphs, G( 0 ),G( 1 ), . . . is constructed, where G( 0 ) = G and G( i+1 ) is
obtained from G( i ) by adding the assertions in β whenever RS contains a rule
(α ⇒ β ) such that the assertions in α are satisfied by G( i ) (i.e., G( i ) � α)
and G( i ) does not contain β. This procedure eventually halts because the initial
graph G (knowledge-base) contains only finitely many assertions and there are
only finitely many rules; hence, there are only finitely many assertions that can
possibly be added to G.

The algorithm 1 implements the construction of G ′ such that G �( α⇒β ) G ′,
i.e., the new graph that may be inferred from G given the rule (α ⇒ β ). The first
step is to translate α into a SPARQL statement (cf. line 2); the next step applies
the SPARQL statement to the graph and the result is used to build the triple set
according to the information given by the β part of the rule; finally the graph
is expanded with the new triples. The α to SPARQL translation is a direct
mapping that may be implemented with any common-purpose programming
language, e.g. Python [17], or a transformation oriented tool, e.g. the Extensible
Stylesheet Language Transformation (XSLT) [21]. Within our implementation
the SPARQL query execution resorts to the RDFLib implementation [18] (a
Python API for the Semantic Web approaches).

The algorithm 2 illustrates the inferencing process with the computation of
the closure of RDFS rules given an RDF graph G.

As a very simple illustrative example consider:

G = { (Lisbon, rdf:type, P lace ) }
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Algorithm 1. Expand graph G with rule (α ⇒ β )
1 function expand( G, (α ⇒ β ), N )

2 SPARQL ← buildQuery(α )
3 repeat � apply (α ⇒ β ) rule
4 N ′ ← N
5 result ← getAnswer(SPARQL, G )
6 tripleSet ← buildT ripleSet(β, result )

7 for each ( s, p, o ) ∈ tripleSet do
8 if ( s, p, o ) /∈ G then � expand G
9 add( ( s, p, o ), G )

10 N ← N + 1
11 end if
12 end for

13 until N == N ′

14 return (G, N )
15 end function

Algorithm 2. Closure of graph G with RDFS rule set
1 function RDFS-Closure( G )

2 RS ← { r( 1 ), . . . , r( 10 ) } � cf. section 2.2
3 N ← 0
4 repeat
5 N ′ ← N
6 for each ( α ⇒ β ) ∈ RS do
7 (G, N ) ← EXPAND(G, ( α ⇒ β ), N )
8 end for
9 until N == N ′

10 return G
11 end function

The execution of algorithm 2 entails:

G ′ = { ( Lisbon, rdf:type, P lace ),
( Place, rdf:type, rdfs:Class ),
( rdfs:Class, rdf:type, rdfs:Class ),
( rdf:type, rdf:type, rdfs:Property ),
( rdf:Property, rdf:type, rdfs:Class )

}

The rule set (cf. RS in algorithm 2, line 2) only contains the semantic rules
that describe the RDFS language. In order to incorporate the domain-dependent
knowledge we define,

RS = RS ′ ∪ RSoD (11)
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where RS ′ contains the predefined RDFS rules (i.e., RS ′ = { r( 1 ), . . . , r( 10 ) };
r( i ) is a rule as defined in section 2.2) and the set RSoD contains the semantic
rules that a (human) designer uses to describe a specific target domain.

The RS used in algorithm 2 (line 2) represents the general scenario where
RSoD = ∅, i.e., without any specific domain being described.

We now use RSoD (cf., expression 11) to describe the semantics of a specific
domain so that agents can use such a description to support their automatic
reasoning processes.

4 The Fire-Brigade (Agent Inferencing) Target Domain

Why is the inference process an interesting topic for agents applications? Let us
pick a simplified scenario, taken from the fire-brigade domain, which is motivated
by the search-and-rescue problem (e.g. as proposed by the RoboCup Rescue [10]
simulation project). The real-world institutions related with fire-brigade domain
can clearly take advantage of SW early adoption. Those institutions rely on
diverse sources of information thus depending on (automated) mechanisms for
concepts’ interpretation, classification and integration. For example, the Por-
tuguese SNBPC (Serviço Nacional de Bombeiros e Protecção Civil – “National
Fire Service and Civil Defense”) must interpret (and integrate) the information
provided by the set of fire-brigade command centers in order to plan and coordi-
nate the huge amount of (annual) florestal fires; automated knowledge-handling
would certainly be a helper “to follow the ambition on reducing” the (typical)
Portuguese post-summer annual landscape of grievously huge burnt areas.

The fire-brigade domain contains several fire-brigade centers each being res-
ponsible for a certain physical region that holds a set of smaller places (e.g.,
house blocks within a town). There is also information regarding the distance
between the representative points of adjacent places. Each fire-brigade center
receives information regarding fires and always acts whenever a fire occurs in a
region under their responsibility.

The fires are classified according to their priority and several strategies have
been devised for scenarios with several simultaneous fires. For example, simul-
taneous fires in different buildings may be prioritized according to additional
information (apart from the fire intensity) such as each building’s neighborhood
density, the total construction area and the construction type [19] while the
decision-making process follows the hierarchical relations among agents [20].

Figure 1 shows the basic RDF constituents used to describe the fire-brigade
domain. Each arc represents a property and each oval shaped node represents a
resource, the node b represents an anonymous resource (i.e., a blank node), the
rectangle shaped node v represents a literal and the qualifier D represents the
domain namespace. The graph (cf. figure 1) is informally interpreted as follows:

– a fire-brigade (D:FBC) is responsible (D:responsible) for a region (D:Region),
– a region contains a collection of place instances (D:Place), and
– two adjacent places are linked (b) under a certain traveling cost (v),
– each fire (D:Fire) contains the collection of places where a fire occurs.
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D:responsible
D:Region1D:FBC1

D:Place2

D:Place1

rdf:type

rdf:type

b1

D:links

D:links

v
D:costs

... ......

D:Fire
rdf:type

Fig. 1. The RDF basic graph structure of the fire-brigade domain

This simplified model only describes the basic properties; additional informa-
tion includes, e.g. fire intensity and geographical data.

Before constructing the RSoD we introduce the following two ideas:

i. the D:links transitive property formulation may account for the cost value,
ii. a region is in fire whenever one, or more, of its places is in fire.

We formulate item i (above) using a “constructor” and an “updater” rule.
The “constructor” describes the cost of a newly inferred D:links property; it

is formulated, by rule ( 12 ), as follows:

“Constructor” of D:links Transitivity Property:

( Pa, D:links, b1 ) ∧ (Pb, D:links, b1 ) ∧ ( b1, D:costs, v1 ) ∧
( Pb, D:links, b2 ) ∧ (Pc, D:links, b2 ) ∧ ( b2, D:costs, v2 ) ∧
¬ (Pa, D:links, b3 ) ∧ ¬ ( Pc, D:links, b3 )

⇒ (12)

( Pa, D:links, b3 ) ∧ (Pc, D:links, b3 ) ∧
( b1, D:costs, v1 + v2 )

The “updater” computes the minimum D:costs value of a previously inferred
D:links property; it is formulated, by rule ( 13 ), as follows:

“Updater” of D:links Transitivity Property:

( Pa, D:links, b1 ) ∧ (Pb, D:links, b1 ) ∧ ( b1, D:costs, v1 ) ∧
( Pb, D:links, b2 ) ∧ (Pc, D:links, b2 ) ∧ ( b2, D:costs, v2 ) ∧
( Pa, D:links, b3 ) ∧ (Pc, D:links, b3 ) ∧ ( b3, D:costs, v3 )

⇒ (13)

( Pa, D:links, b3 ) ∧ (Pc, D:links, b3 ) ∧
( b1, D:costs, min( v1 + v2, v3 ) )

The formulation of item ii (above) follows the RDF structure (cf. figure 1) to
find an instance relation between a D:Region and a D:Fire; it is formulated, by
rule ( 14 ), as follows:
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Region in Fire

( Pa, rdf:type, D:Fire ) ∧ (Pa, rdf:type, R ) ∧
( FB, D:responsible, R )

⇒ (14)

( R, rdf:type, D:Fire )

Therefore, we define RSoD = { r( 12 ), r( 13 ), r( 14 ) } (cf., expression 11), where
r( i ) represents the ith (above) described rule).

Modeling the fire-brigade agent. The agent designer uses the RDF framework to
describe the domain resources and properties and then he defines the RSoD. The
agent executes the inference process using the r( 12 ) and r( 13 ) rules, thus ex-
panding the original G into a G ′ (inferred RDF representation) that contains the
minimum cost value between any two places; the G ′ supports the path planning
processes. Whenever the agent receives a fire report the corresponding assertion
is added to G ′ and the r( 14 ) rule enables to determine the region of the fire and
thus the fire-brigade center that has the responsibility of attacking the fire.

5 Conclusions

The Web is moving towards the semantic formalization of its contents to provide
higher forms of querying. Our work picks the most recent Web-based query
approach (SPARQL) and describes a way of exploring the homogenous RDF
representation in order to automatically extend a given Web (RDF) repository
with the new statements inferred from a given formally specified interpretation.

The approach supports the design of a reasoning agent that adopts the RDF
graph structure as its knowledge representation model. The graph querying ca-
pabilities of the SPARQL language are exploited as a means to provide, the
agent, a reasoning mechanism. Institutional agents (e.g., fire-brigade) can be de-
signed to take advantage of the collective-knowledge-representation perspective
of the Internet space and to foster the early adoption, by the institutions, of the
SW concepts and technologies.

This is a preliminary work that is currently being developed in order to exploit
the crosscutting between the agent-based system modeling and the Web-based
methodologies given the emphasis on the emerging ideas (and tools) that popu-
late the Web Semantic area.

Future goals include incorporating typical rule engine techniques, e.g., the
RETE algorithm [8] in order to optimize the rule evaluation process, and extend-
ing the approach to provide some characteristics of a truth maintenance system.
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Abstract. One way of coordinating actions is by the adoption of norms:
social conventions and lexicons are good examples of coordinating sys-
tems. This paper deals with the efficiency of the emergence of norms
(adopted from a given initial set), inside a population of artificial agents
that interact in pairs. Agents interact according to some well defined
behavior each one implements. In order to conduct our work, we used
a bench-mark agent behavior: the external majority, where agents keep
a memory of its latest interactions, adopting the most observed choice
occurring in the last m interactions, where m (memory size) is a given
parameter. We present an empirical study in which we determine the
best choices regarding the memory size that should be made in order
to guarantee an efficient uniform decision emergence. In this context, a
more efficient choice is one that leads to a smaller number of needed pair
wise interactions. We performed a series of experiments with population
sizes ranging from 50 to 5,000, memory ranging from 2 to 10, and for
five network topologies (fully connected, regular, random, scale-free and
small-world). Besides we also analyzed the impact on consensus emer-
gence efficiency of the number of available initial choices (from 2, to the
number of agents) together with different memory sizes.

1 Introduction

The achievement of global conventions in multi-agent systems was first addressed
by Shoham and Tennenholtz [8] in the beginning of the 90s but it is still the
subject of more recent research [3,4,7,12]. Conventions specify a choice common
to all agents in a population, and are a straightforward means for achieving
coordination in a multi-agent system. The issue at stake here relates to collective
choice and coordination mechanisms: a homogeneous group is in presence of
several strategies and has to select one of them. As strategies are considered
equally good, what is important is that the choice is consensual (the particular
chosen strategy is irrelevant). An example of such norm is the lane of traffic on
a given country. It is irrelevant whether right lane or left lane is chosen, as long
as everybody uses the same.

L. Seabra Lopes et al. (Eds.): EPIA 2009, LNAI 5816, pp. 508–519, 2009.
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Legislating conventions before hand (off-line), or developing a central control
mechanism for generating them can be a problematic and intractable task in dy-
namic situations [10]. This explains the interest on the design of emergent con-
ventions through a co-learning process [9]: individual agents occasionally meet
and observe each other, and they may adapt their behavior, based on local in-
formation, synchronizing their behavior with those of the group.

The guarantee of achieving a global consensus and the efficiency of conver-
gence towards it, have been natural concerns in the design of local interaction
behaviors. Shoham and Tennenholtz compared several strategy update rules, in-
cluding the Highest Cumulative Reward (HCR) and the External Majority (EM)
with full and limited memory for registering the interaction history.

In the initial research on convention emergence, there were no restrictions
on interactions; any agent could interact by chance with any other individual.
Kittock [6] introduced interaction graphs in order to specify restrictions on inter-
actions and made experiments with the HCR update rule along different inter-
action graphs. Kittock also made experiments with regular graphs that showed
that interaction topology is important in the efficiency of convention emergence
— he conjectured that efficiency depends on the diameter of the graph. Other
graph properties like clustering coefficient and average path length are also im-
portant. Delgado et al [3,4] have made experiments with HCR update rule for
fully connected, regular, scale-free and small-world graphs [2], and their results
were consistent with Kittock’s, confirming the relation between efficiency and
graph diameter. Delgado observed also that scale-free and small-world networks
were as efficient as fully connected ones, but small-world networks were slower to
converge to a unique choice. Both Kittock and Delgado used a memory size of 2
without presenting any empirical or analytical evidence for their choice. Shoham
and Tenneholtz [10] showed that EM and HCR are equivalent strategy update
rules in the case there is a repertoire of two strategies to select. That’s not the
case if there are more than 2 strategies in competition: in this case HCR is much
less efficient than EM regarding the average number of interactions necessary
for convergence. This is the reason we adopted EM for an empirical analysis on
the role of memory size.

In general, researchers on convention emergence study strategy update rules
in cases where there are only 2 options competing to be adopted, like driving
on the left or right side, or the priority rule (right or left) — we name it the
2-strategies scenario. We are going to experiment with cases where there are
more than only two strategies in the competition for consensual choice. In fact,
we will deal with the extreme case where each agent adopts initially its own
strategy: there will be N strategies for N agents — the N-strategies scenario.

In the following section we will describe the External Majority strategy up-
date rule (EM); in section 3 we present the different network topologies (fully
connected, regular, random, scale-free and small world) that we experimented
with. In section 4 we present the result of the experiments where we tested con-
vention emergence efficiency varying memory size for different population sizes.
We conclude with the presentation of some conclusions.
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2 Strategy Update Rule: External Majority

The External Majority strategy update rule (EM) was introduced by Shoham
and Tennenholtz [8] and is the following: adopt the strategy that was observed
more often in other agents in the last m interactions, and remain with your
current strategy otherwise — in case of a draw do not change. In EM, memory
is used to register the strategies observed during the last interactions. Agents
participate in a sequence of encounters where they observe their partners’ strate-
gies. An agent updates its memory after observing its partner strategy and then
decides to change to a new strategy only in case it was more frequently observed
than the current one. If, after an interaction, the current strategy stops being
the most frequent and more than one of the others have the same (highest)
frequency, the agent will adopt the most recently observed of the tied strategies.

In the context of lexical emergence, Kaplan [5] introduced a strategy update
rule called Positive Feedback with Score, which is pretty much the same as EM.
The most referred strategy update rule is the Highest Cumulative Reward update
rule (HCR), which was developed in the context of game theory by Shoham and
Tennenholtz [9].

3 Interaction Graph Topologies

An interaction graph is a general way of modeling restrictions on interactions.
Restrictions could be due to spatial barriers, communicating links, different
castes, social groups, etc. We have experimented with five network topologies:
fully connected, regular, scale-free, small-world and random. These topologies
cover a wide spectrum of values regarding three important network properties:
average path length, network diameter and clustering coefficient.

The average path length is calculated by finding the shortest path between all
pairs of nodes, adding them up, and then dividing by the total number of pairs.
This indicates, on average, the number of steps it takes to get from one member
of the network to another. The diameter of a graph is the longest shortest-path
between nodes. The clustering coefficient is a measure of “all-my-friends-know-
each-other” property. When it is high, we may say: “the friends of my friends
are my friends.” The clustering coefficient of a node is the ratio of existing links
connecting a node’s neighbors to each other to the maximum possible number
of such links. The clustering coefficient for the entire network is the average of
the clustering coefficients of all the nodes.

3.1 Regular Graphs

By definition, a graph is considered regular when every node has the same num-
ber of neighbors. We are going to use a special kind of regular graph, explored
in [6] and named Contract Net with Communication Radius K in [11]. CN,K is
the graph (regular ring lattice) on N nodes such that node i is adjacent to nodes
(i + j) mod N and (i − j) mod N for 1 ≤ j ≤ K. In a CN,K graph, every node
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has connectivity 2 ∗ K. These are highly clustered graphs but have very long
path lengths (average path length and diameter grow linearly with the number
of nodes).

3.2 Fully Connected Graphs

In this type of graph topology, named KN , there are no restrictions on the
pattern of interactions: each agent is connected to every other agent in the
society. This means that an agent can potentially interact with any other agent.
KN is a special case of a regular graph where each agent has N − 1 neighbors,
in a group of N agents.

3.3 Random Graphs

RN,K are random graphs with N nodes and average connectivity of K. Every
node, has on average, K neighbors chosen randomly. The clustering coefficient of
RN,K tends to 0 and the average path length is small and grows logarithmically
with N .

3.4 Scale-Free Graphs

This network type, SN,γ has a large number of nodes connected only to a few
nodes and a small number of well-connected nodes called hubs. The power law
distribution highly influences the network topology. It turns out that major hubs
are closely followed by smaller ones. These ones, in turn, are followed by other
nodes with an even smaller degree, and so on. As the network changes in size, the
ratio of hubs to the number of nodes in the rest of network remains constant —
this is why it is named scale-free. The connectivity of a scale-free network follows
a power law P (k) ∼ k−γ . Such networks can be found in a surprisingly large
range of real world situations, ranging from the connections between websites to
the collaborations between actors.

To generate the scale-free graphs we have used the Albert and Barabsi ex-
tended model [1], since Delgado argues that it allows some control over the
exponent (γ) of the graph [3]. The inspiration of this algorithm is that of “pref-
erential attachment”, meaning that the most “popular” nodes get most of the
links. The construction algorithm relies on four parameters: m0 (initial number
of nodes), m (number of links added and/or rewired at every step), p (probabil-
ity of adding links), and q (probability of edge rewiring). The algorithm starts
with m0 isolated nodes and at each step performs one of these three actions until
the desired number N of nodes is obtained:

1. With probability p, add m (≤ m0) new links. Pick two nodes randomly. The
starting point of the link is chosen uniformly and the end point of the link
is chosen according to the probability distribution:

Πi =
(ki + 1)∑
j(kj + 1)
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where Πi is the probability of selecting the ith node and ki is the number of
edges of node i. This process is repeated m times.

2. With probability q, m edges are rewired. That is, repeat m times: choose
uniformly at random one node i and one link lij . Delete this link and choose
a different node k with probability {Πl}l=1,...,N and add the new link lik.

3. With probability 1−p−q add a new node with m links. These new links will
connect the new node to m other nodes chosen according to {Πl}l=1,...,N .
Using this algorithm, the parameter γ is a function of m and p:

γ =
(2m(1 − p) + 1)

m + 1

3.5 Small-World Graphs

The Small World graphs are highly clustered graphs (like regular graphs) with
small average path lengths (like random graphs, described above). To generate
small world graphs we use the Watts-Strogatz model [13,14]. It depends on two
parameters, connectivity (K) and randomness (P ), given the size of the graph (N).

This model starts with a CN,K graph and then every link is rewired at random
with probability P , that is, for every link lij we decide whether we change the
“destination” node with probability P ; if this is the case, we choose a new node k
uniformly at random (no self-links allowed) and add the link lik while erasing link
lij . In fact, for P = 0 we have WN = CN,K and for P = 1 we have a completely
random graph (but not scale-free). For intermediate values of P there is the
“small-world” region, where the graph is highly clustered (which means it is not
random) but with a small characteristic path length (a property shared with
random graphs).

Albert-Barabsi model graphs do not have the small-world property and recip-
rocally the Watts-Strogatz model does not generate scale-free graphs (it gener-
ates an exponential connectivity distribution, not a power law).

4 Comparing the Best Memory Size for Different
Scenarios

We are going to consider two scenarios: the case where there are only two strate-
gies to choose from, and a second scenario where there are N different strategies
for N agents. We could, of course, study cases where there are 3, 4, . . . strategies
to choose from but in order to be pragmatic we analyze only these two scenarios
as they represent extreme situations. When agents have only two choices (2-
strategies scenario), the system starts with half of the agents adopting randomly
one of the strategies (50% possibilities for each). In the N-strategy scenario each
agent starts with its own unique strategy.

Note that all agents start with empty memories. According to the external
majority rule, this implies that each agent will adopt the strategy of its first
meeting partner, since after the first meeting that strategy will be the only one
memorized (thus the one in majority).
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In each step, every agent, in an asynchronous way, is selected and chosen
for asymmetric strategy updating. The order of selected agents is completely
random and changes in each iteration (although we think that the order of agents
for strategy update is not an issue, because strategies are randomly adopted
initially).

We use in this paper the same measure of performance as in [6][3]: the average
number of interactions to a fixed convergence, where convergence means the
fraction of agents using the majority strategy. For each experiment (a different
parameter setting) we made a sequence of 500 runs and calculated the average
performance (measured by the number of encounters until 90% convergence).

In all of the described experiments we will vary memory size from 2 to 10.
We discard the m = 1 case since we know from the work of Kaplan [5] that with
pure imitators nothing directs the group towards convergence, as every option
can increase its influence with equal probability. During an interaction where
agents have memory size equal to 1 (only the strategy of the current partner
is registered), agents are pure imitators: they adopt immediately the strategies
of their partners. In general, convergence is assured after an important series of
oscillations in a time quadratic with the number of agents [5].

We present in the subsequent sections the results obtained for different net-
work topologies.

4.1 Fully Connected Networks

Others authors [6][3][8] have made experiments regarding the role of memory
forgetting in consensus efficiency in fully connected network, in the 2-strategies
scenario. They concluded that it is more effective to partially forget than to
memorize the full history of meetings. They concluded that the best memory
size should be 2 or 3. Nevertheless we decided to repeat these experiments and
extend them to the n-strategies scenario (for which there are no previous results).

In the experiments we made, we varied the number of agents (N) from 100
to 5000, and tested for both scenarios. In table 1 we show the results for the
2-strategies scenario and in table 2 for the N-strategies one. In both cases we
present the average number of meetings needed to achieve a 90% consensus.
The best values for each column are emphasized in these tables. Due to space
limitations, we only show the values for some of the population sizes.

Regarding the 2-strategies scenario we confirmed the above mentioned results,
being M = 3 clearly the best case. The cases of M = 2 and M = 5 always present
values close to the best. It is interesting to note that for consecutive values of
M , the value for the odd M is always better than the value for the even one.

For the N-strategies scenario the pattern of results is different. We observe
that for population sizes between 100 and 1000 the best case is always M = 4
(except for N=100), but for higher values, like N=5000, the performance for
M = 4 degrades and M = 8 becomes the best option. We can also observe
that for smaller values of M , performance gets worse with the increase of the
population size (this is clear in the table for M = 2 and M = 3).
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Table 1. Average number of meetings for different setups (number of agents and
memory sizes) with fully connected networks for the 2 − strategies scenario

M / N 100 500 1000 5000

2 901 6.275 13.639 82.812
3 860 5.942 12.812 77.620
4 1.008 6.691 14.789 90.521
5 940 6.161 13.949 82.894
6 1.050 7.341 15.692 95.132
7 999 6.763 14.752 84.837
8 1.107 7.652 17.019 103.547
9 1.045 7.097 15.821 96.030
10 1.138 7.972 16.271 108.970

Table 2. Average number of meetings for different setups (number of agents and
memory sizes) with fully connected networks for the N − strategies scenario

M / N 100 500 1000 5000

2 2.120 19.540 50.998 510.128
3 1.715 12.098 27.356 319.507
4 1.691 11.565 25.681 276.244
5 1.684 11.737 25.897 257.609
6 1.725 12.055 26.798 251.692
7 1.744 12.360 27.258 245.744
8 1.792 12.957 28.820 242.724
9 1.811 13.139 29.274 243.619
10 1.842 13.510 30.218 245.733

These results seem to indicate that the role of memory size on convergence
efficiency depends both on the population size and on the number of initial
strategies.

One possible explanation for these results is that when the memory size is
very small, during the preliminary stages of the simulation agents behave like
pure imitators, as if they have memory size equal to 1. With a greater number
of strategies and a small memory it will be less likely that an agent meets two
agents with the same strategy (in a sequence of encounters that can be preserved
in memory). As soon as the agent looses track of the event that lead to its current
strategy, it will be ready to imitate the next agent he meets. This is more critical
with smaller memory sizes and greater populations (number of different initial
strategies).

This is not a problem in the 2-strategies scenario, even for smaller memory
sizes and greater populations, since it is easy to have two registered encounters
with the same strategy.

We are still working in experiments with more than 5000 agents, in order to
clearly confirm these results.

Considering the explanation of results, in the n-strategy scenario, when the
memory is very short, agent behaviour resembles more an imitation behaviour
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(memory=1). As memory increases, agents will only change when they in fact
observe a majority of other strategies. Note that, in this scenario, the probability
of interacting with two agents with the same strategy is very low. This does not
happen in the 2-strategy scenario.

4.2 Random Networks

We made two kinds of experiments with random networks. Firstly, we analyzed
the variation of results with an initial fixed communication radius K (= 10).
Secondly, we analyzed, for a fixed size population, the influence of different
connectivity values (a random network RN,K has average connectivity 2 ∗ K).

Using a fixed K. In tables 3 and 4 we can see the average number of meetings
in random networks RN,10, varying the number of agents and memory sizes. For
the 2-strategies scenario, M=3 is again the winner, being M=2 and M=5 also
close to the best, like it happened in the fully-connected case.

Table 3. Average number of meetings for different setups (number of agents and
memory sizes) with random networks (RN,10) for the 2 − strategies scenario

M / N 100 300 500 800 1000

2 988 3.953 6.932 12.058 15.117
3 936 3.494 6.544 11.151 14.550
4 1.130 4.157 7.768 13.464 17.757
5 1.012 3.868 6.974 12.172 15.775
6 1.223 4.709 8.782 15.116 19.006
7 1.137 4.399 7.741 13.948 17.365
8 1.267 5.218 9.351 16.341 20.805
9 1.166 4.764 9.092 15.021 19.578
10 1.339 5.311 10.033 16.031 22.702

Table 4. Average number of meetings for different setups (number of agents and
memory sizes) with random networks (RN,10) for the N − strategies scenario

M / N 100 300 500 800 1000

2 2.213 10.061 20.119 39.467 53.120
3 1.851 7.340 13.517 23.633 30.904
4 1.922 7.325 13.555 23.574 30.718
5 1.967 7.755 14.333 24.982 32.194
6 2.032 8.378 15.478 27.478 35.156
7 2.101 8.808 16.438 29.792 37.955
8 2.238 9.330 17.413 32.033 41.856
9 2.290 9.695 18.454 34.294 44.046
10 2.384 9.807 19.653 35.249 46.740



516 P. Urbano et al.

In the N-strategies scenario, M=2 is clearly a bad option, and there is a shift
to M=4, in some of the cases, being M=3 always close to M=4, what did not
happened in the fully-connected case.

Evaluating the impact of connectivity. The results are depicted in tables 5
and 6. Again, M=3 provided the best performance in the 2-strategies scenario.
In the N − strategies scenario we observe again an increase of the best memory
size with the increase on connectivity converging to the fully-connected case.

Table 5. Average number of meetings for different setups (connectivity values and
memory sizes) with random networks (R100,K) for the 2 − strategies scenario

M / %Con. 10 30 50 70 90

2 1.158 983 899 890 913
3 1.071 899 864 860 865
4 1.342 1.048 1.007 979 996
5 1.250 991 921 919 906
6 1.538 1.142 1.115 1.069 1.090
7 1.370 1.089 1.014 997 1.005
8 1.651 1.192 1.204 1.083 1.106
9 1.554 1.152 1.084 1.073 1.055
10 1.929 1.263 1.194 1.147 1.136

Table 6. Average number of meetings for different setups (connectivity values and
memory sizes) with random networks (R100,K) for the N − strategies scenario

M / %Con. 10 30 50 70 90

2 2.516 2.208 2.156 2.163 2.189
3 2.165 1.771 1.735 1.728 1.675
4 2.290 1.760 1.690 1.678 1.663
5 2.416 1.806 1.695 1.677 1.648
6 2.640 1.873 1.847 1.752 1.689
7 2.744 1.893 1.846 1.783 1.708
8 2.959 2.016 1.907 1.833 1.771
9 3.055 2.025 1.912 1.866 1.843
10 3.269 2.132 1.967 1.907 1.853

Nevertheless, higher memories perform much better than in the regular case
for lower values of connectivity.

4.3 Regular Networks

We made a set of experiments similar to the ones described in the previous
section for random networks. Firstly, we analyzed the variation of results with
a fixed communication radius K (= 40). Secondly, we analyzed, for a fixed size
population, the influence of different connectivity values (a regular network CN,K

has connectivity 2 ∗ K).
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Using a fixed K. In table 7 we can compare the average number of meetings
in regular networks CN,40, varying the number of agents and memory sizes. For
the 2-strategies scenario, M=3 is again the best alternative. For the N-strategies
scenario, the results are more irregular (see the end of this section for more
detailed comments).

Table 7. Average number of meetings for different setups (number of agents and mem-
ory sizes) with regular networks (CN,40) for the 2 − strategies (left) and N-strategies
(right) scenarios

2-strat n-strat

M / N 100 300 500 100 300 500

2 909 22.738 198.296 2.160 27.454 554.003

3 872 12.617 175.724 1.720 31.677 466.432

4 1.021 56.525 242.244 1.725 140.339 1.640.021
5 936 53.919 227.323 1.645 123.611 1.418.211

6 1.082 82.108 240.133 1.738 302.986 3.025.607

7 982 85.750 270.996 1.736 251.393 2.587.562

8 1.102 91.744 225.578 1.785 492.313 4.682.981

9 1.092 76.718 266.662 1.813 391.296 4.270.896
10 1.186 93.237 209.686 1.909 656.384 6.262.580

Studying the impact of connectivity. In these experiments we used a fixed
size population of 100 agents and varied the connectivity in terms of a percentage
of the population size. A connectivity value of 10% (10% Con.) means that each
agent has 10 neighbors (K = 5).

For the 2 − strategies scenario (table 8), regardless of the percentage value,
the best results are always obtained with M = 3. Besides, as the connectivity
increases the performance of higher values for M have a better improvement
ratio. Compare, for instance, the relative performances of M=10 with M=3, for
connectivity values of 10% and 90%.

Table 8. Average number of meetings for different setups (connectivity values and
memory sizes) with regular networks (C100,K) for the 2 − strategies scenario

M / %Con. 10 30 50 70 90

2 38.471 2.917 1.037 927 893
3 26.159 2.450 981 836 877
4 73.456 6.386 1.241 1.016 1.005
5 63.678 5.589 1.070 936 939
6 132.453 13.341 1.387 1.084 1.081
7 100.787 11.429 1.265 1.016 991
8 176.152 16.005 1.795 1.155 1.110
9 159.629 19.328 1.551 1.043 1.066
10 218.900 24.208 2.048 1.153 1.126

In the N-strategies scenario (table 9), M=3 is not the obvious choice anymore.
The values observed converge to the fully-connected case (that corresponds to
100%, as illustrated in table 2), where M=5 was the best result. Note also, that
the best memory value increases with the increase of the connectivity.
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Table 9. Average number of meetings for different setups (connectivity values and
memory sizes) with regular networks (C100,K) for the N − strategies scenario

M / %Con. 10 30 50 70 90

2 67.881 4.999 2.208 2.170 2.157
3 55.886 5.056 1.891 1.735 1.720
4 104.299 15.644 2.069 1.730 1.656
5 100.687 13.171 2.095 1.720 1.656
6 129.208 25.016 2.632 1.794 1.722
7 124.743 25.434 2.579 1.832 1.760
8 139.873 46.847 3.122 1.856 1.816
9 145.540 39.463 3.443 1.907 1.824
10 153.484 58.325 4.042 1.933 1.870

For the 2-strategies scenario M=3 is always the memory size that performs
better. As we increase the number os initial strategies both population size and
connectivity play an important role in the choice of the memory size that leads
to more efficient convergence.

As with fully-connected networks the best memory size increases with pop-
ulation size but that increment is very sensible to connectivity, i.e., in a less
connected network M=3 is still a good option. Note that a connectivity of 80
represents 80% of a population of 100, but only 16% of a population of 500.

4.4 Small-World and Scale-Free Networks

We also performed some experiments with small-world and scale-free network
topologies, but as we didn’t explore alternate network parameters, we only have
preliminary results for population sizes between 100 and 400. Nevertheless we
could observe again for the 2-strategies scenario that, for both network topologies
(SN,2.15 and WN , with p = 0.1), M=3 shows the best results.

For the N-strategies scenario, with a small-world topology M=2 seems to be
the best memory size, while in the scale-free case, M=3 is again the winner.

Another clear difference between these two types of networks is that for the
small-world ones, efficiency is greatly affected by the increase in memory size,
presenting a clear degradation.

5 Conclusions

We have studied the efficiency of the convention emergence in multi-agent sys-
tems, in particular through the empirical study on the role that memory size
plays in the performance of the well known external majority rule for strategy
update. We have tested different memory sizes along different population sizes
where social relationships are represented by different types of graphs, namely
fully-connected, regular, random, and complex networks (small-world and scale-
free). We have considered two extreme scenarios: one where there are only two
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initial strategies that can be adopted and the other where there is one different
possible strategy per agent (N agents = N initial strategies).

The results of our experiments showed that in the 2-strategies scenario, a
memory size of 3 is consistently the best option for all type of networks and
population sizes. This is not the case for the N-strategies scenario, where the
number of initial strategies, the network topology, and its average connectivity,
together with the population size, are critical factors to guide the choice of the
best memory size. This results can be very useful in situations where external
majority behavior can be adopted for agent coordination, since we concluded
that memory size is determinant for the efficiency of the process. In the near
future we will progress this research in two main directions. Firstly, by increasing
the population size to higher values (tens and hundreds of thousands of agents).
Secondly, by experimenting further with the complex network topologies.
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Abstract. Computational Trust and Reputation (CTR) systems are platforms 
capable of collecting trust information about candidate partners and of comput-
ing confidence scores for each one of these partners. These systems start to be 
viewed as vital elements in environments of electronic institutions, as they sup-
port fundamental decision making processes, such as the selection of business 
partners and the automatic and adaptive creation of contractual terms and asso-
ciated enforcement methodologies. In this article, we propose a model for the 
aggregation of trust evidences that computes confidence scores taking into  
account dynamic properties of trust. We compare our model with a traditional 
statistical model that uses weighted means to compute trust, and show experi-
mental results that show that in certain scenarios the consideration of the trust 
dynamics allows for a better estimation of confidence scores. 

1   Introduction 

Computational Trust and Reputation (CTR) systems are systems capable of collecting 
trust information about candidate partners and of computing confidence scores for 
each one of these partners. In this document, we envision trust as the confidence that 
the trustier agent has on the capabilities and the willingness of a candidate partner 
(trustee) in fulfilling its assigned tasks, in conformance to a given associated Service 
Level Agreement (SLA). CTR systems can be centralized, as adequate to electronic 
institutions and virtual organizations (VO), or decentralized, as adequate to extremely 
open environments where agents can enter and leave the society at any time.  

Although practical examples of CTR systems do already exist (e.g. in e-commerce 
sites of eBay.com, Amazon.com, and Epinions.com1), there are still many open ques-
tions in this research area. In fact, current work on trust and reputation has diversified 
in multiple subfields. In the theoretical domain, there is important work on trust and 
reputation as elements of social intelligence. Conte (2002) addresses the theoretical 
issues related to reputation and image in artificial societies and social simulation [1], 
and this cognitive model of reputation was recently extended in order to more thor-
oughly address the transmission of reputation [2]. In a more practical sense, a great 
deal of research effort is being put in the representation and aggregation of social 
                                                           
1
 http://ebay.com; http://www.amazon.com; http://www.epinions.com 
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evaluations into trust and/or reputation scores, which would serve as input to partner 
selection in electronic business scenarios. These models range from arithmetic means 
and weighted means ([3] [4] [5]), to Beta ([6]) and Dirichlet distributions ([7]), 
Bayesian approaches ([8] [9]), and trust learning approaches ([10] [11] [12]). Some of 
these models are implemented using cognitive based beliefs, desires and intentions 
(BDI) architectures ([5] [13]). A new trend of investigation in this area is the explora-
tion of the business context to improve the decision making, raising significantly the 
number and type of information that the evaluator has in order to compute trust. How-
ever, few proposals have been made in this specific area ([14]).  

Another area of little research work is the consideration of the dynamics of trust in 
the computation of confidence scores. Our hypothesis is that the use of an aggregation 
engine that encompasses the past experiences of the trustee agent and that accounts 
for fundamental dynamics of trust could allow for a better estimation of the trustee 
trustworthiness than probabilistic and statistical approaches that exist in the literature. 
Due to the relevance of this issue on our work, we dedicate the next section to the 
presentation of relevant dynamics of trust. 

The remaining of this paper is structured as follows. In section 2, we present Si-
nAlpha, a non-statistical aggregation engine that uses an S-shape curve to compute 
trust scores, taking into account three properties of trust dynamics: the asymmetry, the 
distinguishability of past evidences and the consideration of distinct maturity phases 
on the behaviour of target agents. Section 3 presents the experimental phase of our 
work. It introduces STexVM, a simulated virtual textile marketplace that we have 
developed in agent technology in order to evaluate the SinAlpha model and to com-
pare it with other strategies. Then it proceeds with the presentation of the results of 
our experiments and with the analysis of these results. Section 4 presents the conclud-
ing remarks and future work. 

1.1   The Dynamics of Trust 

The evolution of trust over time was baptized by Elofson in 1997 [15] as the dynamics 
of trust, and was addressed one year later by Castelfranchi and Falcone [16]. An in-
teresting formalization of the dynamics of trust is presented by Jonker and Treur in 
1999 [17], who defend the need for a continuous verification and validation in the 
trust building process, and define six different types of trust dynamics: 

 

− Blindly positive: the agent is unconditionally trusted or after a certain number or 
sequence of positive trust experiences (i.e. evaluated events) the agent reaches the 
state of unconditional trust and stays there for good; 

− Blindly negative: the agent is unconditionally distrusted or after a certain number 
or sequence of negative trust experiences the agent reaches the state of uncondi-
tional distrust and stays there for good; 

− Slow positive, fast negative: it takes a lot of trust-positive experiences to gain trust 
and it takes only a few trust-negative experiences to lose trust; 

− Balanced slow: trust moves in slow dynamics in both positive and negative sense; 
− Balanced fast: trust moves in fast dynamics in both positive and negative sense; 
− Slow negative, fast positive: it takes a lot of trust-negative experiences to lose trust 

and it takes only a few trust-positive experiences to gain trust. 



522 J. Urbano, A.P. Rocha, and E. Oliveira 

The authors also suggest that the dynamics of trust can be formalized through trust 
evolution functions (mathematical functions that relate sequences of experiences to 
trust representation) or through trust update functions (mathematical functions that 
relate a current trust representation and a current experience to the next trust represen-
tation). They formally define both functions and provide a set of interesting properties 
that can be associated to each one of the functions. Although this work is based on 
simple assumptions such as past direct experiences and binary evaluated events, it 
provides important considerations that shall be taken into account when designing an 
aggregation engine. Also, the slow positive, fast negative type of trust dynamics re-
sponds to the common sense idea that trust shall grow slower and decline faster, as 
interestingly put in the famous words of the English poet Alexander Pope: ‘At every 
word a reputation dies’. At this respect, Marsh [18] also strongly suggested to penal-
ize deceit behaviour stronger than to award the cooperative ones, as in the real world 
it is easier to loose, than to gain trust. 

Melaye and Demazeau (2005) [19] further explore the dynamics of trust, proposing 
a Bayesian trust formalism based on Castelfranchi and Falcone’s cognitive model. 
They use a Kalman filter to address two dimensions of the trust dynamics: the asym-
metric increase/decrease of trust and the inherent speed of switching from trust to 
distrust and vice versa, which they name inertia; and the erosion of trust that happens 
due to the absence of new observations. In their model, the outcome of an execution is 
statistically dependent of previous executions, supporting, therefore, the mentioned 
trust dynamics. The introduction of the erosion dimension is of particular interest, as 
current trust and reputation systems tend to omit this characteristic, particularly those 
whose aggregation engine is based on statistical operations. However, the proposed 
Bayesian presents some drawbacks. In one hand, the model seems not to be scalable 
in the case of several beliefs and several source beliefs, and the authors assume statis-
tical independence between each one of the belief and source beliefs’ levels. Also, as 
the authors indicate, the inertia of trust and distrust is fixed a priori by a specialist, 
requiring one instance of the model per context. Finally, the proposed model seems to 
be too sensitive in relation to single occurrences of deceptive behaviour. In fact, in 
one experiment described in [19], a single negative observation that happens after a 
high number of previously observed positive experiences makes the trust level to 
decrease sharply, after which it takes a long sequence of positive observations to 
getting back to the previously trust value. In our opinion, this strong penalization does 
not reflect the real world response to one exceptional bad result of a previously trust-
able partner. 

2   The SinAlpha Aggregation Engine 

As already mentioned, we are interested in designing and implementing mechanisms 
that allow for an expressive representation of the dynamics of trust, when aggregating 
trust evidences. Particularly, we are interested in the asymmetry property, that stipu-
lates that trust is hard to gain and easy to lose; in the maturity phase of targets prop-
erty, where the slope of growth can be different in different stages of the partner 
trustworthiness; and in the distinguishability property of past behaviour. The sigmoid 
curve represented in Figure 1 presents interesting characteristics that seem to fit the 
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desideratum well. For simplicity, we assume that the available information about a 
candidate partner is given by a central trust authority (e.g. a CTR service that serves 
the VO), and that it takes the form of binary values, either representing past success-
ful (1) or violated (0) contracts by the partner.2 
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Fig. 1. Two S-shape curves, one exponential (Sigmoid) and one trigonometric (SinAlpha) 

The constructing of trust for this partner using the sigmoid curve implies a slow 
growth upon positive results when the partner is not yet trustable, it accelerates when 
it is acquiring confidence, and finally slows down when the partner is considered 
trustable (i.e., in the top right third of the curve). The decrease movement upon nega-
tive results follows the same logic. However, we intuitively feel by graphically ana-
lysing the curve that it permits a probably too soft penalisation of partners that proved 
to be trustable but that failed the last n contracts. Therefore, we lightly soften the 
slope of the sigmoid shape at the top and bottom thirds of the curve, by using instead 
the trigonometric formula presented in (1) and depicted in Figure 1, with the name of 
SinAlpha. 

y(α) = δ.sin α + δ,    α0 = 3π/2 , 

α = α + λ.ω . 
(1) 

In the formula above, δ is a constant value of 0.5, and α ranges from 3π/2 to 5π/2, 
allowing for aggregated trust scores within the range [0, 1]. The incremental step of α 
is also shown in (1); ω represents the pace of trust growth (we assume the value of π/2 
in our experiments), and λ is the parameter of the incremental step that allows to 
differentiate between positive and negative results (in our experiments, λ equals +1 
for each positive result to be aggregated, and -1.5 for each violated contract). This 
way, in each one of the three stages of trust construction, trust grows slower and de-
creases faster. At this point, we must remind our interest in studying how a curve like 
the one we propose, which, in a certain way, ‘encompasses’ the historical behaviour 
                                                           
2
 We use these two assumptions in our experiments, although our proposed aggregation engine 
might be extended in the future to more complex and diversified representation of trust infor-
mation. In the same way, the aggregation engine might be used in decentralized systems, to 
aggregate information from distinct sources of information (e.g. reputation and image). 
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of the partner under evaluation, is able to catch the dynamics of trust in the presence 
of certain partners’ patterns of behaviour. We are also willing to know how this model 
can be compared with the common statistical approach that aggregates trust informa-
tion using weighted means.  

3   Experiments 

3.1   The STexVM System 

In order to run our experiments, we developed the STexVM system. This is a simu-
lated virtual marketplace for trading textile goods that aims to ensure reliable transac-
tions, in a sense that it is able to detect business partners that in some moment start 
behaving in a defective way. The simulated environment is based on existent online 
virtual marketplaces where buyers and sellers in the textile and fashion industry can 
post buying and selling leads (e.g. the Fibre2Fashion marketplace3). It follows the 
multi-agent paradigm, and is implemented over Jade platform, using the standard 
behaviours of Jade and FIPA performatives and interaction protocols4. The key agents 
in this environment have the roles either of buyers or suppliers (Figure 2).  

At each round, a buyer issues a call for proposal (cfp) stipulating a specific good 
and associated quantity that needs to be provided, and each candidate partner re-
sponds indicating the quantity it is able to provide in the present business opportunity, 
or refusing the offer. A contract-net like negotiation occurs, and the buyer selects a 
number n > 0 of partners that optimizes the expected utility E(u), using equation (2). 

E(u) = arg maxi for each i Σj utilj * trustj . (2) 

In the equation above, i stands for the possible combinations of suppliers’ proposals 
that fit the quantity specified in the current cfp, not exceeding it; j represents the sup-
pliers considered in each of these combinations, and trustj is the confidence score 
computed for supplier j at selection time. Finally, utilj is the quantity proposed by 
each supplier j in the round, normalized by the quantity specified in the cfp, i.e., 
quantj/Quant. In our system, a buyer can accept less quantity than the maximum 
quantity (Quant) defined in the cfp, but it cannot exceed Quant. Also, a buyer cannot 
accept partial quantities of the received bids. 

Each supplier that enters the simulated virtual marketplace sells two different types 
of fabric (e.g. cotton and chiffon). These and their associated quantities (e.g. 180,000 
meters) are randomly assigned at creation time. Buyers are characterized by the good 
and quantity they need to purchase, also randomly picked up at creation time. The 
remaining agents of the STexVM system are the Agent Simulation Manager, who 
manages the configuration parameters related with buyers and suppliers; the Agent 
DF, which registers competences of buyers and suppliers; and the Agent CTR, which 
gathers information about the performance of suppliers and computes their confidence 
scores on-demand, when requested by the buyers. Figure 2 illustrates the relation 
between these agents. 

                                                           
3 http://fibre2fashion.com/ 
4 Jade: http://jade.tilab.com/; FIPA: http://www.fipa.org/ 
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send cfp 

send config 

propose/ 
refuse cfp 

register 

accept/ 
reject bid register 

send classificationretrieve trust 

send config 

 

Fig. 2. Interactions between agents in the STexVM system 

3.2   Approaches in Evaluation 

In the following experiments, a buyer agent can be assigned one of four different 
approaches for selecting partners. The SINALPHA approach uses equation (1) to 
estimate a truth score for each candidate partner and weights the resulting score with a 
recency factor. The ASYM+ approach is a similar, former model that we proposed in 
[20] that also accounts for the dynamics of trust. The WMEAN approach uses an 
aggregation engine that computes the mean of the last 10 results weighted by the 
recency of these results (cf. Huynh, 2006 [21]). As mentioned earlier, there are sev-
eral CTR models that use weighted means to aggregate social evaluations, therefore 
the WMEAN approach will allow us to compare SINALPHA with one model that is 
disseminated in the trust and reputation community. Finally, the QUANT model se-
lects partners by the quantity they are able to provide, and does not take into consid-
eration the trust values of the suppliers. 

For all the models, in the first rounds of each experiment the buyers start to explore 
the space of available candidate partners, by randomly selecting the partners, and after 
some rounds they progressively increase the exploitation by selecting partners based 
on the selected model. In the current experiments (Table 2) the exploration phase ends 
up at round 39 (of 60), for all buyers, meaning that their selection decision relies ex-
clusively on the adopted model after round 40.5 

3.3   Experimental Methodology 

In order to evaluate the approaches described above, we consider that the candidate 
partners have different behaviours and are divided accordingly into categories “SA”, 
“SB”, and “SC”. The behaviour of a supplier is related to the results of the contracts it 
makes, during its lifecycle, with buyer agents. A behaviour is assigned to each supplier 
at its creation time, following a uniform distribution over the three possible categories. 
We consider that the capacity of each type of suppliers in fulfilling the contract  
is modelled by a Markovian process with two states (1 and 0, standing for contract 

                                                           
5 In future versions of STexVM, we will allow for the system to keep results between experi-

ments, avoiding the need to bootstrap the system every time an experiment is run. 
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fulfilment and contract violation, respectively) and transition probabilities P11 (Fulfil-
ment-to-Fulfilment) and P01 (Violation-to-Fulfilment). In these experiments, we con-
sider two distinct populations, A and B, as defined at Table 1.  

Table 1. Transition probabilities. Initial probabilities P0 = P1 = 0.50 for both populations 

 Type “SA” Type “SB” Type “SC” 
 P11 P01 P11 P01 P11 P01 

Pop A 0.90 1.00 0.80 0.75 0.50 0.50 
Pop B 0.90 0.20 0.90 0.20 0.80 0.60 

 
As can be seen from the table above, in population A, suppliers of type SA have 

high probability of success and never fail two contracts in a row (once P00 is zero). 
Types SB and SC correspond to progressively worse behaviours. With this population, 
we want to evaluate the capacity of each strategy in choosing the best partners, i.e., 
partners of type SA. Population B, on the other hand, presents a bursty-like pattern of 
behaviour, where candidate partners of types SA and SB generally fulfil several con-
tracts in a row, but when they fail a contract they generally enter in a long burst of 
violated contracts. Type SC presents smaller bursts of both positive and negative be-
haviour. With this population, we pretend to evaluate the performance of each strat-
egy in avoiding long sequences of negative results and in abandoning a good provider 
when it starts to behave in a deceptive way. 

In every experiment, we instantiated 16 suppliers and 8 buyers: two of type SI-
NALPHA, two of type ASYM+, two of type WMEAN and the remaining two of type 
QUANT. Every buyer was allowed to run 60 rounds, corresponding to the launching 
of 60 different cfps. Every experience was run 12 times. Finally, the utility gained by 
each buyer at each negotiation round was recorded, and at the end of the experiments 
the average utility of a buyer and the corresponding standard deviation were evaluated 
for each one of the considered approaches. The average utility captures the capacity 
of the buyer in selecting good partners, and, this way, allows for the evaluation of the 
performance of each one of the three approaches. Table 2 presents compact data about 
the experiments. 

Table 2. Values and parameters used in the experiments 

Fabrics and Quantity Chiffon, Cotton; 180000 
# buyers 2 SINALPHA, 2 ASYM+, 2 WMEAN, 2 QUANT 

# of sellers 16 
Types of sellers Chosen upon a uniform distribution over the 

types {“SA”, “SB”, “SC”} 
# issued CFP per buyer, per run 60 

# runs per experiment 12 
Exploit/Exploration formula Uniform distribution over f(x), where f(x) = 

100 – roundi * 7, f(x) = 5, if (100 – roundi * 7 < 
10), f(x) = 0 if roundi > 40;  0< i <60 

SinAlpha parameters δ = 0.5; ω = π/2; λ = +1 for successful  
contracts, and λ = -1.5 for violations 
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3.4   Results 

We used three different metrics to evaluate the performance of the three approaches in 
evaluation in the experiments with population A. First, we measured the utility gained 
by each buyer in the last 20 rounds in each experiment, and averaged the results ob-
tained for each approach over the 12 experiments. The results concerning the average 
utility showed that the both models that accounts for the described dynamics of trust 
outperformed the other two models (SINALPHA: 92.1%; ASYM+: 93.3%; WMEAN: 
87.1%; QUANT: 79.8%). Then, we counted the number of violated contracts per 
buyer in its last 10 transactions, and averaged this number per approach and over the 
12 runs of the experiment. The results show a clear advantage of SINALPHA in 
avoiding partners with past bad experience: 11.7% of violated contracts (vc), with 
standard deviation (sd) of 0.78, when compared to ASYM+ (12.1% vc, 1.38 sd), 
WMEAN (18.3% vc, 1.37 sd) and QUANT (22.1% vc, 3.20 sd). 

Finally, we counted the number of suppliers of types SA, SB and SC that were cho-
sen by each buyer in its last 20 transactions, and averaged this number per approach, 
over the 12 runs. In this step, we intend to further understand the differences between 
the proposed SinAlpha curve and the weighted mean approach, and, this way, we only 
present the results obtained for SINALPHA and WMEAN. The results showed that 
with the SINALPHA approach the buyers were able to choose the best suppliers (of 
type SA) 91% of the times, and suppliers of type SB the remaining 9%. On the other 
hand, buyers that used the WMEAN approach were less effective in choosing suppli-
ers of type SA (they did it 75% of the times) and they even choose bad suppliers of 
type SC 5% of the times. Suppliers of type SB were chosen 20% of the times. 

We repeated the first two procedures described above with population B, and the 
results are as follows. SINALPHA got an average utility of 79.8%, outperforming 
ASYM+ (78.8%) and QUANT (62.3%), but underperforming the WMEAN approach, 
that achieved an average utility in the last 20 rounds of 83.3%. Concerning the aver-
age of violated contracts in the last 10 transactions of each buyer, SINALPHA  
performed a little better than the remaining approaches, getting 22.9% of violated 
contracts (vc) and standard deviation (sd) of 2.11, against the results of ASYM+ (25% 
vc, 1.91 sd), WMEAN (24.6% vc, 2.75 sd) and QUANT (38.3% vc, 3.31 sd). 

3.5   Interpretation of the Results 

Starting with Population A, we verified that the QUANT approach gets the worse 
results as expected, as it is not able to differentiate between partners of types SA, SB, 
and SC. We also verified that SINALPHA and ASYM+ tend to perform in a similar 
way, with SINALPHA slightly outperforming ASYM+. This is because both models 
use sigmoid like curves and accounts for the same described trust dynamics. Because 
of space concerns, we relegate a further comparison of these two our models to a 
future paper. Finally, we observed that the SINALPHA approach outperforms the 
WMEAN approach, particularly when we attend to the figures related to the violated 
contracts in the last 10 interactions and to the capacity of each approach in selecting 
good (SA) partners. By analyzing the traces of the experiments, we realize that the 
SINALPHA strategy selects primarily partners of type SA, while the WMEAN equally 
selects partners of types SA and SB. The difference between both approaches is that in 
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SINALPHA all the historical path is taken into account in the process of trust con-
struction, and partners have to accumulate several good experiences in the past until 
they are able to get an average to high trust score. In opposition, by aggregating up to 
the last N results, the WMEAN approach allows the selection of partners with fewer 
past events. In reality, we verified that the bad choices of WMEAN on population A 
were related to the selection of SB and SC partners in two distinct situations: i) when 
they were selected with less than 10 past results (e.g. the pattern of the previous evi-
dences to the time of selection where V-F-F-V-F-F, where V means a violated con-
tract and F a fulfilled contract); and ii) when they showed an intermittent pattern 
followed by a short number of positive evidences (e.g. F-V-V-F-V-F-V-V-F-F-F-F-F). 
This last pattern of behaviour is indeed severely punished by the SINALPHA ap-
proach, where violations weight more than fulfilments (therefore penalizing undesir-
able intermittent patterns), and where the last five positive evidences are not sufficient 
to ‘push’ the confidence level of the partner to the second third of the SinAlpha curve. 

In the experiments with population B, we intended to study the performance of the 
SINALPHA and the WMEAN strategies in the presence of extreme partners’ behav-
iour, particularly the cases where good partners, which have been successfully in 
fulfilling their obligations, suddenly start having systematic deceptive behaviour. By 
analysis of the traces of the experiments, we realized that both strategies act quite 
differently as they tend to select different partners in similar conditions. In fact, the 
WMEAN strategy privileges recency and puts a limit to the historical analyses (in our 
experiments, it aggregates the last 10 contract results). In one hand, this permits that a 
candidate partner with few past results (let us say 6 past results, while majority posi-
tives), is chosen in detriment of a partner that has been reliable for a long time but that 
violated the last 2 to 4 contracts. As we are selecting partners using too few results, a 
considerable risk is associated to the partner’s selection using WMEAN.6 On the other 
hand, in similar conditions, the SINALPHA approach does not select the described 
partners, as the SinAlpha curve encompasses a “growing path” that partners shall run 
until they acquire middle to high trust (i.e., until they reach the last two thirds of the 
curve). This means that in the scenario of population B, the SINALPHA approach has 
bigger tendency to enter a burst of deceptive behaviour and is somewhat slower in 
penalizing good partners that inverted their behaviour. However, we detected another 
problem associated to the WMEAN approach, which helps to explain the results in 
terms of violated contracts: as this strategy privileges recency, it actually assigns high 
trust levels to candidate partners that systematically behaved deceptively in the past, 
had no classification for a long time, and then got one positive classification in the 
present. Using common sense, we can deduce that this kind of behaviour encom-
passes a high degree of risk; however, we realized that in the described cases the 
WMEAN approach chooses these partners in detriment of more stable partners that 
happened to fail the last couple of contracts. 

Although not mentioned in section 3.3, we run a different type of experiment using 
population A and the Repast agent simulator7. In this experiment, we run the SINAL-
PHA and the WMEAN approaches separately; i.e., we maintained the number of 

                                                           
6 A confidence value could be used along with the computed trust score. However, these ex-

periments aim to evaluate the aggregating processes by themselves. 
7 http://repast.sourceforge.net/ 
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suppliers (16), but all the 8 buyers were either using SINALPHA or WMEAN. Each 
run took 100 rounds. In the first 40 rounds, the selection of suppliers was done ran-
domly, and in the last 60 rounds the selection was done taking into account the ap-
proach used by the buyers. At round 70, for both approaches, all suppliers of type SA 
abruptly changed their behaviour and assumed the characteristics of type SC, and the 
remaining suppliers kept their initial behaviour. With this experiment, we intended to 
study the abuse of prior information scenario defined in [8]. The results that we ob-
tained showed a similar capacity of SINALPHA and WMEAN in detecting and penal-
izing the change of behaviour of suppliers that were originally of type SA. However, 
the most interesting result of this experiment was the capacity of SINALPHA buyers 
in adapting to the situation by massively choosing suppliers of type SB after round 70. 
Concerning WMEAN buyers, although they also increased the number of selected SB 
partners after round 70, they show an undesirable side effect of also considerably 
increasing the selection of partners that were originally of type SC. This behaviour 
shall be analysed with further detail in future work. 

4   Concluding Remarks and Future Work 

The work presented in this paper started by empirically searching a mathematical 
function that would allow to aggregate evaluations on a given partner that encom-
passes the evolutionary performance of the target. This search was driven by eco-
nomical common sense. For example, and simply putting, a business player would 
certainly distinguish between the following patterns of behaviour: good-good-good-
good-bad-bad-bad-bad, good-bad-good-bad-good-bad-good-bad and bad-bad-good-
bad-good-good-good-bad. We have put thorough attention in the sequences of  
possible results, always taking into consideration common sense about business no-
tions. For instance, a partner that ever succeed with its obligations and achieved a 
high degree of trustworthiness should not be severely punished if he accidentally is 
not successful in the last actual transaction; a partner that succeed the first two obliga-
tions but does not entered any other transaction after that cannot be considered highly 
reputed, as there is not enough information on the past he had carried out until be 
considered reputable. Also, a partner that achieved a given trust level should not 
maintain this level if he starts behaving in an intermittent way. Following this reason-
ing process, we came across the SinAlpha function. 

The experiences we run on two different populations allow us to conclude that the 
SinAlpha function actually gets better results than a weighted mean by recency ap-
proach, because it takes into account the dynamics of trust. Also, the results obtained 
seem to show that there is still margin to improve the performance of the proposed 
mechanism by adapting/learning the values of parameters λ and ω to the perceived 
patterns of the current populations. In fact, the next phase of our work would be dedi-
cated to this topic, and to the inclusion of the erosion property of trust in our ap-
proach. Different type of behaviour patterns shall be defined, as well as experimental 
procedures (e.g. the use of the metric converge speed defined in [8]). 

In the same way, we will continue progressively improving our approach, and sev-
eral research challenges would certainly be presented. Namely, we propose as future  
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work to identify and to categorize patterns of behaviour as new target evidences ap-
pear, through the usage of clustering techniques; and to consider multi-attribute 
evaluations (e.g. price, delivery time, and quality). 
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Abstract. By using differential equations, evolutionary game theory shows that 
most of the games of competition for resources have equilibrium strategies 
named Evolutionary Stable. Although this approach can deduce these points, it 
is not possible to say how or whether a population will reach such equilibrium. 
We present an evolutionary agent-based model where individuals compete for 
space using mixed strategies. Agents belong to spatial locations that settle with 
whom they can interact, but they can freely move to contiguous partitions ac-
cording to a definition of satisfiability. The simulation results show that, al-
though the agents do not have any knowledge about equilibrium points, 
the population’s mean strategy always converges to a stable state, close and 
above to the analytic equilibrium. Moreover, it is reached independently of the 
initial population. 

Keywords: Spatial Games, Agent-Based Modelling, Chicken Game, ESS. 

1   Introduction 

Since the works of Maynard Smith on evolution and the theory of games [1], it has 
been shown that Game Theory can be used for studying species competing for re-
sources. By using replicator equations, evolutionary game theory shows that there 
exist equilibrium points named Evolutionary Stable Strategy (ESS). It means that, if 
all members of a population adopt this strategy then no mutant strategy could spread 
under the influence of natural selection. 

Although this approach can deduce equilibrium points, it does not say how or 
whether the population will reach such equilibrium. Computer models are the way to 
show how this happens by growing the patterns observed in real world, because find-
ing equilibrium points is not enough to show that a population will reach such equilib-
rium: it is necessary to build these patterns in a generative way [2]. 

Authors that propose simulation models try to flexibilize some assumptions of the 
mathematical model, criticizing the fact that some of its assumptions are not applica-
ble to the real world. The critics rely mainly in the use of infinite populations.  
An example is the work of Orzack and Hines, showing that the probability an ESS 
will evolve is proportional to the population size [3]. Another example is the work  
of Fogel and others, which describes models with a population starting at ESS but, 
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instead of staying stable, the models evolve to other strategies [4]. In both cases, each 
agent competes with all other agents of the model in order to calculate its fitness. 
These models have two main disadvantages. First, they rarely converge to a stable 
state, be it an ESS or not. Second, they are strongly dependant on the composition of 
their initial population. 

By adding space as a new dimension for studying these competitions, we can relax 
the assumptions of agents having to compete with each other and working with infi-
nite populations. There are some experiments in the literature showing that members 
of populations compete for space because they need to guarantee food, which can 
decide their fate. An experimental evidence that owning space may lead to survivor is 
presented by [5]. The author describes the percentage of diary corporal weight change 
of spiders. There are two groups of spiders: one that owns some territory and another 
that does not. Most of spiders that do not own a territory lose weight, while almost all 
owners increase their weight, which leads to a greater chance to survive. 

However, much of the simulation studies that add space as a fundamental compo-
nent of the model are interested in the evolution of cooperation using only pure 
strategies or meta-strategies that use the last results to choose the next action [6]. In 
these works, only the strategy spreads over the space, or, in some other cases, the 
agents have little mobility, mainly waiting for an empty cell to move [7]. In this work, 
we study the evolution of a population that compete for space using mixed strategies, 
and whose members can freely move according to a definition of satisfiability. 

The main objective of this work is to investigate whether a population evolves to a 
stable equilibrium within this environment, and how the reached equilibrium is re-
lated to the theoretical equilibrium. We present initial results of the proposed model, 
analysing the effects of mutation and initial population on the evolutive process. 

2   Non-cooperative Games, Nash Equilibrium, and ESS 

A game with n players is said to be non-cooperative when we have, for each player: 

1. a finite set of pure strategies (actions); 
2. a payoff function, mapping all n-tuples with pure strategies to real numbers. 

One mixed strategy is a collection of non-negative numbers adding up to 1, corre-
sponding to probabilities of using each of the pure strategies. The mixed strategy 
defines the tendencies of a player. Each time it plays, it will choose randomly one of 
its pure strategies, based on the probabilities defined by the mixed strategy. 

For example, let us take the chicken game. Two players have the choice to escalate 
(E) or not to escalate (~E) a brawl. If none of them escalates, nothing happens. If only 
one escalates, the other player runs away, and the winner receives 1 from the coward 
player. But, if both decide to escalate, each player pays 10 due to medical care. This 
game is said to be symmetric, because both players employ the same pure strategies 
and payoffs, as shown in Table 1. Given that this game has only two pure strategies, 
we say that sx, 0 ≤ x ≤ 1, is the mixed strategy of escalating with probability x. 
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Table 1. Chicken game payoffs, in pairs (A, B) 

 B escalates B does not escalate
A escalates (–10, –10) (+1, –1) 
A does not escalate (–1, +1) (0, 0) 

 
Nash proved that, given any non-cooperative game of n players, there is always an 

equilibrium point, a set of mixed strategies for each player that, if a player changes its 
mixed strategy, the best result it may get will be the same as in the equilibrium [8]. 
No player has incentive to deviate one-sidedly from its strategy as long as the other 
players remain in the equilibrium. This is known as the Nash equilibrium. 

But this concept of equilibrium may cause controversy. Let the chicken game and 
two players, A and B, following strategies sa and sb, respectively. The expected payoff 
of A is –10sasb + sa – sb. If A would know exactly the value of sb, it would be possible 
to calculate the best action for A. If sb is greater than 10%, the best choice for A is 
never to shoot (sa = 0), implying in a payoff of –sb. If sb is less than 10%, A should 
always shoot (sa = 1), because its payoff would be 1–11sb. But, if sb is exactly 10%, 
all strategies for A lead to the same payoff (–0.1). Thus, if sa is also fixed at 10%, no 
other strategy could increase its payoff against A by changing its own mixed strategy. 
Applying the same reasoning for B, we arrive to the conclusion that when both play-
ers follow s0.1 the game is in a Nash equilibrium. Most game theorists agree on s0.1 as 
the rational solution for this game, but the argument is weak [9]. Although deviating 
from the equilibrium does not increase the utility of a player, it does not decrease as 
well, as long as the opponent follows equilibrium. Thus, this equilibrium it is not 
strict. 

A clearer explanation can be found when it is played not by only two players, but 
within a population. Maynard Smith viewed this game in a population-dynamical 
setting. In his model, an infinite number of players meet randomly in contests where 
they have to decide whether to escalate or not. If the estimated overall probability is 
greater than 0.1, it is better not to escalate. If it is less than 0.1, it is better to escalate. 
But if it is exactly 0.1, then there is no better strategy than s0.1. In this sense, self-
regulation leads to s0.1 – self-regulation, not between two players, but within a popula-
tion. Nash has also proposed a similar interpretation for the equilibrium points, the 
mass-action [8], forgotten for decades in his unpublished thesis. 

Maynard Smith pointed out two possible interpretations for the ESS. The first in-
terpretation refers mixed strategies, meaning that each member of the population 
follows the same equilibrium mixed strategy. In the case of the chicken game, the 
whole population would follow s0.1. The second solution works with pure strategies. 
We have players following different pure strategies in such a way that the mean strat-
egy of the overall population is at equilibrium. Again with the chicken, the stable state 
has 90% of the population following s0.0 and 10% following s1.0. 

In this work, we will study how this non-strict equilibrium behaves in a spatial 
context where the agents’ mobility is based on the results of the games. We relax the 
assumptions of finite population and matches among all members of the population, 
and add new parameters such as fitness, satisfiability, and mutation. 
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3   The Basic Model 

The approach of this work is based on a non-evolutive model proposed Andrade and 
others [10]. The model takes place in a cellular space. A cellular space is a network of 
cells connected by neighbourhood relations. The simplest example of a cellular space 
is a grid, with square cells having four touching neighbours. The cellular space is 
populated with agents. Each agent belongs to a cell, which has enough space for it to 
live. Initially, a cell contains a set of agents, which have to compete for it through a 
non-cooperative game. Whenever an agent is playing a non-cooperative game, we call 
it player. 

The basic assumption of this model is that whenever an agent arrives at a cell it is 
satisfied with it, and it will not move until it becomes dissatisfied. Two agents within 
the same cell may play a game competing for it, and the result of the game affects the 
satisfaction of both agents. This is the only memory an agent has, and it is called the 
local satisfaction. It starts with a positive value when an agent arrives at a cell, and 
when this value reaches zero or less, the agent randomly picks a neighbour cell and 
moves to it, looking for a better cell to compete for. Therefore, this movement is a 
random walk. 

Each agent also has a global satisfaction, starting with a positive value significantly 
greater than the local satisfaction, but also affected by the payoffs of the games. All 
agents have the same global satisfaction at the beginning of the model. An agent that 
got dissatisfied many times and its global satisfaction reaches zero or less leaves the 
model. As we need local and global satisfaction decreasing along the simulation, the 
expected payoff of the game used in the model has to be almost always negative. 

To create a metric for satisfaction, we say the satisfaction of an agent is measured 
by its fitness. Local satisfaction represents the maximum effort one can dispend when 
competing for a cell and global satisfaction is the initial fitness. Agents are identical if 
we consider satisfaction, but they differ in their mixed strategies, which cannot be 
identified by any other agent. 

The basic model has a finite number of turns, each one with two steps. The first 
step establishes the games, randomly choosing pairs of agents in each cell, and then 
carries out the games with each pair. Cells with an odd number of agents have one 
random idle agent. No agent will play more than once in each turn. 

The second step defines the dynamical part of the model. Once each agent already 
knows its own payoff, it updates its local and global satisfactions with the earned 
payoff. Then, it checks if any satisfaction has reached zero or less to perform a 
movement or to leave the model. The model executes until it reaches a stable state, 
which can be when there is at most one agent in each cell, or when the overall satis-
faction stops to decrease. 

The model of games on cellular space can be formalized as a 9-tuple: 

M = (C, n, S, p, A, s, k, g, l), where 

• C is the cellular space in which the games take place, 
• n is the number of players involved in the non-cooperative game, 
• S is the set of actions (pure strategies) each player can take, 
• p: X → ℜ, X=, is the payoff function, 
• A is the set of sorts of agents, 
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• s: A× S → [0,1], ∀ a∈Α, Σb ∈ S s(a, b) = 1, represents the mixed strategies, 
• k ∈ Ν, is initial number of agents of each given sort, 
• g ∈ ℜ, is the global satisfaction threshold, 
• l ∈ ℜ, is the local satisfaction threshold. 

 
Therefore, given sx, we have that s(sx, E)=x and s(sx, ~E)=1–x. An agent using a mixed 
strategy commits to a randomization device. Each time the agent plays, it chooses one 
of its pure strategies, based on the probabilities specified by its mixed strategy. As an 
example of model, the following describes the traditional chicken game: 

 

Mc = (Cc, 2, , u, {sa, sb}, s, 1, ∞, ∞). 
 

The cellular space Cc has one cell with two agents, one following sa and the other sb. 
They have the same set of possible actions, “escalate” and “not escalate,” and the 
same payoff matrix u (shown in Table 1), but they do not have to follow the same 
mixed strategy. Both agents always stay in the cell, and never leave the model. 

In this work, we apply the chicken within this basic framework. The expected pay-
off of chicken is almost always negative, only in the case where both players never 
escalate it is zero. Thus, this game fits in with the need of reducing satisfaction to 
make the agents move. C is a squared grid with 20x20 cells, such that the possible 
movements are at most to four neighbours (up, down, left, and right). Cells on the 
edges have three choices, and cells on the corners have only two. 

4   The Evolutionary Model 

The evolutive model is based on the idea that agents that own cells at the end of the 
basic model deserve to pass their strategies to the next generation. Therefore, the 
model considers a competition of the basic model as one evolutive step, a survival of 
the fittest. Once a competition finishes, each agent that has conquered a partition of 
space produces descendants within the cell it has conquered. The agent tries to trans-
fer its own strategy to its offsprings, but their learning ability is limited, and then they 
may have a strategy slightly different from the father, according to a predefined muta-
tion probability. Whenever this mutation is activated, the offspring has the strategy of 
its father with some random change; otherwise it takes exactly the same strategy. 
Therefore, there are three additional parameters if compared with the basic model: 
number of descendants, mutation probability, and the mutation itself. 

The father leaves the model right after it generates its descendants. This leads to 
non-overlapping generations, which is a common approach in the literature. This 
evolutive process can be repeated indefinetly, and it depends only on the initial popu-
lation of the basic model. 

The model has five stochastic ingredients, three of them coming from the original 
model, and the other two added by the evolutive part. They are: 

1. selecting pairs of agents within the same cell to play, 
2. choosing the agent’s pure strategy based on its mixed strategy, 
3. relocating, once one agent is unsatisfied, 
4. mutating or not a given strategy to a descendant, and 
5. choosing the mutation change, once it is activated. 
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5   Experiments 

In this work, we present early results that examine the convergence of a population 
and the effect of mutation on evolution. The parameters chosen were: 3 as the number 
of descendants, 0.1% as chance of mutation, and ±0.1 as the change in the inherited 
strategy, with 50% of probability of each, once the mutation is activated. Agents fol-
lowing s0.0 and s1.0 can only produce mutants of s0.1 and s0.9, respectively. 

The model was implemented using TerraME framework [11]. Although the model 
has five random ingredients, the simulations had similar development. Thus, the re-
sults presented in this section are single runs of the model. 

5.1   Evolutionary Equilibrium 

As initial test for studying the evolutionary capabilities of the model, we examine a 
model whose population is initially composed by s1.0 agents. The model has the fol-
lowing arrangement: 
 

M0 = (Cc, 2, {E, ~E}, u, {s1.0}, s, 1200, 200, 20). 
 
Figure 1 shows the results, with the left side showing a zoom in the first generations 
of the simulation. We can see that s1.0 starts filling the whole cellular space, but it 
cannot maintain this situation, stabilizing with agents in 75% of the cellular space. 
This happens because two agents within a cell may shoot, reach the threshold, and 
leave the cell. 

When the first mutation to s0.9 arises in the population, this new strategy rapidly 
spreads, crushing s1.0 and dominating the whole cellular space. This strategy can then 
produce agents following s0.8, then s0.7, and so on, each one surpassing the previous 
strategy, until s0.1 appears, as shown in the left part of Figure 1. But s0.1 cannot get rid 
of s0.2 and both compete undefinetly. The results agree with [10], that state that as 
more frequently an agent escalates, greater is its ability to realize cells with a higher  

 

 

Fig. 1. Development of strategies in a simulation with population of s1.0 
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number of agents that also escalate frequently, as it will reach its threshold for moving 
faster than the ones that escalate less. Moreover, it gets even more important because 
the agents have limited fitness and need to stay alive. This leads to an increase in the 
surviving chance of sub-optimal strategies such as s0.2 and s0.3. Therefore, although 
there is a single theoretical equilibrium, there is no single best strategy in this compe-
tition for space. 

Although neither strategy can surpass all other strategies and dominate the overall 
population, an evolutive process indeed occurs. If we calculate the average strategy of 
the population by summing the mixed strategies of every owner at the end of a gen-
eration and divide by the total number of agents, we can verify that the population 
indeed converges to a stable state. In Figure 2, we have the average strategy of the 
population, with a dashed line showing the theoretical equilibrium point. The average 
strategy converges to a stable state before the 200th generation and stays close and 
above the equilibrium point until the end of the simulation. 

The generative result of this model is a mixing of the two definitions of equilib-
rium pointed by Maynard Smith. In the results, we do not have the overall population 
following the same equilibrium strategy, nor agents following only pure strategies, 
but what really happens is a combination of mixed strategies whose average is a sta-
ble equilibruim point. 

 

Fig. 2. Convergence of the mean strategy using different initial populations 

5.2   Mutation Effects 

A question that arises from the result of the initial model is how the mutation rate can 
affect the model development. Eight simulations were carried out, each one with a 
single mutation rate, varying from 0.1% (the previous experiment) to 50%. It is not 
feasible to have the mutation rate greater than 50% because, in this case, most of the 
descendants would follow a strategy different from their predecessors. 

It is straightforward that increasing mutation leads to a faster convergence to a sta-
ble state, as shown in Figure 3. With mutation of 0.1%, it takes more than 150 genera-
tions to converge, while with 50% it converges in less than 25 generations. But note  
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Fig. 3. Effects of changing the mutation rate in the convergence of the model 

that the distance between the average strategy and the theoretical equilibrium is pro-
portional to the mutation rate. It is difficult to see comparing two consecultive muta-
tion rates, but we can see clearly comparing the results of 0.1% and 50%. 

Mutation induces other impacts in the development of the model. Increasing it 
leads to a greater diversity of strategies, and then to a higher probability of generating 
far from equilibrium strategies. However, there is a consequence of increasing the 
mutation rate that is not straightforward. Figure 4 shows the number of agents follow-
ing each strategy at the end of each generation, in the same simulations of Figure 3. 
After the model converges to a stable mean strategy, each individual strategy reduces 
its oscillation as the mutation increases, stabilizing in a well-defined small interval.  

 

 

Fig. 4. Effects of mutation on the stability of the final distribution of individual strategies 
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That happens because, with higher mutation, the model has a more homogeneous 
distribution of strategies in space, being difficult for a strategy to conquer many cells, 
and easy for it to maintain a minimum number of cells. 

The increase in the mutation rate makes possible the appearance of agents follow-
ing almost each possible strategy. Strategies with a higher chance of escalating have a 
major disadvantage when they interact with other agents following a similar strategy. 
But, as they can avoid themselves moving to other cells, it is possible to keep a few of 
them in the model. Consequently, these few agents away from equilibrium increase 
the average strategy significantly, as shown in Figure 3. 

The increase in the mutation rate also makes the distribution of individual strate-
gies converge towards a discretized gamma distribution. This result can be seen in 
Figure 5, where s0.1 decreases and s0.3 increases as mutation increases, until they al-
most draw when we have mutation of 50%. Note that increasing mutation allows the 
development of strategies away from the theoretical equilibrium, making the overall 
distribution smoother. 

 

Fig. 5. Mean number of agents of each strategy after convergence, with eight mutation rates 

Another result of changing the mutation rate is the number of agents that survive at 
the end of each simulation. There can exist some empty cells at the end of the simula-
tion because, when there are only two agents within a cell, both might escalate, reach 
the threshold, and decide to leave the cell. Figure 6 shows the number of agents that 
give rise to descendants in each generation. The eight simulations have a minimum 
around 70% of the cellular space in the early generations. After that, the number of 
agents grows and stabilizes. In each graphic, there is a dashed line pointing out 90% 
of occupation of the space. In mutation 0.1%, the population stabilizes below this line, 
while in mutation 10% or more, the mean number of cells surpasses the line. A 
greater diversity in the number of strategies allows a better occupation of the cellular 
space at the end of each generation. As there are more agents with different strategies 
with the increase in the mutation, the fitness of the agents is reduced more heteroge-
neously, which leads to a lower probability of two agents remove themselves from the 
model simultaneously. 
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Fig. 6. Effects of mutation on the number of occupied cells at the end of each generation. Note 
that it also means the number of agents, once we have one agent in each occupied cell. 

5.3   Different Initial Populations 

The previous results show the impact of mutation over the evolution of the popula-
tion, but they cannot enlighten whether the evolutive process always happens. To test 
the evolutionary capability of the model, we need to examine different initial popula-
tions. This section presents four models, each one with a single initial population, 
with the following arrangements: 

Mk = (Cc, 2, {E, ~E}, u, {sk}, s, 1200, 200, 20), 

where k ∈ {0.0, 0.1, 0.5, 1.0}. That is, the first population of each model has a single 
strategy. They are: never escalate, equilibrium, random, and always escalate. 

 

Fig. 7. Individual strategies using different initial populations 



 Games on Cellular Spaces: An Evolutionary Approach 545 

Figure 7 shows the results of the four models. In the left, it contains the number of 
agents following each strategy at the end of each generation, with the three most suc-
cessful strategies (s0.1, s0.2, and s0.3) as coloured lines. These strategies have similar 
development in the four cases, with none of them surpassing the other two and domi-
nating the whole population, similarly to the previous results. In the right side, the 
figure shows the mean strategy of the overall population in each simulation. The four 
simulations converge to the same stable state, despite the initial arrangement of the 
models. Both results show that the model is capable to converge to a stable state inde-
pendently of the initial population. It makes the model stronger, and shows that, al-
though there are five random ingredients in the model, their effects do not make the 
model chaotic. 

6   Concluding Remarks 

In this work, the evolution of a population is defined by adding simple rules of repro-
duction and mutation over a previous work in the literature. The selective step, proposed 
by Andrade and others, selects the best strategies in a given population, whatever aver-
age strategy it follows. The mutation allows some change in the strategy when creating 
a new generation, which can represent an error when passing the strategy to the descen-
dants. This error leads to the diversity on the population and allows the evolutive proc-
ess to take place. 

The results of our experiments show that, although the agents do not have any 
knowledge about equilibrium points and cannot even change their individual strate-
gies along their lifetime, the average strategy of the population always converges to a 
stable state, close and above to the analytic equilibrium. Moreover, this equilibrium is 
reached independently of the initial population. These two points corroborate the 
hypothesis that populations evolve to a stable state even if we use a finite population. 
The results also agree with the statements of Nash, who said that “we can only expect 
some sort of approximate equilibrium, since […] the stability of the average frequen-
cies will be imperfect” [8]. As it is almost impossible to validate this kind of model 
with real world data, showing that the model is independent of the initial population is 
a reasonable way to make it trustworthy. 

A coupple of questions are still not solved within the context of the proposed 
model. As changing the chance of mutation produce effects on the evolutive process, 
other parameters may also lead to different results. We can cite: 

 Reduce the interval of mutation, for example from ±0.1 to ±0.01, or even al-
low the complete [0,1] range, 

 Change parameters such as initial population size and fitness, number of de-
scendants, and mobility threshold, and 

 Use games with other equilibrium points. 

If we change these parameters, will the model converge to closer and above to the 
theoretical equilibrium point? Another point that worth some investigation is, can 
these results be inferred from mathematical equations, or only simulation models can 
produce that? 
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Abstract. In social life, actors engage simultaneously in several rela-
tions with each other. The complex network of social links in which
agents are engaged is fundamental for any realistic simulation of social
life. Moreover, not only the existence of multiple-modality paths be-
tween agents in a simulation, but also the knowledge that those agents
have about the quality and specificity of those links are relevant for the
decisions the agents make and the consequences they have both at an
individual and at a collective level. Each actor has a context in each of
the relations that are represented as support of a simulation. We build
on previous work about permeability between those contexts to study
the novel notion of context switching. By switching contexts, individuals
carry with them their whole set of personal characteristics to a differ-
ent relation, while abandoning the previous one. When returning to the
original context, all previous links are resumed. We apply these notions
to a simple game: the consensus game, in which agents try to collec-
tively achieve an arbitrary consensus through simple locally informed
peer-to-peer interactions. We compare the results for context switching
with results from simulating the simple game and the game with context
permeability.

1 Introduction

In social science research, the context in which actors are immersed is very im-
portant. It determines their interacting partners, the social and geographical
settings in which action takes place, the scope of collaboration, and, through the
notion of role [12], it constrains the kinds of interactions that can occur in each
moment and with each partner. Usually, in social simulations, the actors are con-
nected together through relations that are explicitly stated. In most cases, there
will be several such relations linking actors, hence forming a web of connections
with several characteristics: rich in general and specific knowledge, structured
and providing structure to the social life, each relation can be differently en-
dowed with specific attributes that may have relevance to the research questions
at hand.

Sometimes, the intricacy of these social relations is hindered behind one such
single relation, with the goal of representing the whole complexity of social con-
nections, some kind of “social distance.” There are good reasons to do so, like
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keeping the ability to detect visual patterns in simulations, and especially man-
aging complexity along the research simulations. In some sense, to abstract away
from social structure and freeze that component while others are focused. Later,
social structure can become the main focus and more complex and realistic con-
nections might be explored, in a progressive deepening manner [8].

Antunes and colleagues [4] have investigated some consequences of keeping
separate relations linking agents in a setting where a very simple game (the
consensus game) was played to achieve a global result for the society. They have
experimented with homogeneous agents following the same interaction rule in up
to five different concomitant relations of several kinds: regular random networks
in which the number of links each agent maintains ranged from 4 to 50, and also
scale-free networks generated with the Albert and Barabási algorithm [1].

Nevertheless, [4] only considers what they call “context permeability:” agents
are immersed in several relations simultaneously and any link in any of those
relations may be selected to produce an interaction. The authors did not consider
the case of an agent moving from one relation to another: this transference of
an agent from its context in a relation to a different context in another while
leaving the original relation, is what we call “context switching,” and is the
theme of these paper. A possible application of these concepts might be found
in the management of highly-protected clustered computer networks.

The paper is organised as follows. In the next section we describe the overall
context of this research, and place it along the lines of previous research on
context permeability, our comparison reference. Section 3 describes the overall
idea of context in a multiple social relations setting, and the consensus game
as an abstract noncommital collective endeavour. Section 4 introduces context
switching, and motivates its usefulness for social simulation. Section 5 describes
the models we use for the present series of experiments. Finally, we analyse and
discuss the results and compare them to previous results of context permeability.

2 Context of Research

We are interested in discovering how the structure of social relations influences
the dissemination of phenomena (e.g. Obama’s internet campaign) in a society.
In this line of research, we have focused on the idea of keeping separate explicit
descriptions of the several social relations in which agents are immersed. Fol-
lowing the work of Antunes and colleagues [3,4], we are interested in freezing
everything in the society description except for the number of such relations, and
structure they possess. Given a social relation, we call context to a neighbour-
hood around a given agent, that is, the set of agents that are directly connected
to that agent.

Of course, relations and contexts should be seen as highly dynamic and
information-rich. However, since we want to focus on the mathematical prop-
erties of these relations, in particular in what concerns context permeability
and switching, we use statical versions of those relations, and the dynamics is
only possible as controlled spanning over our set of experimental design op-
tions. This is surely a simplified and simplistic view of the problem, and we



Context Switching versus Context Permeability in Multiple Social Networks 549

see it as a preliminary exploration of the huge design space at stake. Moreover,
Information-rich settings are usually highly domain-dependent, and before mov-
ing into specialised application domains we want to have a look at the problem
and its implications from a more abstract, uncommitted standpoint. In some
sense, we are still dwelling on the problem, not yet looking for solutions.

For all these reasons, and to be able to compare our results with others from
the literature, we have picked a very abstract game: the consensus game [10,16,3].
Each agent has a current choice towards one of two possible options which are for
basically arbitrary (say, red and green). Hence, there is no rationality of strate-
gic reasoning involved. The particular options that gets collectively selected is
irrelevant, what is important is that overall agreement is achieved. For instance,
you can think of the side of the street in which you drive: it is irrelevant whether
it is left or right as long as everyone respects the standing consensus. Agents can
change their option. In our present approach, agents have the chance of changing
the option when they have an interaction with another agent in its neighbour-
hood (context), by playing the majority game: agents keep track of their previous
interactions and choose the colour that they have seen most often in the past.
Note that other interaction rules are possible and being investigated [17]. We
say that consensus is achieved when all the agents share the same option. In the
literature [10], and to avoid awkward cases, it is often demanded only that 90%
of agents share the same options. We are planning to redo our experiments with
this stopping criterion to check whether our findings still hold.

3 Contexts in Multiple Relations

In most target phenomena, agents will be involved in several relations simul-
taneously. When individuals are embedded in networks that are embedded in
networks we have a “multi-modal” structure, such as students who together
with a teacher form a classroom, of which in turn a school is composed of [7].
Surely the panorama can get more complicated, as these several networks of
relations do not necessarily have such a “regular” meta-structure.

While we keep parallel building of agents closely related to real actors, it
is possible that the multi-agent system is designed in different ways. This is
the case of the the study of decision change in agricultural networks conducted
by Amblard and Ferrand [2]. They propose a multi-agent system whose agents
represent the model actors, the relations between them and the cliques formed
by those actors. Actors are characterised by general, relational and decisional
attributes. This model possesses some self-reflective characteristics that render
it quite general. The behavioural dynamics is based on relations, which allows
for self-motivated agent re-structuring. This offers an alternative to data driven
models [9], although possibly empirically less reliable.

At this point in our research, we attempt to control complexity and focus
on the study of dynamic consequences of the topological structures underlying
social simulations, so opting for a “first order” approach. We will take actors
and relations between them as givens of the problem, in a similar way as what
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is done in [13]. Here the authors select relations among scholars in a series of
scientific conferences, namely meets, knows, and collaborates. Our agents will be
the atomic individuals of the simulations, but our relations will be kept abstract,
so that we can concentrate on the dynamics they induce. We can think of the
relations in our simulation as reasonably stable, such as family ties, or work
colleagues, while we study the consequences of their mutual connectedness.

Most graph representations of real world social networks follow patterns that
have only recently being revealed. Such is the case of scale-free networks [5].
Scale-free networks can be defined as a connected graph in which the number of
links (k) connected to a given node follows a power law distribution, P (k) ∼ k−γ .
Scale-free networks are to be found in a great variety of real situations, and
display the property that most of the nodes have little connections, whereas some
network nodes (usually called “hubs”) are highly connected. This is depicted
by a right-skewed, of “fat tail” distribution. Barabási and colleagues proposed a
simple generative mechanism called “preferential attachment” (cf. [1]). Although
these mechanisms only generate a subset of the universe of scale-free networks,
this is what we used for our experiments, and with γ fixed to 3 (most real
data exhibit γ on the range [2, 3], although sometimes, smaller exponents can
arise [15]. Scale-free networks have interesting properties, such as a close to
constant diameter as the number of nodes grow (d ∼ ln lnn), or a certain “fault-
tolerant” behaviour (problems affecting random nodes will hardly fall on the
critical hub nodes).

Most of the analysis of social networks is done in quite statical terms. Math-
ematics and statistics tools only start to provide the possibility of dynamical
analysis [6]. Given the purpose of multi-agent-based social simulation, it is fun-
damental that useful dynamical properties, even some ones linking individual
behaviours to global behaviours, can be derived from the network analysis. With
our approach, we aim to contribute to such research endeavour, by bringing the
fields closer together and feeding on each other. Our approach is to use simu-
lation to explore the design space, not only of agents, but also of societies and
even experiments. The key point in these simulations is to understand to what
extent the structure of connections the agents engage in simultaneously can have
a role in the shape of convergence towards a simple collective common goal, an
arbitrary consensus.

4 Context Switching

In this study, we introduce the notion of context switching. Whereas in previ-
ous studies agents would keep several concomitant relations, here each agent in
each moment is present in one relation only. Whenever it decides to move away
from that relation, it leaves it space empty, and “phisically” moves to the other
relation, hence switching to a new context and abandoning the other.

A good example of Context Switching is the Internet (Viral Marketing) Cam-
paign, namely Obama’s, which changed politics because a new medium (Inter-
net and social networking tools) was explored to the fullest. The intersection of
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politics and Web 2.0 implied other interactive tools in order to move supporters
to organise, to listen to the candidates’s own words in face of attacks, to use
free advertising and adaptive (word-of-mouth) marketing, to raise other sources
of funds, to incorporate friends (close relations) in a campaign, and to make
connection with causes they care about. The interesting thing in a campaign is
finding new and creative ways to fuel, scale up, and adapt to a world in which
the concept of community has grown recently due to such systems as MySpace
and Facebook.

Damasio’s social space covers two main ideas: 1) agents in relation to other
ones, instead of lone supporters, and 2) social functions (choices, behaviours,
decision-taking and beliefs) [11].

With context switching we can talk about landscapes and scenarios and to
the access to neighbours. Tag annotation is good for context switching because
context profiles, scenarios need to be marked.

With this new idea of swapping contexts, we are covering some space left
undeveloped in Antunes and colleagues original work [3]. The basic mechanism
is the following: 300 agents are created, and then p different relations are created
according to the previously decided designs (including regular with 2k random
connections for each agent and scale-free with γ = 3). Then, whenever an agent
is given the opportunity to interact, it plays the majority game to choose whether
to keep or change its colour, and finally randomly decides (with probability ζ)
whether to change to a different relation.

This mechanism corresponds to a complete change (switching) from a con-
text in a relation to another context in another relation. But the exact context
the agent is transported to in the different relation is fixed from the start. In
some sense this corresponds to immigrating to Australia, having neighbours and
colleagues there, and then returning home to the previous neighbours and col-
leagues. The idea is to depict some stability in contexts even when the agent is
not actively engaged in interactions in that relation.

To some extent, if we relate these context switching to some kind of dynamics,
this switching mechanism is very close to the concept of role. Agents engage into
different roles during their time, and each role has its own specificity, including
possible interacting agents. And in this representation, each context switching
would carry along new constraints. For instance, I can be a subservient agent in
a work context, and an authoritarian agent in a family context. For the time be-
ing, our agents are homogeneous across all society and across their life span. But
in future work, we may undertake and study different consequences of context
switching, including character traits, mental concepts, strategic reasoning, etc.
The several lines of research being considered in Antunes work and here might
provide a new stance towards the design and study of such complex and inter-
twined concepts such as contexts and roles [12,14], allowing to overcome known
problems as the lack of grounding with essential (corporeal/bodily/motivational)
features of the agent, which carries through several modalities, including time,
which is fundamental to simulation.
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5 Model of the Experiments

The experiments were developed in NetLogo [18], using different heights in a 3D
cube to depict the p planes. Each experiment consists of 80 runs in which 100
agents interact until 3000 cycles (with 100 interactions per cycle) pass, or total
(100%) consensus is reached.

In a first series of experiments we explored the space to find the appropriate
ζ to consider. In these preliminary experiments we considered two relations and
spanned ζ from 0.05 to 1 in intervals of 0,05. Apparently, the interesting points
to consider were centred wound 0.25, 0.5 and 0.75, so we used these values of
zeta for the subsequent experiments. In these latter, we kept homogenous values
of ζ for all the relations involved.

In a second series of experiments, for each ζ ∈ {0.25, 0.5, 0.75} we run exper-
iments with p = 1, 2, 3, 4 relations. Experiments with p = 1 confirmed previous
results and are not reported here. For higher values of p, each experiment pro-
ceeded with the mechanisms described above: agents play the interaction game
with majority (full memory) and then decide to switch plane according to ζ.
Next section focuses on the details of the results.

The other source of variability in the experiments was the network topology.
We considered all combinations of p networks, whose type was regular with k
spanning {1, 2, 3, 4, 5, 10, 20, 30, 40, 50}, and also scale-free. Note that for k =
50 the network is fully connected. note also that whenever 2 or more regular
networks are involved in the simulations, we keep k the same for all of them
(this constraint will be relaxed in future work, but here we wanted to grant full
comparability with previous literature results).

6 Discussion of Experimental Results

Since the major difference between context switching and context permeability
is in the change from one relation to the other, we started off by trying to under-
stand the influence of the frequency of change, represented by probability ζ. We
assessed the importance of ζ for the simulations through a series of exploratory
simulations in which we take two relations and make ζ span over [0, 1] in steps
of 0.05. Figure 1 shows the landscape for two networks: regular with k = 10 and
scale-free, while ζ varies.

Figure 2 shows the landscape of the average number of meetings to achieve
consensus for two scale-free networks when we make ζ span [0, 1].

In figure 3 we show the average number of meetings to achieve for two regular
networks with k = 10 when we make ζ span [0, 1].

Our decision was to take homogeneous values of ζ = 0.25, 0.5, 0.75. Apparently
those values are close to the “interesting” outcomes in all of the cases.

The first notable result we obtained was that for p > 1 we achieved consensus
100% of the times for a vast majority of the cases. For p = 1 of course o switching
occurs, and our results replicate closely the results of [4]. However, as soon as
we include more relations, convergence is achieved in 100% in all but the cases
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Fig. 1. Meetings to achieve consensus for a scale-free and a 10-regular network with
ζ ∈ [0, 1]

Fig. 2. Meetings to achieve consensus for two scale-free networks with ζ ∈ [0, 1]

where k = 1 and ζ = 0.25 for p = 3 (99%) and p = 4 (93%). Consensus is always
achieved for combinations of several scale-free networks.

We will see later that the degradation of results for higher p can occur. Nev-
ertheless, for the moment just considering percentage of consensus achievement,
we conclude that context switching is far better than context permeability, since
in the latter consensus was not achieved to the fullest in several cases, as shown
in table 1 of [4]. In this table, we had seen that for scale-free networks the per-
centage of success as 34% for p = 2, 82% for p = 3, and 94% for p = 4. Now
with context switching we have 100% for all p.
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Table 1. Context switching: average number of meetings to achieve consensus with all
planes equal in kind

k = 1 2 3 4 5 10 20 30 40 50 s-f

1 pl 3229 1700 1805 1675 1546

2 pl ζ = .25 34059 15246 16484 13828 8406 4710 2006 1714 1691 1615 10341
2 pl ζ = .5 15618 7925 5855 4681 3586 2646 2283 2288 2026 2221 5600

2 pl ζ = .75 11731 6870 5470 4213 4391 4265 3291 3809 3100 3943 4660

3 pl ζ = .25 75246 31467 25893 18684 12991 4785 2169 1991 1766 1937 15163
3 pl ζ = .5 37726 14869 9943 7524 5324 3198 2515 2216 2271 1959 8805

3 pl ζ = .75 22360 10306 7721 6044 5023 3748 3318 3339 3448 3008 7729

4 pl ζ = .25 85449 51340 31415 25494 19229 6398 3014 2336 2203 2071 18775
4 pl ζ = .5 58314 25559 17261 11280 8241 3576 2631 2501 2213 2234 13224

4 pl ζ = .75 39279 14740 12553 7795 7045 4673 3704 3426 3740 3200 14309

Fig. 3. Meetings to achieve consensus for two 10-regular networks with ζ ∈ [0, 1]

Table 2. Context permeability: average number of meetings to achieve consensus with
all planes equal in kind (from [4])

k = 1 2 3 4 5 10 20 30 40 50 s-f

1 pl 3073 2314 2584 1700 1475
2 pl 96050 58485 43481 14286 9997 4718 2505 2125 1895 1950 58196
3 pl 50746 6839 3845 3640 3210 2530 2317 1861 1950 1911 22035
4 pl 21070 9711 5025 2895 3230 1960 1812 2166 2054 2044 13353

Now focusing on the average number of meetings needed to achieve full con-
sensus, we will compare the results of context switching (see table 1) with the
previous results of context permeability (for ease of comparison we replicate
here table 2 of [4], see table 2). See also figure 4 for a visual comparison of the
convergence results.
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Fig. 4. Comparison of the average convergence numbers for context switching with
ζ ∈ {0.25, 0.5, 0.75} and context permeability

It is obvious right away that the figures for scale-free networks are quite
better: as we seen before total convergence is possible 100% of the times with
context-switching, whereas in context-permeability it was possible only part of
the times (and more often as the number of concomitant relations grew). The
average number of meetings needed for full consensus is also quite lower most of
the times in context switching.

For concomitant scale-free networks, we notice slightly different behaviours for
context switching and context permeability. Whereas with context permeability
the number of meetings needed for consensus decreases significantly with the
number of relations, with context switching the effect is the opposite. The best
results occur for 2 relations only. What does make a difference in this case (see
the last column of table 1) is the probability ζ of switching context: for a given
number p of relations results are better as ζ grows. Consequently, the overall
best results for scale-free networks are obtained with 2 relations and ζ = 0.75.
Seeing that for one relation only the consensus is never achieved, we conclude
that including a secondary concomitant scale-free relation provides the necessary
links to ensure the consensus, and faster when agents switch relation frequently.

The results for regular networks are also very interesting. The global behaviour
for context switching can be described like this: for a small amount of neighbours
(small k, sometimes k ≤ 10, other times k ≤ 5) convergence is faster when ζ
grows. Then for bigger k, the increase of ζ yields slower convergence. We could
explain this phenomenon by saying that when an agent has a small number
of friends, it pays off to switch context frequently, whereas when an agent is
surrounded by a high number of friends, and perhaps in a situation when in this
neighbourhood has already locally converged, moving context frequently slows
down convergence.
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Comparing context switching with context permeability for regular networks,
results are a bit intriguing. For p = 2 and a small number of neighbours (k ≤ 10)
the results of context switching are much better than those of context perme-
ability. However, as k grows, the effect of increasing ζ is to worsen the average,
and indeed for k ≥ 20 and ζ ≥ 0.5 context switching yields slower convergence,
although not dramatically (comparable order of magnitude). Again, the expla-
nation might be that for agents with higher number of neighbours, local conver-
gence may be achieved earlier, and switching context introduces an element of
disturbance in this otherwise settled neighbourhood.

Context switching is never better than context permeability for p = 4, whereas
for p = 3 they are only comparable for big k and small ζ. Nevertheless, looking
at context switching only, the pattern for p = 3 and p = 4, resembles that of
p = 2, but with the effect is even more marked. Context switching seems to work
best for p = 2, for both regular and scale-free networks.

A possible explanation for the more frequent convergence is that context
switching allows for more isolated nodes to be reached in sparsely connected
networks (of which scale-free are a paradigmatic example). We should notice
something overlooked in [4]: for p = 4 even the context permeability results
for higher k were already worse than for smaller p. This could mean that the
introduction of new relations is providing an excessive number of (somewhat
orthogonal) links, and so, opportunities for agents to change when perhaps their
situations had been previously settled (e.g. towards the overall majority). This
phenomenon seems to have been amplified by context switching in much the
same way as the faster convergence was an amplified effect for lower p and k.

Our more abstract explanation for the good to very good results of context
switching goes towards considering that it emphasises locally what is already a
known global effect even for one relation only: as soon as a significant amount of
agents opts for one of the strategies, say above a threshold that emerges after an
initial instability phase, there is only a very small possibility that this strategy
is not the winner. The balance between local stability and the possibility of
contacts outside the current context yielded by context switching seems to have
a local effect similar to this one, and this vastly accelerates convergence in some
cases (and is comparable to permeability in the rest). Basically, we could see
this as: once I and my friends in Portugal have settled for green, an occasional
visit to Spain will not change the my Portuguese neighbourhood but helps foster
green in my neighbourhood in Spain.

As done in [4], to observe results of heterogeneous networks we concentrate
on three relations only, and reduce the spanning of k to {1, 2, 3, 4, 5, 10}. Table 3
shows the average and standard deviation of the number of meetings for hetero-
geneous combinations of networks. We suppress percentage of times consensus
was achieved, since it was 100% or close every time. the As before, we show
results for ζ ∈ {0.25, 0.5, 0.75}. In table 4 we replicate part of table 3 from [4]
for ease of comparison.

First, we must note that context switching yielded convergence in 100% of the
experiments we carried out. Looking at average number of meetings needed for
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Table 3. Context switching: average and standard deviation of the number of meetings
for heterogeneous combinations of networks

k = 1 2 3 4 5 10

reg/reg/s-f ζ = 0.25

avg 24209 17752 12370 11031 8684 5232
st dev 16725 11516 7587 6846 5949 3077

reg/reg/s-f ζ = 0.5

avg 13087 11006 7079 6228 5243 3814
st dev 8961 7889 4071 3563 2541 2125

reg/reg/s-f ζ = 0.75

avg 11927 7797 7107 6810 5560 4277
st dev 10200 4058 5347 4849 3466 2596

reg/s-f/s-f ζ = 0.25

avg 9154 15095 12267 11105 9424 6338
st dev 8828 10346 8648 6973 5199 3071

reg/s-f/s-f ζ = 0.5

avg 12439 7984 7734 6904 6335 5164
st dev 8342 4733 4319 3931 3165 2614

reg/s-f/s-f ζ = 0.75

avg 11927 7797 7107 6810 5560 4277
st dev 10200 4058 5347 4849 3466 2596

Table 4. Context permeability: percentage of consensus achievement, average and stan-
dard deviation of the number of meetings for heterogeneous combinations of networks
(adapted from [4])

k = 1 2 3 4 5 10

reg/reg/s-f

%cong 72% 88% 98% 98% 95% 98%
avg 32688 26677 11817 14858 10839 4946

st dev 56992 60585 25437 31245 32514 7148

reg/s-f/s-f

%conv 77% 88% 92% 87% 95% 98%
avg 26293 23798 18082 20348 22354 25408

st dev 26451 44289 26630 42599 46392 54061

convergence in both tables 3 and 4 we notice that results for context switching
are almost always better than those of context permeability when we have two
regular networks and one scale-free network. Moreover, results are always bet-
ter for context switching when we have two scale-free networks and one regular
network. In this latter case, the improvement in velocity of convergence is quite
significant. Another impressive point to make is that whereas with context per-
meability the standard deviations were quite high, with context switching the
standard deviations are of magnitude smaller than the average. This means that
not only the aggregate results for convergence are better or much better, but also
the worst case scenario is probably significantly better with context switching.
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7 Conclusion

These results with heterogeneous social relations show that context plays a sig-
nificant role in the dissemination of social concepts in structured societies. If we
consider that scale-free networks seem to be present in a significant amount of
real social relations, the mechanisms of context permeability and especially of
context switching with several concomitant networks can have a decisive role
in enhancing the conditions for achieving overall dissemination of a given phe-
nomenon, as well as significantly increasing the speed of such convergence. On
top of that, context switching seems to have the additional advantage of sig-
nificantly stabilising the conditions for convergence, so rendering the outcome
of dissemination mechanisms more predictable. Redundancy with a regular net-
work, which can be ensured by a number of ways, can be a decisive means
to ensure dissemination. An example we would like to explore would be the
propagate software such as anti-virus through gossip mechanisms in highly pro-
tected network clusters. The redundant regular network is readily available, for
instance, the electric power lines.
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Abstract. Normative environments for multi-agent systems provide means to 
monitor and enforce agents’ compliance to their commitments. However, when 
the normative space is imperfect, contracts to which norms apply may be unbal-
anced, and agents may exploit potential flaws to their own advantage. In this 
paper we analyze how a normative framework endowed with a simple adaptive 
deterrence sanctioning model responds to different agent populations. Agents 
are characterized by their risk tolerance and by their social attitude. We show 
that risk-averse or socially concerned populations cause lesser deterrence sanc-
tions to be imposed by the normative system. 

1   Introduction 

Interaction infrastructures for multi-agent systems have been extensively studied. 
Within such efforts, some attention has been given to normative environments (e.g. 
[1-3]), consisting of middleware that provides support for explicitly handling norma-
tive relations among agents (such as contracts specified through normative operators, 
e.g. obligations). Fewer efforts have been put on the development of dynamic capa-
bilities in normative environments, where the infrastructure itself seeks to adapt its 
enforcement policies to the actual interaction scenario that is taking place. 

In fact, when embedded in some notion of “institution”, normative environments 
take an active role in checking agents’ compliance with their commitments, and fur-
thermore in enforcing such compliance. The goal is to establish trust among partici-
pants in a norm-regulated relationship – this gives contracts a binding force. 

An important feature of interaction infrastructures with a contracting emphasis is 
the assistance of contract formation, namely by providing a normative framework that 
specifies norms applicable to different contractual settings. Given that complete con-
tract negotiation automation is not likely to be possible (both in terms of technological 
limitations and real-world acceptance), software agents may rely on background nor-
mative frameworks that fill-in the normative body of contracts. This feature is particu-
larly important when considering contrary-to-duty situations, which should describe a 
normative response in case of non-compliance to contractual terms. In certain cases, 
however, there will be no specified response. This is where other coercive approaches 
may be relevant, in situations where agents try to take advantage of their potential 
gain when violating norms (because they might be more self-interested than socially 
concerned). 
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In the literature (e.g. [4, 5]) we find two basic kinds of sanctions that an institution 
may apply in order to incentive norm compliance (or, to put it another way, to dis-
courage deviations). Direct material sanctions have an immediate effect, and consist 
of affecting the resources an agent has (e.g. by applying fines). Indirect social sanc-
tions, such as changing an agent’s reputation, may have an effect that extends through 
time. Depending on the domain and on the set of agents that inhabit the institutional 
environment, the effectiveness of such sanctions may be different: if agents are not 
able to take advantage of other agents’ reputation information, material sanctions 
should be used instead. 

There are two general policies used when applying (direct) sanctions, which con-
cern their intended effects: (i) deterrence aims at punishing the violator so as to dis-
courage future violations; (ii) retribution aims at compensating the addressee of the 
violation. Bringing these policies to an electronic institution realm, we consider that 
retribution sanctions are those specified in contractual norms, be they negotiated or 
inherited from a preexistent normative framework. In this case the institution, while 
monitoring norm compliance, acts as a mediator. As for deterrence sanctions, they 
will be applied by the institution itself, and may be used so as to maintain order (by 
motivating agents to comply) and consequently trust in the system. 

Deterrence has been studied in political science [6] with a different perspective, 
where theories are proposed for explaining international relations in tense periods 
such as the Cold War. Deterrence is based on threats between different nations. 

Economic approaches to law enforcement have suggested analyzing sanctions and 
their amplitude by taking into account their effects on parties’ activities. Agents 
committing to norms that have associated deterrence sanctions enter risky activities, 
because they may unintentionally violate them. It has been argued [7] that under strict 
liability (where violators are always sanctioned) sanctions should equal harm done. 
An increase in the level of activity brings an increase in the expected harm; if dam-
ages imposed by sanctions equal harm, parties will have socially correct incentives to 
engage in risky activities (that is, to establish commitments). However, this conclu-
sion relies on the additional assumption that parties are risk-neutral. According to [7], 
if agents are risk-averse the optimal level of damages tends to be lower than harm. 
With risk-aversion, a sanction imposes a cost which does not exist under risk neutral-
ity: risk-aversion introduces costless deterrence [8] and the policy-maker should take 
that into account when choosing the optimal sanction. 

Our normative environment model makes two simplifying assumptions: 1) strict li-
ability (norm violations are always detected); 2) costless enforcement (monitoring and 
sanctioning have a negligible cost to the institution). 

With these assumptions in place, we will describe an adaptive model for a norma-
tive framework. The model tries to avoid over-constraining the environment while 
ensuring a certain level of norm compliance, by adjusting deterrence sanctions. 

In this paper we analyze how the adaptive model responds to different agent popu-
lations, where each agent is characterized by a risk tolerance parameter and a social 
awareness parameter. The former represents an agent’s willingness to contract in the 
presence of violation fines. The latter allows us to embed in our agents some notion of 
social welfare; that is, although we will take agents as utility maximizers, agents are 
not all equally self-interested. 
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The rest of the paper is organized as follows. Section 2 introduces the reader with 
the adaptive model for deterrence sanctions, and Section 3 provides a feeling of how 
the model works with a simple scenario. Section 4 presents several experiments con-
ducted with various agent populations, with different risk tolerance and social aware-
ness distributions. Finally, Section 5 concludes. 

2   A Normative Framework with Deterrence Sanctions 

In our approach we take the stance that agents are truly autonomous, and thus cannot 
be forced to fulfill their obligations. The institution may, however, impose certain 
fines as deterrence sanctions: such fines are assumed to be fully regimented (that is, 
agents cannot escape them, e.g. because they were required, upon entering the institu-
tion, to make a deposit that is in control of the institution). 

We are mainly concerned with contracting scenarios, in which agents make mutual 
commitments and create business expectations. Violations, even when handled by 
contractual norms, are seen as abnormal situations. Thus, if a certain kind of violation 
becomes frequent, response should be taken through an increase of sanctions. 

2.1   Commitment Trees 

In order to obtain a tractable model for handling contractual commitments, we use a 
tree-based representation for interdependent obligations. This representation is useful 
for understanding the simulation model that we use. 

When establishing contracts, agents create a network of directed obligations, some 
of which are dependent on the fulfillment or violation of other obligations. Consider 
the following two-party contract: agent a will pay p units to agent b, after which b 
will deliver x to a. In case b fails to deliver, he must return p’=p+δ to a. This  
sequence of commitments is illustrated in Figure 1, in a tree-like structure – a com-
mitment tree1. Each node represents an obligation, and each labeled directed edge 
indicates, in the child node pointed to, what follows when the obligation contained in 
the parent node is fulfilled (Fulf) or violated (Viol). Note that in this simple example 
nothing is specified yet if agent a violates his commitment to pay p, nor if agent b 
violates his commitment to return p’. 

The violation of an obligation with a prescribed sanction may simply denote a case 
where an agent preferred to incur the sanctions for matters of conflicting goals (e.g. 
he had another contract which was more important than this one, and could not stand 
for both). If such violation becomes frequent, however, this may denote a flaw in the 
normative system that agents are being able to exploit to their own advantage. 

The importance of adaptation in a normative framework resides in the fact that 
contracts may be unfair in certain execution outcomes. If self-interested agents try to 
explore such flaws to their own profit, action should be taken so as to discourage such 
behaviors. Aiming at a model that adapts the normative framework in a domain-
independent way, we focus on adding deterrence fines to the system (which are not 
violable), instead of adjusting prescribed obligations in each violation situation. 
                                                           
1
 Although the commitment structure may be more complex, we simplify it to a binary tree; 
while not limiting the applicability of our adaptation approach, this choice makes the model 
easier to follow. 
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Fig. 1. Sample commitment tree 

The normative framework’s adaptation is based on associating, with each obliga-
tion, a fine that can be strengthened or weakened. With this approach, every obliga-
tion will have a (potentially null) fine to be imposed on the bearer in case of violation; 
this fine is added up to the violation consequence in the child node already in the tree, 
if there is one. The fine-update function is based on fine application frequency. Fines 
will increase when they are applied often, and decrease when they are not used. A low 
level of fine usage indicates that obligations are being fulfilled or they are not being 
used as often as desired: in both cases fines should be decreased, since they either are 
not needed or are inhibiting activity. On the other hand, a high level of fine usage 
means that agents still prefer to go through the sanction, and as such it should be 
increased as a deterrence mechanism. In sum, this approach tries to make fines (a) 
strong enough to discourage deviation and (b) weak enough to avoid unnecessary 
institutional control. 

2.2   Contract Enactment 

We developed a simulation prototype that allows us to experiment with the adaptation 
model briefly introduced above. In our system we shall have a number of agents that 
will each be given an opportunity to sign a contract. The contract structure is defined 
by a number of enacting roles and by an underlying binary commitment tree (BCT 
from now on). Roles are used as bearers or counterparties of the obligations in the 
tree. Furthermore, each obligation has an associated cost (to be supported by a fulfill-
ing bearer) and benefit (to be collected by the counterparty of a fulfilled obligation). 
Figure 2 more clearly depicts the characterization of each node in a BCT. 

 

 
Fig. 2. A BCT node and its configuration 
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When an agent decides to sign a contract, he will enact the corresponding com-
mitment tree with a role assigned to him before contracting. We say that the state of a 
contract enactment is the commitment currently under appreciation. If the bearer of 
such a commitment is the agent that decided to contract, he will be asked for a play: 
either to fulfill or to violate such a commitment. If the commitment’s bearer is not the 
agent, the system will decide whether the commitment will be fulfilled or not, accord-
ing to a uniform strategy. The current state will be updated according to the decision 
taken: if the choice is to fulfill, the state will become the root commitment of the 
fulfillment sub-tree; if the choice is to violate, the state will become the root commit-
ment of the violation sub-tree. The contract terminates when the state reaches a null 
value (no fulfillment/violation sub-tree exists upon a fulfill/violate decision). 

2.3   Agent Decision-Making 

Each agent has two distinct kinds of decisions to make. If he does not have an ongo-
ing contract, he is given the opportunity to sign one. For that, a random role from the 
contract structure is selected and the agent is asked if he wants to contract with that 
role. Each agent is configured with a risk tolerance parameter Rt ∈ [0; 1[, which 
denotes his willingness to contract in the presence of violation fines. If Rt = 0, the 
agent decides to contract only if he will be subject to no fines at all. If Rt ≈ 1, the 
agent will always risk to contract, regardless of any fines. An agent will decide to 
contract depending on the highest fine that is associated with commitments for the 
assigned role. In order to contract, the following relation should be true: 

highestFine(role) ≤ b * Rt / (1 – Rt) (1) 

where b is a slope parameter associated with the agent’s budget. We assume that 
agents always prefer to contract, regardless of commitment costs or benefits. The 
contract is presumably beneficial to all partners should they fulfill their commitments. 

When an agent has an ongoing contract, if the current state is a commitment with 
him as the bearer he will decide whether to fulfill or to violate. Depending on a so-
called in-contract strategy, the agent will explore the contract’s BCT in order to de-
cide which option is best for him. Such strategies may vary from simply comparing 
the cost of fulfillment with the applicable fine in case of violation, to computing the 
path with the best outcome from the whole BCT (more on this in Section 3.2). 

Agents are essentially expected utility maximizers. This means that, in principle, 
they will fulfill obligations only when the expected outcome from this choice is better 
than the expected outcome from violating (according to the employed in-contract 
strategy). We do however embed in our agents some notion of social welfare, which 
impels them to fulfill even when they do not have a strict advantage in doing so. 
While for now we do not consider the effect of reputation in future contracts, we 
allow in our model that agents are not all equally self-interested. For that we introduce 
a social awareness parameter Sa ∈ [0; 1[. If Sa = 0, the agent will violate whenever 
the outcome from this choice is better than the outcome from fulfilling. On the other 
extreme, if Sa ≈ 1 the agent will always choose to fulfill. The agent will decide to 
fulfill an obligation o whenever the following relation is true: 

violationOutcome(o) – fulfillmentOutcome(o) ≤ b * Sa / (1 – Sa) (2) 
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where b is a slope parameter associated with the agent’s budget. The violation and 
fulfillment outcomes are calculated by the in-contract strategy. 

2.4   Fine-Update Policy 

After all agents running in the simulation have a chance to play, the contract structure 
will adapt, that is, fines associated to the BCT will be updated. Each fine is updated 
independently of all other fines. 

In order to delineate a fine update policy, we first need to define the goal function 
that will be pursuit. As mentioned before, fine updates should take into account how 
often they are applied. We define a threshold parameter Th ∈ [0; 1] that indicates the 
highest percentage of fines that the system should accept as normal. For instance, with 
a value Th = 0.1 we are saying that if more than 10% of the agents running in the 
simulation violate a given obligation, the normative system will raise the fine in the 
next step – we say that 10% of the total number of agents is the number of tolerated 
violations. Furthermore, since not all agents will be in the same state at a given time 
point, we adjust the threshold according to the number of agents that did in fact make 
a decision concerning the fulfillment or violation of a specific obligation (because 
they were in that state). A state’s fine will be increased if the number of violations 
exceeds the following tolerated violations function: 

toleratedViolations = 2*Th*Nag / (1 + e-(5/Nag)*x) – Th*Nag (3) 

where Nag is the number of agents running in the simulation and x is the number of 
agents that were in this state. This is a sigmoid function with an upper bound set at 
Th*Nag (a percentage of the total number of agents). 

The system should keep fines as low as possible, while still conforming to the goal 
function outlined above. This is because the overall goal of the system is to maximize 
contract activity, which should be obtained with less risk exposure in an agent popula-
tion with unknown risk tolerance. Therefore, whenever the number of violations does 
not exceed the number of tolerated violations, the fine will be decreased. Fines are 
increased heavier than they are decreased. We have set an increase step of 0.1 and a 
decrease step of 0.01. Fines will be applied rounded to the first decimal place, which 
gives a sense that it takes ten simulation steps (without exceeding the tolerated viola-
tions function) to decrease the fine value. 

3   Scenario 

In this section we present a scenario on which experiences reported in Section 4 are 
based. We show the deterrence sanction adaptation in a uniform distribution setting. 

3.1   Contract Structure 

Since we are not concerned with the correctness of the contract to be signed, we may 
experiment with a large number of different BCTs (some arbitrary examples can be 
found in [9]). However, for space limitations we will concentrate on a simple contract 
structure with two roles, whose BCT is illustrated in Figure 3. This BCT includes two 
complementary obligations 0 and 1, and their respective contrary-to-duties 3 and 2. 
We shall call obligation 1 the to-duty obligation of obligation 0. 
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Fig. 3. Binary commitment tree for a contract structure with two roles: each node Idi,j is an 
obligation where i is the bearer and j is the counterparty. This BCT includes two complemen-
tary obligations (0 and 1) and their contrary-to-duties (3 and 2). 

For all experiments reported in this paper, obligation costs are set at 10.0 and bene-
fits at 12.0 (setting benefits higher than costs tries to give all partners some gain when 
the contract is well-balanced). Also, fines are initialized at 0.0. 

3.2   Agent In-Contract Strategy 

As explained in Section 2.3, when deciding whether to comply with commitments 
agents use an in-contract strategy in order to compute the violation/fulfillment out-
comes. Several in-contract strategies can be devised (see [9] for some examples), 
representing the reasoning abilities of agents when deciding whether to fulfill or vio-
late an obligation. 

In this paper we will assume that agents are capable of analyzing the whole BCT, 
in order to compute the path that will bring them the best possible outcome when 
assuming that the contract partner will use the same strategy. This is a minimax strat-
egy: the agent will maximize his own expected utility while assuming that the other 
agent will do the same. For instance, considering the BCT at Figure 3 with no fines, 
the agent will choose to violate on every obligation. While this seems obvious for 
obligations 1, 2 and 3 (there is no personal benefit in fulfilling), in obligation 0 the 
agent chooses to violate because he assumes that the counterparty will violate on 1 
and 2, bringing him no benefit that can compensate the cost of fulfilling on 0. 

This strategy seems counterintuitive with the very decision of establishing a con-
tract. However, for the sake of testing the adaptation capabilities of the normative 
framework, this agent decision practice is bearable. 

For all experiments reported in this paper, a uniform strategy “always fulfill” is 
used by the system for commitments whose bearer is not a simulation agent. 

3.3   Adaptation to Population with Uniform Distribution 

When addressing an agent population with uniform distributions over risk tolerance 
(Rt) and social awareness (Sa) parameters, the adaptation of fines proceeds as illus-
trated in Figure 4. Every agent will start violating every obligation, which causes an 
increase of every fine. However, when fines 3 and 2 are high enough, fines 0 and 1 
are no longer necessary to persuade agents to fulfill the respective obligations. 

We should emphasize that the system tries continuously to lower fines, which is 
observable by the slight fluctuations of fines towards the end of the curves in figure 4. 
Therefore, system imposed fine levels are the lowest that keep violations below the 
tolerated violations function. 

0b,c

1c,b 3b,c

2c,b
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Fig. 4. Fine evolution (Th=0.1, Nag=10000) for 1000 simulation steps with uniform distribu-
tions of risk tolerance and social awareness 

4   Adaptation to Different Agent Populations 

In this section we analyze the adaptation of the system when handling different agent 
populations, in which risk tolerance and social awareness distributions are concerned. 

4.1   Risk Tolerance 

With this first group of experiments we aimed at observing the behavior of the deter-
rence sanction adaptation model when facing agent populations with different risk  

 

 

 

Fig. 5. Fine evolution (Th=0.1, Nag=10000) for 1000 simulation steps with different beta dis-
tributions of risk tolerance and uniform distributions of social awareness 
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tolerance distributions. In a population that tends to be more risk-averse, higher fines 
should tend to decrease. In these experiments we used beta distributions centered at 
different risk tolerance values, in order to represent populations having a predomi-
nance of agents with specific risk tolerances. For each beta distribution, we set 
α=1+(c*p-c) and β=p-(c*p-c), where c is the center value and p is a peak factor that 
we have set to 100. 

Figure 5 shows fine evolutions for different risk tolerance center values. As ex-
pected, higher fines tend to decrease with lower risk tolerance values. This is due to 
the fact that, when deciding whether to contract or not, agents compare risk tolerance 
with the highest applicable fine. 

Another interesting observation is that while the highest fines tend to decrease, the 
system tries to compensate this potentially lower ability to ascertain the desired level 
of compliance by increasing other sanctions. More specifically, since fines 3 and 2 are 
lowered, they lose their effect on decisions taken in states 0 and 1, respectively. As a 
consequence, fines in these states are raised. 

This outcome turns out to be an important emergent property of the normative sys-
tem: the ability to grasp interdependencies between fines applied to different nodes in 
the BCT, without being preprogrammed to do so (the fine update policy adapts fines 
in an independent way). Furthermore, such interdependencies are caused by the in-
contract strategy used by agents; if agents do not take into account possible “future” 
fines when making a decision (see [9]), then the system behavior will not pointlessly 
make a connection between fines. 

4.2   Social Awareness 

With this second group of experiments we aimed at observing the behavior of the 
deterrence sanction adaptation model when facing agent populations with different 
social awareness distributions. In a population that tends to be more socially con-
cerned, fines should tend to decrease. Selfish agents will only fulfill if it is in their 
own interest, while higher social awareness impels agents to fulfill even when they do 
not benefit directly from that option. 

Figure 6 shows fine evolutions for different social awareness center values (using 
beta distributions as before). As expected, fines tend to increase with lower social 
awareness values. By doing so, the system tries to discourage commitment violations.  

 

 

Fig. 6. Fine evolution (Th=0.1, Nag=10000) for 1000 simulation steps with uniform distribu-
tions of risk tolerance and different beta distributions of social awareness 
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The dependency mentioned before between fines is also visible here: fines 3 and 2 
tend to absorb the effects of fines 0 and 1 sooner for higher social awareness values, 
and the system is able to find these intricacies. 

4.3   Combining Risk Tolerance and Social Awareness 

By adjusting both parameters when setting up an agent population, we get a combina-
tion of the effects identified above. Figure 7 shows what happens when we set both 
risk tolerance and social awareness to beta distributions centered at 0.1. In this case, 
since highest fines are limited by a low risk tolerance, the system raises fines 0 and 1 
as much as it can, in order to try to force a population of mostly self-interested and 
risk-averse agents to contract and also comply with contractual commitments. We 
should add that in these extreme and unlikely conditions the normative system is not 
successful: the obtained fine levels are insufficient to force compliance, and at the 
same time too demanding to motivate contractual activity. This means that the few 
agents that do contract (which nevertheless are in essence risk-averse) will violate 
their commitments (because they are also too self-interested). 

 

Fig. 7. Fine evolution (Th=0.1, Nag=10000) for 1000 simulation steps with beta distributions of 
risk tolerance and social awareness centered at 0.1 

5   Conclusions 

Embedding adaptive enforcement mechanisms in normative frameworks is important 
in open environments. Adapting deterrence levels to the behavior of an agent popula-
tion is important when the normative space has imperfections that make the contracts 
to which norms apply unfair, opening the possibility for self-interested agents to ex-
ploit their potential advantage. 

In this paper we have studied how an adaptive deterrence sanction model that tries 
to “maintain order” responds when facing different agent populations. Such popula-
tions were characterized by a predominant level of risk tolerance and social aware-
ness. The former is inspired on economic theory on deterrence sanctions [7], stating 
that agents incur a risk when making contracts that are subject to deterrence sanctions. 
The latter is comparable to other approaches in MAS research that try to model dif-
ferent social attitudes (e.g. [2, 10]). 

With the adaptive model described in this paper, imposed fines tend to be lower 
when agents are more risk-averse or when agents are more socially concerned. Also, 
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we observed that when a combination of sanctions is able to drive agents to comply 
with their commitments, the adaptive mechanism is able to pursue such a combination 
when constraints limit some options – such constraints are rooted in the agent popula-
tion (namely the predominant risk tolerance), and are implicitly captured in the fine 
update policy. This ability is an interesting emergent property of the system. 

Dynamic properties of normative systems have been studied from different per-
spectives. In [11] norms are seen as patterns of behavior that may emerge from agent 
interactions. In our case, the normative system is external to the agents; we seek to 
adapt it to a specific agent population in order to pursue an overall system goal. 

Sanction-based self-adaptation of institutional normative environments is also 
studied in [12]. However, their adaptation model is based on the definition of domain-
dependent transition functions, stating what specific change should be made in a spe-
cific norm when some goal specification is not met. Also, their model does not  
assume strict liability: agents are able to violate norms while not being detected. 

In this paper we have not considered the influence of reputation on agent’s con-
tractual behavior. It has been argued [13] that in the presence of reputation mecha-
nisms there is a lesser need for deterrence policies. We leave for future work such 
analysis. 
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Abstract. Risk, audit frequency, expected utility, decision on the rate of tax 
evasion: probably these words occur to the reader first about tax evasion model-
ing. However, it can easily turn out in the real world that the 'everyday evader' 
hasn't got reliable information about the risks of evasion, about the possible 
amount of fine, or about the efficiency of the tax authorities. The TAXSIM 
agent-based tax evasion model was developed to understand the macro-level 
taxpayer behavior better with its help. The model and first simulation results 
were presented on the ESSA 2008 conference. The aim of this article is to pre-
sent a sensitivity analysis of the model. We applied Design of Experiments 
method to reveal the main parameter-response correlations on a selected pa-
rameter domain and used two extreme parameter sets to examine on what level 
the contradictory factors can compensate each other. 

Keywords: Agent-based computational economics, agent-based simulation, tax 
modeling, tax evasion. 

1   Introduction 

In our paper at ESSA 2008 [14] we introduced the tax evasion model in its complex-
ity. We also presented simulation results of taxpayer behavior in life inspired scenar-
ios in which i) the quality of governmental services increases permanently, ii) a  
market leader unilaterally adopts the legal position, and iii) multi-national companies 
with tax allowances enter the market. The first experimental results showed that 
TAXSIM might be a useful tool to understand the tax evasion phenomena better. 
However many questions remained about the system behavior. Two type of model 
‘investigations’ were planned to test the model usability: one was to reveal the pa-
rameter-response correlations and the other was to reproduce statistical data collected 
on actual tax evasion. This article discusses the parameter-response correlations of the 
TAXSIM model. We also publish results on compensating the tax authority activities. 
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Agent-based models brought important new results on tax evasion. Altering the 
compliance strategy of the inhomogeneous agents’ periodically (honest, ‘imitative’, 
‘free rider’ [11] or honest, ‘susceptible’ and ‘evader’ [7] strategies) as environment 
changes can better explain how low number of audits can result a compliant popula-
tion [5]. Balsa et al. created a generative set of models those demonstrate how can 
some extensions raise the predictive power of the standard theory [1][3] of tax eva-
sion [2]. These extensions were: agent individuality and adaptivity, social perceptions 
and social interactions. Korobow et al. found that even in case of almost chaotic dy-
namics on the agent-level a predominantly compliant equilibrium can emerge. They 
also demonstrated that when agents weight neighbors’ compliance strategy payoffs 
more heavily in their decisions, noncompliance tends to increase [9]. 

In these models the urge for evasion is a built-in part of taxpayer strategies. On the 
contrary law enforcement (i.e. tax audits) is the direct and – because of agents’ 
awareness to their environment - indirect motivation for compliance (that is affected 
by other factors: e.g. the weight of neighbors’ behavior affects the taxpayer strategy). 
These models help to understand how agents react to different enforcement tech-
niques applied on various levels assuming realistic taxpaying strategies and inhomo-
geneous agents. Still, some assumptions might be useful to take in account too. 

All regulation is more than a collection of arbitrary rules. For example a driver 
may respect a stop sign not because she wants to avoid being prosecuted committing a 
crime, but because of her own interest in avoiding a car accident. On the other hand 
even those who want to exceed the speed limit can be prevented from speeding easily 
by a traffic jam. Analogue ideas motivated the development of the TAXSIM model: 
we made an effort to take the taxpayer’s reasonability (or her interests beyond maxi-
mizing the wage) and opportunities into account. This approach has the promise to 
gain information about how can be the taxpayers motivated to comply when the ag-
gravation of enforcement is not viable. 

In the following we will discuss some experimental results of the TAXSIM model 
that aggregates taxpayer motivations, market labor characteristics and authority ac-
tivities. In the previous paper at ESSA [14] we presented the TAXSIM’s architecture 
in details. It [14] also includes simulation results of some realistic scenarios. After 
testing the model as a whole we decided to run a sensitivity analysis. 

This paper is structured as follows. Section 2 overviews the model. Section 3 de-
scribes the sensitivity analysis: subsection 3.1 presents the method of the experiment, 
while the experimental results are demonstrated in the following subsection. Section 
4. The last section concludes the paper. 

2   Short Overview of the Model 

The TAXSIM model is a complex agent-based approach for tax evasion (and tax 
compliance) simulations. The novelty of TAXSIM is that taxpayer compliance is 
strongly affected by the environment of the agent. An agent who decides to evade tax 
on a certain level has to find a job offer that meets her preferences: if she was unable 
to find one, she will make a compromise and accept an available offer that closest to 
her decision. The other novelty is that agents accept the need for taxes in TAXSIM. 
That is, taxpayers experience taxes as the price of services they resort (e.g. courts, 
education, etc.). 
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The model is concerned with the operations of a single market sector, where there 
are four kinds of agents involved: employee, employer, (tax) authority and govern-
ment. The economic well-being of employees depend on their net wages, while that of 
the employers’ is a function of the market demand and the level of gross wages they 
are forced to pay. The rate of tax evasion is an agreement between an employer and 
an employee that is made when the employee occupies a new job. As the agreed em-
ployment type determines the income of the employee and the (producing) costs of 
the employer, both participating agents have a motivation to evade. 

The government and the tax authority have service providing and regulatory roles, 
respectively. Since the market demand is modeled as an exogenous component and 
employers and employees are assumed to be homogeneous in technological and pro-
ductive ability, competitiveness is determined by the agents’ approach to taxes. 

In this model tax evasion is a technique to reduce costs (and to raise wages). There-
fore a more refined measure of level of the evasion fits better our purposes than the 
classical binary or ternary choice (e.g., complier/evader, or complier/evader/skeptic). 
Thus, we used the five types of income (those found empirically most common in 
Hungary – both legal and illegal ones) to create employment types. An employment 
type is the combination of reported wage, fringe benefits, ad hoc engagement agree-
ment, unreported wage and payment in kind. The employment types are grouped so 
that when there’s no reported wage it is termed illegal (or hidden) and it is called le-
gal when there’s only reported wage and fringe benefits. The remaining combinations 
belong to the group of mixed employment. 

The agents have no perfect information about the policies of the government and of 
the accuracy of the tax authority. They learn from these previous experiences and from 
interactions within their social network. Thus, in addition to the agents, the last major 
component of the model is the social network of both the employees and the firms. The 
employees and employers use their knowledge during the so called negotiation process 
that takes place when an employee occupies a new job. During the negotiation proce-
dure both the employer’s and the employee’s expectations depend on their respective 
satisfaction with the government and on the estimated costs and benefits of evasion. 
Previous interactions with the authority agent (audits) and information derived from 
the social network determine cost and benefit estimations. It is also assumed that all 
agents utilize some services provided by the government (e.g. a company wants to reg-
ister a trademark, or a person wants to get a passport). These interactions (the experi-
enced effectiveness, corruption, etc.) determine the contentment of the agent. 

The model of the market sector is kept as simple as possible. Companies (employ-
ers) producing the cheapest goods sell first. When demand is less than the actual pro-
ductivity, companies producing most expensive goods will meet losses that may force 
them towards evasion. A similar force is faced by the employees: after a period of un-
employment (the length depending on the agents reserves that in turn, depend on the 
length of previous employment) an employee decreases its expectations and will 
eventually accept any job offer. An employee becomes unemploymed when its em-
ployer fires her due to financial reasons. 

Employer agents start to operate by hiring employees and selling products. Costs 
are the wages, while income is the price of the sold products (the price of a single 
product depends on the employer’s average wage cost and the profit margin, the latter 
being a model parameter). Employers operate until becoming bankrupt. 
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As discussed above, employers have an implicit strategy to produce as cheap as 
possible, which is realized by making tax evasion deals with employees. The key this 
is the negotiation process, in which employers make job offers. (A job offer is a pair of 
a wage and an employment type.) The agents try to optimize the following function: 

 
V(B, a2) = B⋅(a1 – a2) – p⋅q⋅f⋅B⋅(a1 – a2) → max(a2) . (1) 

 
Where B is the gross salary (constant within a simulation), a1 is the tax rate (constant 
within a simulation), a2  is the actual tax rate paid, p is the chance of audit, q is the 
chance of being caught during an audit in case of evasion (accuracy of the authority) 
and f is the fine rate (constant within a simulation). The agent learns the value of p 
and q. 

However this function is constrained by the employer’s contentment level, derived 
from governmental interactions that determine the minimum level of compliance (that 
can be zero). Moreover, the produced new offer needs to match the employee’s pref-
erences. Feedback from employees modifies the employer’s strategy when no one ac-
cepts the offer for a period of time. 

TAXSIM employees attempt to get a job of their preferences, or any job possible if 
they are unemployed for a given amount of time. Employees try to maximize their in-
come by avoiding taxes, counting in the potential drawbacks of evasion (e.g. lower 
expected pension). Note that a greater take-home wage doesn’t necessarily imply a 
greater expected income automatically due to additional estimated costs. Expected in-
come is calculated by the following function: 

v(N, Δ1, Δ2) = N – p1⋅N⋅Δ1⋅f – p2⋅Δ2⋅k . (2) 

Where N is the take-home wage, Δ1 is the evaded tax percent, Δ2 is the evaded medi-
cal insurance (in percent), p1 is the chance of being caught, p2 is the chance of illness, 
f is the fine rate, and k is the medical cost. The agent learns the value of p1 and p2. 
When an employee looks for a job she will evaluate more than one offers using (2). If 
all of the offers are too illegal (compared to the agent’s minimum level of compli-
ance) and the employee has savings (practically, she has not been unemployed for a 
long period) then she won’t accept any of the offers but keep searching. She will ac-
cept the best offer otherwise. (Unemployed agents do not pay any taxes.) 

Employees live forever: there is no ageing or any fluctuation in the population of 
the employees. The financial status of the employee has no effect on her work abili-
ties, but it shortens the period she looks for a desirable job. 

An employee (or an employer) evaluates (1) (or (2)) only when a decision is to be 
made: e.g. when looking for a new job (or wants to hire a new employee). That means 
agents don’t change their compliance level periodically. Employers apply no radical 
changes on their compliance as they alter their offers by shifting the current compli-
ance level (that is between 0 and the tax rate) one step towards the profitable direction. 

TAXSIM includes two distinct social networks of agents transmitting information 
between neighbors: one connects the employers and the other connects the employ-
ees. For simplicity, these are modeled by Erdős-Rényi random graphs [8] in the cur-
rent version. Erdős-Rényi graphs have small agent-agent distances, an important 
property of real-world social networks. (On the other hand, they don’t match other  
social network attributes like the clustering coefficient or degree distribution). Both 
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employers and employees transmit information to their neighbors about the experi-
enced accuracy of the authorities and their level of satisfaction. The average of the 
data received from neighbors affects the estimated accuracy of the authorities and the 
level of satisfaction respectively. 

The tax authority audits employees via employers: employers are picked randomly 
for audit in each round depending on the audit frequency parameter. During a particu-
lar audit the authority checks the employer’s employees randomly (the probability is 
equal to the ‘authority accuracy’ parameter). If the authority finds mixed or illegal 
employment both the employer and the employee is fined, proportionally to the tax 
evaded, and the employee is forced to quit the illegal job.  

In return of taxes paid, agents expect advantages from the government agent (e.g. 
health care for employees, legal certainty for employers, etc.) by ‘requesting’ ser-
vices. The levels of quality (for employees and for employers, respectively) are  
parameters of the model. The services are requested in every round by the agents ac-
cording to probabilities set in parameters. The response is drawn form a distribution 
determined by the quality of service variable. Agents update their minimum level of 
compliance by calculating the weighted average of current and past experiences. 

Table 1. Factors of the experiment 

Parameter name Low value High value Code 
Authority accuracy 20% 40% A 
Chance of a new employer 5% 25% B 
Chance of illness (employees) 10% 30% C 
Cost of health care 5 10 D 
Employee network density 5% 25% E 
Employee service quality 5% 25% F 
Employer network density 5% 25% G 
Employer service quality 20% 40% H 
Need supply (employers) 5% 25% I 
Number of requested goods 380 450 J 
Probability of audit (each time step) 5% 25% K 
Income (percentage of investment) 105% 125% L 
Rate of fine (percentage of evaded tax) 140% 160% M 
Search for a new job (probability) 5% 25% N 
Tax rate 35% 55% O 

3   Sensitivity Analysis 

3.1   Applying Design of Experiments 

We decided to use designed experiments to analyze the model: a strong motivation for 
applying designed experiments instead of the one-factor-at-a-time (OFAT) method is 
in [6]. Amongst others the application of Design of Experiments (DoE) ensures a 
more exhaustive investigation and therefore more relevant results. A large body of lit-
erature is available on DoE: a good summary can be found in [12]; wide range of ap-
plications is in [5]. 
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A screening method seemed to be appropriate for our purposes. The two-level frac-
tional factorial method is able to calculate the effect of model parameters (or factors 
in DoE terminology) on the simulation results by running simulations with a high and 
a low value (levels) of the factors [12]. See Table 1. for the examined 15 factors and 
their levels. In the experiment we studied the model behavior in a small environment 
of an illegal market equilibrium that was used previously for simulating three scenar-
ios [14]. A small subspace was selected as not all possible parameter values can be 
addressed to any real world phenomena. For example having the maximum value of 
the audit probability (which is 1 that means every employer is being audited in each 
time step) is an unrealistic option for the tax authorities. 

 

Fig. 1. Factor effects on number of employed. Category codes are in Table 1. The vertical axis 
shows the factor effect in the number of affected employments. 

To perform a two-level fractional factorial design two levels (or “versions”) of 
each of a number of factors (here model parameters) have to be selected and then the 
experiment is run in carefully chosen combinations defined by the design. In this ex-
periment we used quantitative factors only. 

To calculate the effect of a particular factor the measured response values are di-
vided to two sets: the first set contains the response values measured at the low value 
of the factor; the other set contains the rest. The difference between the averages of 
the members of the first and the second sets is the factor effect. 

DoE methods are usually applied in experiments using 2-6 parameters (in physics, 
chemistry, etc.), but bigger designs exist too. We applied a factorial method that re-
duced the number of 215 runs of the full factorial method to 24 runs (the design speci-
fication is 215-11, resolution III: see [12] for details). The design was randomized so 
the experiment had a total of 240 simulation runs.  
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The experiments with the Repast J [13] model were run using the Model Explora-
tion Module (MEME) [10] software tool. We also used MEME design the experiment 
and to process simulation data automatically. 

There were initially 50 employers and 500 employees in the modeled sector (while 
the number of employers may change the number of employees is constant during 
each run). The employers’ initial offers are drawn from uniform distribution. Market 
demand was 450 units. 

 

Fig. 2. Factor effects on the number of legal employments. Category codes are in Table 1. The 
vertical axis shows the factor effect in the number of affected employments. 

3.2   Simulation Results 

The following responses were considered during the experiment: number of employed, 
number of legal employments, number of mixed type employments and number of hid-
den employments. It could also be useful to focus on the aggregated tax income instead. 
However the selected values characterize the modeled system in a more detailed way 
and therefore those are more informative on the details of the results.  

The two-level fractional factorial method indicates the effects of raising the factor 
values from the defined low values to high values (see Figures 1-4 for results). Table 
1 shows the high and low values of the design factors: these factor value pairs define 
a parameter subspace examined during the experiments. The exact number of em-
ployments per types is unknown – only the changes are measured. 

We found that income has the most powerful effect on the number of employed 
agents. Increasing the profit rate accelerates the simulated economy: employment rate 
increases in all employment types. The biggest increase is on the number of illegal 
employments (see factor ‘L’ on Figure 1-4). 
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An opposite effect can be observed as the accuracy and frequency of audits increase 
(accuracy of audits: factor ‘A’ and frequency of audits: factor ‘K’ on Figure 1-4). 
When the tax authority reveals an offense, the employee loses her job. Because of the 
high rate of illegal employments the bigger accuracy of the authority and the more fre-
quent audits cause that the number of employed agents decreases significantly. It can 
be the case that the authority is too strict according to the economical environment, 
where the competition is very strong. Still, an accurate authority decreases the number 
of illegal employments significantly and legalizes the sector that can be tracked on the 
increasing number of legal and mixed type employments (see Figure 2-3). 

 

Fig. 3. Factor effects on the number of mixed type employments. Category codes are in Table 1. 
The vertical axis shows the factor effect in the number of affected employments. 

When the social networks’ density (see factor ‘E’ for employees and factor ‘G’ for 
employers on Figures 1-4) is higher, the unemployment rate is lower by the increasing 
number of illegal employments. In an environment where evasion is the ‘rational’ op-
tion, the more information agents have on the expected drawback on evasion, the bet-
ter picture they have on the costs of having an illegal job. This result in less payment 
by agents caught by authorities and therefore less bankruptcy happens, and more 
agents can be employed (illegally). It’s a very important result: well-informed agents 
are able to adapt a more optimal taxpaying behavior. It also accords to the phenomena 
Korobow et. al. found: when agents weight neighbors’ compliance strategy payoffs 
more heavily in their decisions, noncompliance tends to increase [9]. It is common 
that the aggregated knowledge of agents affects the population-level compliance 
negatively. 

The ‘search probability’ parameter (factor ‘N’ on Figures 1-4) makes employee 
agents to search a better job when employed so thus apply new jobs more frequently. 
When employed agents search for better jobs at a higher probability, the number of 
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agents searching jobs increases. This results in an increased competition for available 
jobs, and decreased chance of a successful application. This influences unemployed 
agents more painfully as run out savings and forced to take any (in the examined case il-
legal) jobs. As an additional effect the agents have to decide more frequently on avail-
able jobs, they follow the changes in environment more closely and react more aptly. 

 

Fig. 4. Factor effects on the number of hidden employments. Category codes are in Table 1. 
The vertical axis shows the factor effect in the number of affected employments. 

It is remarkable that a greater rate of fine alone (factor ‘M’) has a negative effect 
on the number of legal employments (see Figure 2): it requires further experiments to 
determine exactly what fine rate has a motivation for compliance. 

On the one hand the better governmental services decrease the illegal employment 
rate. On the other hand the unemployment rate increases: in this case the legalization 
decreases the competitiveness of firms. 

At a higher tax rate (factor ‘O’) the number of mixed type employments increases, 
while the other two decrease. Higher taxes result less income for employed agents 
that motivate them towards evasion. This moves legal agents (employees and em-
ployers) towards mixed employment types. On the other hand agent caught on not 
paying tax face an increased fine (due to increased amount of tax not paid). Agents 
anticipating on that move towards mixed type employments to reduce the cost. 

4   Two Experiments in Extreme Environments 

The taxpayer agents estimate the activity of the tax authority that affects their deci-
sions strongly in an explicit way. However we wanted to demonstrate and verify that 
authority accuracy, the frequency of audits and the fine rate are far from being the 
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only dominant parameters of TAXSIM on the entire parameter space. For simplicity it 
was examined whether taxpayer contentment (with governmental services) can com-
pensate the abovementioned factors. No correlations between frequency of audits and 
taxpayer contentment were assumed; therefore agents didn’t change their strategies 
because they experienced no punishment for evasion. 

 

Fig. 5. Pie charts of the employment type distributions in case of a) high enforcement level and 
low taxpayer satisfaction and b) satisfied employers and no tax audits. Each chart depicts the 
time-averaged values of converged trajectories of 6000 time steps, averaged over the 216 simu-
lation runs performed with different random number sequences. 

We ran experiments to explore the taxpaying behavior in extreme environments. It 
was to be tested, how contradictory model factors affect the model output (the distri-
bution of legal, mixed type and illegal employments). 500 employee agents and an 
initial group of 50 employers (those have dynamic lifecycles) operated in a single run. 
The charts below depict the time-averaged values of converged trajectories of 6000 
time steps, averaged over the 216 simulation runs performed with different random 
number sequences. 

In the first scenario a strong activity of tax authorities were present (27,5 percent of 
employers were audited in each turn, and discovered offenses were fined by the 250 
percent of the evaded tax). On the other hand both employers' and employees' satis-
faction level was extremely low (30 percent of them requested services in each turn, 
and only 10 percent of the responds were satisfactory). Market demand was lowered 
too: it was 76 percent of the modeled sector's productivity. 

In the second scenario employer agents were highly compliant (90 percent of them 
requested services from the government in each turn, and 90 percent of the responds 
were satisfactory) and market demand was relatively high (only 10 percent less than 
the modeled sector's maximum productivity). On the other hand the agents faced  
no tax audits at all, and the employees' satisfaction level was relatively low (30 per-
cent of them requested services in each turn, and only 30 percent of the responds were 
satisfactory). 
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It was trivial, that this scenario won't result a totally illegal sector, due to the pa-
rameters. The interesting result is that not just the rate of illegal, but the rate of legal 
employments stays marginal too (see Figure 5). This means that the low satisfaction 
level of employees can compensate employers' high compliance level at a certain rate. 

5   Conclusions 

This paper summarized the results of a sensitivity analysis of the TAXSIM model. 
We examined what are the most powerful motivation factors when an agent selects a 
certain tax compliance level in case the decision is bounded to agents’ opportunities 
in job selection. We also assumed that agents accept the need for taxes.  

We found that income has the most powerful effect on the number of employed 
agents: a greater profit implies lower unemployment rate in the model: it raises the 
number of all employment types. 

Albeit an accurate authority decreases the number of illegal employments signifi-
cantly and legalizes the sector, it also increase unemployment rate, if the other moti-
vation factors for compliance are low. 

We found that the more accurate information agents have on their environment the 
less compliant they are going to be in TAXSIM that accords to the results of Korobow 
et. al. [9]. They experienced that when agents weight neighbors’ compliance strategy 
payoffs more heavily in their decisions, noncompliance tends to increase. It is com-
mon that the aggregated knowledge of agents affects the population-level compliance 
in a negative way. 

It was also demonstrated that in the taxpayer decision mechanism of TAXSIM fine 
and audits are not the only dominant factors. We found that that when the taxpayer 
contentment is low with governmental services, the rate of illegal employment is high 
even in case of frequent authority audits. On the contrary a high contentment can pre-
vent the society from total illegalization even in the lack of tax audits. It means the 
model has a rather complex response surface, perhaps a more complex one than to be 
expected from the results of initial experiments.  
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Abstract. In this paper, we will address term translation extraction from in-
dexed aligned parallel corpora, by using a couple of association measures com-
bined by a voting scheme, for scaling down translation pairs according to the 
degree of internal cohesiveness, and evaluate results obtained. Precision ob-
tained is clearly much better than results obtained in related work for the very 
low range of occurrences we have dealt with, and compares with the best results 
obtained in word translation. 

Keywords: Translation Equivalents, Extraction, Suffix Arrays, Parallel Corpus 
Alignment, Language Independent, Large Corpus. 

1   Introduction 

Most part of work on parallel text or alignment assumes that sentence alignment gra-
nularity is the most adequate granularity measure, mainly because automatic align-
ment precision obtained is close to 100% [3]. However, applications such as Statistic-
al Machine Translation (SMT) then require a finer alignment granularity (word 
alignment) for enabling the extraction of statistical translation models [9, 10], includ-
ing word translation and estimation of other parameters. According to our perspective 
on alignment, phrase-based alignment is more adequate for SMT and Example-Based 
Machine Translation (EBMT) [7]. In this vein, we have built an aligner [4] that  
rapidly aligns any parallel text collection using a translation lexicon of single and 
multi-word terms and expressions, that have been previously extracted, evaluated and 
accepted, rejected or left unverified, using accepted term or expression translation 
pairs as alignment correspondence segments. This aligner adapts the alignment algo-
rithm used by [11]. As a consequence, the cycle, composed of alignment, extraction 
of unknown term translations, validation of extracted term translations, will be re-
peated until a stage where no new gains will be obtained. In this paper, we will ad-
dress term translation extraction, by using a couple of association measures combined 
by a voting scheme, for scaling down translation pairs according to the degree of 
                                                           
*
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internal cohesiveness, and evaluate results obtained. Precision obtained is clearly 
much better than results obtained in related work [6] for the very low range of occur-
rences we have dealt with, and compares with the best results obtained in word  
translation extraction [12, 9]. Suffix arrays [8, 17] were selected as they are a data 
structure allowing for efficient string frequency counting, full text indexing, efficient 
string matching and retrieval. 

2   Background and Motivation 

Extraction of single- and multi-word translations is extremely important for Machine 
Translation (SMT and EBMT) [9, 10, 12, 15], for Cross Language Information Re-
trieval [2], for bilingual lexica and terminology [14, 9], for enabling increasingly 
precise sub-sentence alignment, as argued in this paper. Translation extraction is 
mainly made by using three different approaches: based on different co-occurrence 
approaches [6, 14, 12], on SMT models [9, 10], and on co-occurrence and random 
indexing [13]. Co-occurrence approaches use different similarity measures (see an 
extended comparison in [12] and [5]). In this paper we present an efficient solution 
using the alignment of parallel texts as guidance and using Suffix Arrays and related 
structures to make all the terms conveniently accessible. It should be noted that even 
though the base of our methodology is language independent, the results analyzed in 
this paper were obtained from an English/Portuguese language pair subset of a Euro-
pean Constitution corpus, using an implementation tuned for Western languages. 

3   Using the Alignment 

Two texts, each in a different language, are considered parallel if one is a translation 
of the other. To be able to set them apart, one of those texts will be called the source 
and the other the target. A translation equivalent consists of a source term and a target 
term in which one is a translation of the other. The aligned parallel text used is ob-
tained from a parallel text aligner developed in our research group [4], establishing 
language correspondences at a sub-sentence level and capable of using previously 
acquired knowledge for improving the alignment precision. Table 1 shows part of an 
alignment of two parallel texts, where the ‘*’s mark a known translation pair existing 
in the bilingual lexicon used for the alignment. Swaps and omissions between those 
texts prevent the monotonic aligner from doing a better job. Yet, this alignment con-
stitutes a very good starting point for the translation equivalents extraction process, as 
it clearly enables the identification of possible translations such as «Eurojust’s mis-
sion shall be to support and strengthen» <=> «A Eurojust tem por missão apoiar e 
reforçar», «strengthen» <=> «reforçar», «national investigating and prosecuting au-
thorities» <=> «as autoridades nacionais competentes para a investigação e o ex-
ercício de a acção penal», and «serious crime» <=> «criminalidade grave», which are 
obtained by composing whole segments1. 

                                                           
1 The problem of extracting translation equivalents like «support» <=> «apoiar» from this kind 

of alignment, requiring the fragmentation of a segment (in this case, the segment «shall be to 
support»), will be addressed in future work. 
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Table 1. An alignment example 

 Source segment Known Target segment 

1 Eurojust's  A Eurojust tem por  

2 mission * missão 

3 shall be to support  apoiar  

4 and * e 

5 strengthen  reforçar  

6 coordination and cooperation * a coordenação e a cooperação 

7 between * entre 

8 
national investigating and 

prosecuting 
  

9 authorities * as autoridades 

10   
nacionais competentes para a 
investigação e o exercício de a 
acção penal  

11 in relation to * em matéria de 

12   criminalidade  

13 serious * grave 

14 crime   

15 affecting * que afecte 

 
The translation equivalent «shall be to support» <=> «apoiar» is not a correct one 

and it can be rejected if it does not occur in the parallel texts as often as the right en-
tries «shall be to support» <=> «será apoiar» or « support» <=> «apoiar». This shows 
it is not enough to simply associate terms with each other. The alignments allow a 
very significant narrowing of the search space, but the problems caused by the misa-
lignments resulting from term translation ignorance, errors, language specific charac-
teristics or even dubious translations, must also be analyzed to reduce their negative 
effects on final results. 

With the parallel texts aligned it becomes much simpler to associate source and 
target terms as long as access to such terms is efficient. The idea is to take every 
source term of the source text, get the set of adjacent source segments that fit exactly 
the source term and then get the target terms from the corresponding adjacent target 
segments on the target text. Since we are only interested in obtaining new informa-
tion, translation equivalents composed only by known segments are discarded. The 
number of times a target term is associated to a source term will be the matching 
frequency. In the end, a translation equivalent will have three basic properties: the 
mentioned matching frequency, the source term frequency and the target term fre-
quency. These properties will be used to calculate the scoring measures described 
ahead, which will in turn be used to improve the results. 
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4   Implementation 

Considering the need for an easy access to terms and the availability of their frequen-
cies, our solution is based on Suffix Arrays, since these structures make the terms 
easily accessible and provide an efficient calculation of the frequency of every term, 
convenient for the scores described ahead. We had no interest in terms of every size, 
so a limit has been introduced, which also improved the performance. While working 
with Western languages, a word based solution has been developed. The following 
sub-sections will briefly describe the data structures used, using T = “to be or not to 
be” to help in such description, and explain their contribution. 

4.1   Suffix Array 

A text with N words will have N suffixes, each of them starting at the beginning of a 
word and spanning themselves until the end of the text. The Suffix Array keeps the 
offsets of those suffixes in lexicographic order, enabling an efficient binary search of 
a term [8]. Table 2 shows the Suffix Array of text T. 

Table 2. Suffix Array 

i SA[i] T[SA[i]] 
0 16 be 
1 3 be or not to be 
2 9 not to be 
3 6 or not to be 
4 13 to be 
5 0 to be or not to be 

4.2   LCP Array 

This structure keeps the longest common prefix (lcp) between two adjacent entries of 
the Suffix Array [8]. Since we are working with complete words, these lcp’s must 
also correspond to complete words, which means that the lcp between «Europe» and 
«European» will be 0, even though they share a common prefix. The purpose of this 
structure is to aid in the construction of the Suffix Class Array, described in the fol-
lowing sub-section. Table 3 shows the LCP Array of text T. 

Table 3. LCP Array 

i LCP[i] T[SA[i]] T[SA[i–1]] 
0 0 be (out of bounds) 
1 2 be or not to be be 
2 0 not to be be or not to be 
3 0 or not to be not to be 
4 0 to be or not to be 
5 5 to be or not to be to be 
6 0 (out of bounds) to be or not to be 
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4.3   Suffix Class Array 

This structure holds information about every unique term present in the corpus, name-
ly their location (through the Suffix Array) and their frequency [17]. So, every term 
and its prefixes (once again, whole word prefixes), sharing the same frequency will be 
represented by the same Suffix Class. For instance, if “European” and “European 
Community” both occur five times, those five instances of each of them will be 
represented by the same Suffix Class. However, if “Europe” also occurs five times in 
the text, it will not be included in the same Suffix Class because the prefix shared 
does not correspond to a full word match. This means each Suffix Class condensates 
in it all instances of a set of terms sharing the same word prefix and the same frequen-
cy. Table 4 shows the Suffix Class Array of text T. 

Table 4. Suffix Class Array 

i LBL SIL SA range tf text 
0 0 2 [0, 1] 2 be 
1 2 15 [1, 1] 1 be or not to be 
2 0 9 [2, 2] 1 not to be 
3 0 12 [3, 3] 1 or not to be 
4 0 5 [4, 5] 2 to be 
5 5 18 [5, 5] 1 to be or not to be 

 
Now, the fact that common word prefixes, with a common frequency, share the 

same Suffix Class, poses a problem and that is why the Term Array was designed, as 
described in the following sub-section. 

4.4   Term Array 

As noted above, two different terms, in which one is a word prefix of the other, can be 
represented by the same Suffix Class. However, we might still be interested in finding 
translations for both terms, individually. This is where the Term Array comes into 
play, by “expanding” every Suffix Class to show all their word prefixes that are not 
already represented by another Suffix Class. Now, all the instances of a given term2 
will be represented by one Term3 [1]. In the end, the source Terms will be associated 
to the target Terms that correspond to translations of the first. Table 5 shows the Term 
Array of text T. 

Since each Term structure represents all the instances of a given term, the Term 
Array will contain all the terms to be processed, with no repetitions. Considering L as 
the word limit and N as the number of words in a text, and knowing that there will be 
at most 2N–1 Suffix Classes [17], each Suffix Class would generate L Terms in the 
worst case, so the number of elements of this structure would be (2N–1)L. Knowing 
that L rarely takes a value larger than a constant, the resulting size is O(N). 

 

                                                           
2 Term (not capitalized) is the multi-word expressions being analyzed. 
3 Term (capitalized) is the structure holding information for the multi-word. 
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Table 5. Term Array 

i SC index term 
0 0 be 
1 1 be or 
2 1 be or not 
3 1 be or not to 
4 1 be or not to be 
5 2 not 
6 2 not to 
7 2 not to be 
8 3 or 
9 3 or not 

10 3 or not to 
11 3 or not to be 
12 4 to 
13 4 to be 
14 5 to be or 
15 5 to be or not 
16 5 to be or not to 
17 5 to be or not to be 

4.5   Combining the Structures 

All previous structures are calculated for the texts of each language and, combined 
with the alignment information, a series of steps are taken (also for each language) in 
order to extract the translation equivalents. Using Table 5 to help explaining the 
process, the steps are the following: 

─ All source terms («be», «be or», «be or not», …) will be processed by traversing 
the source Term Array; 

─ Each source Term will have all its occurrences identified, with the aid of the 
corresponding Suffix Class, so that they can be used to find the corresponding 
alignment segments, through binary searches (the term could be composed by 
more than one segment) and we only keep the segment or segments when they 
only contain the term (when looking for «to be», we discard the segments «not 
to be» and «to be or»: we only want the term, nothing more and nothing less); 

─ Once the alignment segments are found, we can retrieve the corresponding tar-
get terms (remember that we are only interested in new information so, when 
the set of segments is all known, the candidate is discarded); 

─ The target terms are then used to find the corresponding target Terms (through 
binary searches) so they can be used to check if the target term has been asso-
ciated with the source term (through the source Term). 

So, this solution sequentially accesses all source Term structures and then accesses all 
target Term structures through binary searches. This procedure, combined with the 
structures, the alignment guidance, and the limitation on the number of words for the 
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terms, enables us to efficiently process all translation equivalents of the candidate 
terms. The complexity of our solution is then O(N×(log2(N))2), far better than the 
initial N4 (if all possible N2×N2 were considered, with no guidance),  thanks to the 
alignment and the structures that allow efficient storage and retrieval of terms. 

5   Exploring Alignment Patterns 

As noted before, the alignment has a few limitations. In Table 1, segments 12, 13 and 
14 show a misalignment due to word order differences between English and Portu-
guese which prevent a complete word-to-word alignment. In a situation in which we 
have no knowledge about the languages involved, we could try every possible combi-
nation of translation equivalents from the shown alignment configuration («serious» 
<=> «criminalidade grave», «serious crime» <=> «criminalidade grave» and «serious 
crime» <=> «grave»), and expect for statistics to work in our behalf. This approach 
means that in order to make evident that some equivalent combinations are more 
“probable” than others, the larger the corpus used, the better. 

However, since we know something about the languages involved, we decided to 
explore that. So, in this case we can see that this equivalent is “surrounded” by empty 
segments, and this is a common pattern found in aligned parallel texts for the Eng-
lish/Portuguese language pair, allowing us, in this situation, to keep just the transla-
tion equivalent «serious crime» <=> «criminalidade grave» and discard the others. An 
observation that could somehow justify this is the fact that any other combination 
would leave an alternative aligning with an empty segment while “consuming” anoth-
er. For instance, admitting «serious crime» <=> «grave <empty>» would, in a way, 
imply «<empty>» <=> «criminalidade» which, in this case, is something that does not 
make sense4 and should be merged with the previous. 

6   Defining Scores to Filter Entries 

As it has already been mentioned, some extracted translation equivalents are simply 
wrong because they result from a bad alignment, a frequent error or even a bad trans-
lation. While paying attention to the translation equivalents’ properties (source, target 
and matching frequencies), we were able to observe that most of the wrong transla-
tions revealed significant differences between those properties. It is known that many 
terms can have a few different translations, so it is expectable that both terms of a 
translation equivalent will not have the same frequency. However, when this differ-
ence is considerable, we can conclude with some degree of certainty that the equiva-
lent is wrong. The problem here is to define a score and a reasonable threshold that 
would allow us to discard all the entries bellow (or above, for that matter) that thre-
shold value. 

Usually, having two terms associated many times with each other is a good sign of 
correctness (it could also be a frequent error), but we should also consider their indi-
vidual frequencies to detect some abnormal deviation of only one term or both. In 
other words, this means that the terms can have been matched many times but the 

                                                           
4
 There could be some word suppression, but this is not the case. 
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frequency of one or both of them is so much higher that we could be suspicious about 
the equivalent’s quality. 

All this considered, the following functions have been developed and evaluated for 
several thresholds. They use the translation equivalents’ base properties, where X 
represents the source term frequency, Y the target term frequency and XY the match-
ing (or co-occurrence) frequency, and return a value between 0 and 1. 

6.1   Score Function 1 13 XYX XYY min X, Ymax X, Y  

This measure takes into account the occurrence conditional probability of the source 
(target) term given that the target (source) term occurs, giving rise to sub-formula 
XY/X (or XY/X), and the ratio min(X,Y)/max(X,Y), where only source and target 
term frequencies are considered. These three individual measures are then given the 
same weight for obtaining the final score. The closer the frequencies X, Y and XY 
are, the higher will be the score. 

6.2   Score Function 2 12 min X, Ymax X, Y 1 1XY  

This function only has two terms, with equal weight. One just takes separate frequen-
cies, as above. The other just takes matching frequency, XY. The higher the value of 
XY, the closest this term will be to 1, thus benefiting translation equivalents with high 
matching frequencies. This function has shown a slight results improvement when 
compared to the previous one. 

7   Results Analysis 

In order to evaluate the scores, we randomly selected 1000 translation equivalents to 
be evaluated from a set of more than 250000, measuring the precision and recall for 
the correct and incorrect entries for a set of thresholds, as shown in Figures 1 and 2. 

 

Fig. 1. Precision and recall of correct entries 
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Fig. 2. Precision and recall of incorrect entries 

In Table 6 we can see a few examples. These show that Score Function 1 correctly 
accepts the first equivalent and correctly rejects the second, while Score Function 2 
correctly accepts the third term and correctly rejects the fourth. 

Table 6. Some examples of translation equivalents using a 0.5 threshold 

X Y XY Source term Target term F1 F2 
Correct 
selection 

2 6 2 all information 
todas as  
informações 

0.56 0.42 
Accepted 
by F1 

5 14 3 
compulsory 

education 
obrigatório 0.39 0.51 

Rejected 
by F1 

8 9 2 
em consequência 

de 
as a result of 0.45 0.69 

Accepted 
by F2 

2 1 1 administer 
administram em as 
zonas de soberania 

0.67 0.25 
Rejected 
by F2 

8   Conclusions and Future Work 

We have developed an efficient process to extract good quality single and multi-word 
translations on top of aligned parallel texts, whose alignment precision, recall and 
F-measure are close to 79%, when using evaluation metric in [16]. Suffix Arrays and 
their related structures were used to index a corpus with approximately 1MB of size 
and 200000 words for each language. We have also shown that it is possible to im-
prove the precision of the results by developing a scoring formula using the transla-
tion equivalents’ base properties (frequencies). According to the results evaluation, 
we can use several thresholds depending on specific demands. We might be interested 
in a balanced precision and recall for both the correct and incorrect entries, in which 
case 0.2 might be a good threshold, with a precision of 71% for both correct and in-
correct entries; we might be interested in a high precision of correct entries, so 0.6 
might be a good threshold choice, with at least 10% recall (considering that around 
60% of the randomly chosen entries were correct, we could expect around 18000 
entries with 80% precision); or we might be interested in a high precision of incorrect 
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entries, for which 0.1 is a good threshold with almost 30% recall. These suggestions 
consider Score Function 2. Results obtained are far better than those obtained in [6], 
where precisions above 60% require frequencies well above 10 (in [13] more than 
1000 is needed to reach such precision) while our results take into account frequen-
cies equal to 1 and larger. In [9] only word translation pairs extraction is considered, 
with lower precision. Moreover, complexity of our extraction algorithm allows fast 
term translation extraction and faster evaluation due to higher precision. 

The extraction does not partition segments in order to obtain equivalents for terms 
inside such segments. Let us take, for instance, the alignment «A B C» <=> «D», 
where any of the terms «A», «B» or «C» (or even «A B» or «B C») could be the 
equivalent of «D». This shows the need to find more alignment segments to be able to 
accept equivalents as being more likely, or to reject them as being less likely, and the 
way all such information should be used to do so still needs to be studied. Also, we 
shall address the benefits from using the alignment, extraction and validation cycle in 
terms of productivity and enhancement of alignment and translation quality. 
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Abstract. This paper presents an approach for categorizing documents
according to their implicit locational relevance. We report a thorough
evaluation of several classifiers designed for this task, built by using
support vector machines with multiple alternatives for feature vectors.
Experimental results show that using feature vectors that combine docu-
ment terms and URL n-grams, with simple features related to the locality
of the document (e.g. total count of place references) leads to high ac-
curacy values. The paper also discusses how the proposed categorization
approach can be used to help improve tasks such as document retrieval
or online contextual advertisement.

Keywords: Document Classification, Geographic Text Mining.

1 Introduction

Automated document classification is a well studied problem, with many ap-
plications in text mining and information retrieval [11]. A recent trend in text
mining applications relates to extracting geographic context information from
documents. It has been noted that the combination of techniques from text
mining and geographic information systems can provide the means to integrate
geographic data and services, such as topographic maps and street directories,
with the implicit geographic information available in Web documents [2,6,9].

In this work, we propose that textual documents can be characterized accord-
ing to their implicit locational relevance. For example, a document on the subject
of computer programing can be considered global, as it is likely to be of interest
to a geographically broad audience. In contrast, a document listing pharmacies
or take-away restaurants in a specific city can be regarded as a local, i.e., likely
to be of interest only to an audience in a relatively narrow region. Somewhere
in between is a document describing touristic attractions in a specific city, likely
to be of interest to both the inhabitants of that city and to potential visitors
from other parts of the world. In the context of this work, locational relevance is,
therefore, a score that reflects the probability of a given document being either
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global (i.e., users interested in the document are likely to have broad geographic
interests) or local (i.e., users interested in the document are likely to have a sin-
gle narrow geographic interest). This score can be produced from the confidence
estimates assigned by a binary classifier such as a Support Vector Machine [12].

Previous research has addressed the problem of automatically computing ge-
ographic scopes of Web documents [1,2]. Techniques have also been proposed for
detecting locationaly relevant search engine queries [3,4]. However, to the best
of our knowledge, no description has ever been published on techniques for clas-
sifying documents according to locational relevance (i.e., classifying documents
as either local or global). This is a significantly different problem from that of
assigning documents to geographic scopes, since two documents can have the
same scope but different locational relevances. For instance, the Web page of a
research group in Lisbon and the Web page of a local restaurant in Lisbon have
the same geographic scope, nonetheless, people visiting the restaurant’s page are
most probably taking into consideration the location, while people visiting the
researcher’s page are most probably interested in their studies, regardless from
where the group is physically located.

To solve this problem, we propose an approach for categorizing documents
according to their implicit locational relevance, using state-of-the-art machine
learning techniques. We report a thorough evaluation of several classifiers, built
using support vector machines, and explore many alternative features for repre-
senting documents. In addition, we also discuss how our classifier can be used
to help improve tasks such as document retrieval or online advertisement.

The rest of the paper is organized as follows: Section 2 presents related work.
Section 3 describes our classification approach, detailing the proposed features.
Section 4 presents and discusses the experimental validation, also describing
applications for locational relevance classifiers. Finally, Section 5 presents our
conclusions and directions for future work.

2 Related Work

Traditional Information Retrieval and Machine Learning research has studied
how to classify documents according to predefined categories [10,11]. The sub-
area of Geographic Information Retrieval has addressed issues related to the
exploitation of geographic context information mined from textual documents.
In this section, we survey relevant past research on these topics.

2.1 Document Classification

Document classification is the task of assigning documents to topic classes, on the
basis of whether or not they share some features. This is one of the main problems
studied in fields such as text mining, information retrieval, or machine learning,
with many approaches described in the literature [10,11]. Some methods suitable
for learning document classifiers include decision trees [14], logistic regression [15]
and support vector machines [7,12]. SVMs can be considered a state-of-the-art
method in binary classification, returning a confidence score in the assigned class.
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Previous works have also suggested that in text domains, due to the high-
dimensionality of the feature space, effective feature selection can be used to
make the learning task more efficient and accurate. Empirical comparisons of
different feature selection methods have been made in the past [13,16], with
the results suggesting that either Chi-square or information gain statistics can
provide good results. In this work, we use feature selection methods in order to
examine the most discriminative features.

2.2 Mining Geographical Information from Text Documents

Previous research in the area of geographic information retrieval has addressed
problems such as the recognition and disambiguation of place references present
in text, and the assignment of documents to encompassing geographic scopes.

Leidner presented a variety of approaches for handling place references on
textual documents [9]. The problem is usually seen as an extension of the named
entity recognition (NER) task, as proposed by the natural language processing
community [17,18]. More than recognizing mentions to places in text, which is
the subject of NER, the task also requires for the place references to be dis-
ambiguated into the corresponding locations on the surface of the Earth, i.e.,
assigning geospatial coordinates to the place references [9]. Place reference dis-
ambiguation usually relies on gazetteer matching, together with heuristics such
as default senses (i.e., disambiguation should be made to the most important
referent, based on population counts) or spatial minimality (i.e., disambiguation
should minimize the convex hull that contains all candidate referents) [9,19].
Metacarta1 is a commercial company that sells state-of-the-art geographic in-
formation retrieval technology. The company also provides a freely-available
geotagger Web service that can be used to recognize and disambiguate place ref-
erences in text. An early version of the Metacarta geotagger has been described
by Rauch et al. [20]. Yahoo! Placemaker2 is another free Web service which
provides recognition and disambiguation of place references in text. The com-
plementar Yahoo! GeoPlanet3 Web service is an example of an online gazetteer,
returning descriptions of places based on their name.

Anastácio et al. surveyed different approaches for assigning documents to ge-
ographic scopes [28]. In one of the pioneering works in the area of geographic in-
formation retrieval, Woodruff and Plaunt proposed a technique with basis on the
place references discovered in the text [6]. Theirmethod wasbased ondisambiguat-
ing the place references into the bounding polygons that correspond to the geo-
graphic area of the referents. The geographic scope of the document is afterward
computed by overlapping the areas of all the polygons. More recently, Ding et al.
proposed specific techniques for extracting the geographical scope of web pages [1].
For example, the Diário de Coimbra online newspaper has a geographical scope

1 http://ondemand.metacarta.com
2 http://developer.yahoo.com/geo/placemaker
3 http://developer.yahoo.com/geo/geoplanet

http://ondemand.metacarta.com
http://developer.yahoo.com/geo/placemaker
http://developer.yahoo.com/geo/geoplanet
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that consists of the city of Coimbra, while the Publico newspaper has a geographi-
cal scope that includes the entire territory of Portugal. To compute the geograph-
ical scope of a web document, Ding et al. propose two complementary strategies:
(1) a technique based on the geographical distribution of HTML links to the page,
and (2) a technique based on the distribution of geographical references in the text
of the page. Amitay et al. also proposed a technique for assigning Web documents
to the corresponding geographic scope [2], leveraging on part-of relations among
the recognized place references (i.e. Lisbon and Porto are both part of Portugal,
and documents referring to both these places should have Portugal as the scope).
Looping over the disambiguated references, this approachaggregates, for eachdoc-
ument, the importance of the various levels in a location hierarchy. The hierarchy
levels are then sorted by importance and results above a given threshold are re-
turned as the geographic scope.

Gravano et al. proposed a technique for classifying search engine queries as
either local or global, using the distributional characteristics of location names
occurring in the results produced by a search engine to the query [3]. There are
many similarities between the work by Gravano et al. and the proposal of this
paper, but here we are instead concerned with classifying documents as global
or local, instead of classifying user queries.

3 Classifying Documents According to Locational
Relevance

Assigning documents to global and local classes, according to their implicit lo-
cational relevance, is a hard document classification problem. Instead of just
applying a standard classification approach, based on a bag-of-words represen-
tation of the documents, we argue that specific geographic features are also well
suited to reflect the locational characteristics of the documents.

Global documents often do not include any mentions to place names. Consider
the home page of the Weka software package4. Users reading this document are
probably looking for tutorials about machine learning, and they are not restricted
in their interests to a specific geographic scope. Nevertheless, it is interesting to
note that global documents can sometimes include mentions to place names.
Consider a document describing a review of U2’s latest concert in Lisbon. The
location name is clearly distinguishable in the document, but the readers may
have completely different geographic interests.

Local documents are, on the other hand, more likely to contain mentions to
place names, particularly place names associated to small regions. Local docu-
ments are also more likely to contain references to places that are restricted to a
somewhat confined area, whereas global documents can contain place references
to distinct places around the world. Examples of local documents include local
business listings or descriptions of local events.

4 http://www.cs.waikato.ac.nz/ml/weka

http://www.cs.waikato.ac.nz/ml/weka
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3.1 Classification Features

The feature vectors used in the proposed classification scheme combine informa-
tion directly extracted from the full text of the documents, or from the document
URL, with higher level geographic information, mined from the documents us-
ing techniques from the area of geographic information retrieval. We group the
considered features in four classes, namely (1) textual features, (2) URL fea-
tures, (3) simple locative features, and (4) high level locative features. Textual
and URL features are directly extracted from either the text or the URL for the
document, whereas the remaining require geographic text mining.

In the case of the textual features, the idea was to capture the thematic
aspects, encoded in the document’s terminology, that can influence the decision
of assigning a document to either a global or local class. For instance documents
about restaurants or pharmacies are more likely to be local than documents
about programming languages or music downloads.

The Yahoo! Term Extraction5 Web service, a state-of-the-art industrial tool
for key term extraction, was used to discover important words in the documents.
Its implementation is available via an open Web service, which takes a text
document as input and returns a list of significant words or phrases extracted
from the document.

The full set of textual features is shown below:

– Word stems occurring in the lowercased document text, weighted according
to the term frequency vs. inverse document frequency scheme (TF/IDF).
Stopwords were removed according to the list provided by the Weka package.

– Lowercased words selected by the Yahoo! Term Extraction service as the
most important in the document, weighted through the TF/IDF scheme.

When classifying Web documents, another source of information that can be used
for classification is their Uniform Resource Locator (URL). Previous research has
shown that classifiers built from features based solely on document URLs can
achieve surprisingly good results on tasks such as language identification [24] or
topic attribution [23]. Intuitively, URLs contain information that can be used to
discriminate between local and global pages, such as top level domains or words
such as local or regional. For instance, a document whose URL has a top level
domain .uk is more likely to be local than a document with a top level domain
such as .com. Taking inspiration on the experiments reported by Baykan et
al. [23], the following features were considered:

– Character n-grams, with n varying between 4 and 8, extracted from the
lower-cased document URLs and weighted according to the TF/IDF scheme.

Simple locative features essentially correspond to counts for locations recognized
in the documents, through the use of the geographic text mining services pro-
vided by Yahoo!. The Placemaker text mining service provides functionalities

5 http://developer.yahoo.com/search/content

http://developer.yahoo.com/search/content
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for recognizing and disambiguating place references in text, returning the lati-
tude and longitude coordinates for each place recognized. Using the GeoPlanet
gazetteer service, we can expand the information returned by Placemaker with
elements such as the county, state, country, continent and bounding polygon
corresponding to each of the recognized place references. The combined func-
tionalities of these two services allow us to experiment with a wide variety of
locative document features.

It is important to notice that using the Yahoo! Placemaker for recognizing
the place references over text has some advantages compared to the usage of
a simpler dictionary-based approach. Since Placemaker uses natural language
contextual clues, it helps to disambiguate whether a word like reading refers to
the location in England or to the verb sense of to read. Placemaker’s geotagger
also covers many colloquial place names (e.g. nyc for New York City), as well as
interest points (e.g. Eiffel Tower) that may appear in the text.

Having locations referenced in the document can indicate a tendency towards
a higher locality, particularly if these locations are all related to a single relatively
narrow region. On the other hand, having no locations whatsoever, or having
many locations from different parts of the World, can indicate that the document
has a global scope. We combine the location counts in various ways, aggregating
the places according to containment relationships in order to group together
the information for places in the same administrative divisions. We count the
frequency of place references at different levels of detail (i.e., continent, country,
state, city), as well as the aggregate total for all different unambiguous place
references. The complete set of considered features is as follows:

– Total number of locations referenced in the text.
– Total number of unique locations referenced in the text.
– Number of unique locations, grouped by city, county, state, country and

continent.
– Number of locations, grouped by city, county, state, country and continent.
– Number of unique locations, grouped by city, county, state, country and

continent, considering the aggregated sub-locations that are hierarchically
below (i.e., the number of counties includes the number of cities referenced
in the text, the number of states includes the number of counties plus the
number of cities, and so on).

– Total number of locations, grouped by city, county, state, country and conti-
nent, considering the aggregated sub-locations that are hierarchically below.

High level locative features correspond to the encompassing geographic areas
computed with basis on the place references that were recognized in the text.
The idea is that documents having broad geographic areas are more likely to
correspond to global pages. Yu and Cai presented similar ideas for measuring the
importance of geographic references in search engine queries [26]. The considered
features are as follows:

– Area for the geospatial region corresponding to the geographic scope of the
document, computed with the method proposed by Amitay et al. in the
context of the Web-a-Where system [2].
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– Area for the geospatial region corresponding to the geographic scope of the
document, computed with the method proposed by Woodruff and Plaunt in
the context of the GIPSY system [6].

– Area for the geospatial region that covers all the place references extracted
from the document.

– Confidence score assigned by the Web-a-Where algorithm to the geographic
scope that was computed for the document.

– Confidence score assigned by the GIPSY algorithm to the geographic scope
that was computed for the document.

As stated in the description of the high level locative features, we implemented
the scope assignment approaches proposed by Amitay et al. and by Woodruff and
Plaunt [2,6]. The required geospatial computations were implemented through
the use of the Java Topology Suite, an API of 2D spatial functions that supports
the computation of area aggregates and intersections [8].

3.2 The Classification Method

In this work, we use Support Vector Machines (SVMs) for document classifica-
tion. SVMs have been found quite effective for this task, which is characterized by
having a high dimensionality in terms of the feature vectors [12]. SVM classifiers
conceptually convert the original measurements of the features in the data to
points in a higher-dimensional space that facilitates the separation between two
classes. While the transformation between the original and the high-dimensional
space may be complex, they need not to be carried out explicitly. Instead, it is
sufficient to calculate a kernel function that only involves dot products between
the data points, transformed from the original feature space. Commonly used
functions include linear or Gaussian (radial basis) kernels, with the latter being
recommended for document classification problems [12]. Determining the opti-
mal classifier is equivalent to determining the hyper-plane that maximizes the
total distance between itself and representative transformed data points (i.e., the
support vectors). In our experiments, we used the Weka SVM implementation [5]
with a Gaussian kernel function.

4 Experimental Evaluation

To evaluate our proposal, a large set of experiments was performed. This section
describes the reference datasets, the metrics, the experimental settings, and the
obtained results.

4.1 Document Collections

We used two different sets of documents containing both local and global exam-
ples. These document collections were:
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– Topix news articles collection: We crawled a set of 100 news articles
from the Topix website6, which includes many regional news. Each document
was then manually classified using the location relevance criteria that was
previously introduced, resulting in a collection containing 50 local documents
and 50 global documents.

– ODP Web pages collection: We experimented with a collection of 8000
Web pages containing at least one geographic reference, 4000 classified as
local and 4000 classified as global, randomly crawled from the Open Directory
Project7 (ODP). Pages under small locations in the ”Regional” portion of
the directory were regarded as local (i.e., US cities and US states), while
pages outside the ”Regional” category or under a large region (i.e., USA)
were regarded as global.

4.2 Evaluation Metrics

We considered standard information retrieval evaluation metrics to assess the
performance of the various classifier configurations. Thus, precision and recall,
were computed for both the local and global document classes. Precision (P )
is the ratio of the number of items correctly assigned to the class divided by
the total number of items assigned to the class. Recall (R) is the ratio of the
number of items correctly assigned to a class as compared with the total number
of items in the class. Since precision can be increased at the expense of recall, we
also compute the F1 measure, which combines precision and recall into a single
number using the formula F1 = 2PR/(P + R).

Given the binary nature of our classification problem, we also measured results
in terms of accuracy and error. Accuracy is the proportion of correct results (both
true positives and true negatives) given by the classifier. Error, on the other
hand, measures the proportion of instances incorrectly classified, considering
false positives plus false negatives.

4.3 Results and Discussion

For both the news and the ODP document collections, we trained SVM classifiers
using different combinations of the proposed features. For each case, a 10-fold
cross validation was performed. The considered feature combination experiments
are presented in Table 1. Tables 2 and 3 overview the results.

By looking at the results, we can see that, in both collections, the textual fea-
tures, as well as the locative features, are by themselves able to provide relatively
high accuracies. Nonetheless, by combining them we can improve the accuracy by
more than 8% on the ODP collection and 3% on the Topix collection. High level
locative features had worse results than we had anticipated. We think this might
be related with a relatively poor effectiveness of both Web-a-Where and GIPSY
in detecting the correct geographic scope. In a seperate study we showed that
6 http://www.topix.com
7 http://www.dmoz.org

http://www.topix.com
http://www.dmoz.org
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Table 1. The feature combinations considered in our experimental setup

TW Word stems derived from the entire document.
TK Word stems generated from the key words.

TWK Combination of the features from cases TW and TK.

U URL n-grams.

LS Simple locative features.
LH High level locative features.
LSH All the locative features.

T+L The best textual feature, plus the best locative feature.
T+L+U The best textual and locative features, plus the URL n-grams.

Table 2. Results obtained for the classification algorithm, over the ODP collection

Precision Recall F-Measure
Experiment Local Global Local Global Local Global Error Accuracy

TW 0.81 0.79 0.79 0.81 0.8 0.8 19.86 80.14
TK 0.74 0.74 0.74 0.74 0.74 0.74 25.86 74.14

TWK 0.82 0.8 0.8 0.82 0.81 0.81 19.09 80.92
U 0.66 0.69 0.72 0.63 0.69 0.66 32.47 67.53
LS 0.78 0.86 0.88 0.74 0.82 0.8 18.85 81.15
LH 0.56 0.69 0.87 0.3 0.68 0.42 41.31 58.69
LSH 0.58 0.82 0.93 0.31 0.71 0.45 37.58 62.42
T+L 0.89 0.91 0.91 0.88 0.9 0.89 10.43 89.57

T+L+U 0.89 0.91 0.91 0.89 0.9 0.9 10.15 89.85

Table 3. Results obtained for the classification algorithm, over the Topix collection

Precision Recall F-Measure
Experiment Local Global Local Global Local Global Error Accuracy

TW 0.53 1 1 0.1 0.69 0.18 45 55
TK 0.71 0.61 0.48 0.8 0.57 0.69 36 64

TWK 0.54 1 1 0.16 0.7 0.28 42 58
U 0.45 0.39 0.6 0.26 0.51 0.31 57 43
LS 0.63 0.6 0.54 0.68 0.58 0.64 39 61
LH 0.54 0.51 0.24 0.8 0.33 0.62 48 52
LSH 0.67 0.62 0.56 0.72 0.61 0.67 36 64
T+L 0.71 0.64 0.58 0.76 0.64 0.7 33 67

T+L+U 0.54 0.65 0.86 0.26 0.66 0.37 44 56

Web-a-Where and GIPSY assign documents to the correct scopes approximately
50% and 21% of the times, respectively [28].

Using the URL n-grams slightly improves the ODP results. The same did not
happen with Topix, but it is understandable, since an information gain analysis
of the features showed us that the most significative n-grams were the top level
domains like .gov and .us, which are hardly found in the Topix news.

An information gain analysis of the features used in the classifiers also showed
that the simple locative features are the most important, specially the ones that
consider the aggregated count of sub-locations. Regarding the textual features,
the same analysis pointed words like hotel, restaurant, park, or hike, as highly
discriminative.
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Although not exploited in this work, we believe that the proposed document
classification scheme can be used to improve the quality of the results in tasks
such as document retrieval or online contextual advertisement. For document re-
trieval applications, the locality classification can be pre-computed off-line, since
it is query-independent. At query time, given that we can also classify queries
as either local or global (for instance using the technique proposed by Gravano
et al. [3]), we can re-rank the results so that more global or local documents
are ranked higher in the results list shown to the user. The paper by Gravano
et al. already provided a thorough discussion on similar ideas. For contextual
advertisement, at run-time, we can attempt to localize the advertisements to
either the geographical area discussed in the document (particularly interesting
to pages where we have a high confidence in that they are local), or to the area
of the user that is accessing the document, estimated for instance through the
user’s IP address (more interesting for less local pages, or for global pages).

In the context of Geographic Information Retrieval, Cai extended the vector
space model in order to seperately consider a thematic similarity and a geo-
graphic similarity [27]. The confidence score produced by our SVM classifier
might be a valid option for weighting these similarities in an overall formula.

5 Conclusions and Future Work

This paper presented a locational relevance categorization scheme for textual
documents. We discussed how documents can be represented through features
based on textual terms, URL n-grams and place references, extracted through
text mining, for the purposes of determining their locational relevance. Using
these features, a Support Vector Machine classifier for automatically determining
the locational relevance was tested. Empirical results indicate that, for many
documents, locational relevance can be determined effectively. We also compared
different combinations of features to determine their impact on classification
effectiveness. Results showed that using feature vectors that combine weighted
text terms with features related to the locality of the document (e.g. place names
extracted through text mining) results in increased performance.

Several challenges remain for future work. Assuming three document classes
(i.e., global G, local L, and somewhat local SL), instead of our binary classi-
fication, we could design up to four separate classification tasks, depending on
application needs: (1) to discriminate between classes L,SL and G; (2) to dis-
criminate between classes L and SL,G; (3) to discriminate between classes L and
G, ignoring the SL classes; (4) to simultaneously discriminate between all the
three classes. This may help in dealing with the difficult classification cases.

We also plan to experiment with additional features in the classifier. In the
context of search engine queries, Jones et al. studied the relationship between the
non-location part of an explicit geographic query and the distance of the query’s
location part from the issuer’s IP location [25]. They found that geographic
queries have a varied distance distribution and, therefore, different localization
capabilities. In the context of Web documents, we can also use the distance or
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the area of overlap between the area corresponding to the Internet address of
the server hosting the document and the geographic scope of the document, as
an additional feature for classifying documents as either local or global.

Moreover, some of the characteristics that make a document either local or
global may not be directly observable in the document itself, but rather in other
contextual information related to the document. Previous research on Web doc-
ument classification has shown that better performance can be achieved trough
combinations of content-based features with additional features derived from the
neighboring documents in the link structure of the web graph [21,22]. Previous
experiments dealing with geographic context information have already accounted
with similar ideas, as for instance Gravano et al. [3], in classifying search engine
queries as either local or global, used a sample of the search results returned
for a given query rather than the words of the query itself. For assigning geo-
graphic scopes to Web documents, Ding et. al proposed to use the distributional
characteristics of the locations associated with HTML in-links [1]. It would be
interesting to integrate, into our feature vectors, information about the distri-
butional characteristics of locations in related documents, having this notion of
relatedness coming from either textual similarity or from linkage information.
Our currently ongoing work is addressing these ideas, aiming at the application
of locational relevance classifiers in geographical IR and contextual advertising.
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Relieving Polysemy Problem for Synonymy Detection

Gaël Dias and Rumen Moraliyski

University of Beira Interior, Covilhã 6201-001, Portugal
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Abstract. In order to automatically identify noun synonyms, we propose a new
idea which opposes classical polysemous representations of words to monose-
mous representations based on the “one sense per discourse” hypothesis. For that
purpose, we apply the attributional similarity paradigm on two levels: corpus and
document. We evaluate our methodology on well-known standard multiple choice
synonymy question tests and evidence that it steadily outperforms the baseline.

1 Introduction

Identifying and extracting synonyms is a crucial issue for NLP systems. Indeed, syn-
onyms are widely used, even in narrow domains, to refer to the same concept thus
avoiding repetition.

Discovering close synonyms is a difficult task. Some methods detect broad range
of semantic relatedness including but not limited to synonymy such as in [1]. Other
methods make use of syntactic contexts which tighten the set of detected relations but
they tend to correctly solve less polysemous cases as shown in [2]. Due to the fact that
only about 25% of the words are polysemous, this kind of methods solve the problem for
the most part of the vocabulary. Nevertheless, most frequent words are usually highly
polysemous and represent a large proportion of the texts [3]. As a consequence, there is
a critical need for methods capable of separating the different meanings of a polysemous
word in distinct representations.

In this paper, we propose a methodology to measure syntactic oriented attributional
similarity based on the “one sense per discourse” hypothesis [4]. Instead of relying
exclusively on corpus distributions, we build noun representations and compare them
within document limits. This paper presents extended evaluation and analysis of our
previous work [5].

In order to test this assumption, we implement the vector space model based on the
cosine similarity measure over Term Frequency weighted by Inverse Document Fre-
quency, Pointwise Mutual Information [6] and Conditional Probability [7]. We also im-
plement two probabilistic similarity measures: the Ehlert model [8] and the Lin model
[9]. Finally, we evaluate our methodology on a noun subset of well-known standard
multiple choice synonymy question tests and evidence that it steadily outperforms the
baseline.

2 Related Work

Most related research works use multiple choice synonymy questions for evaluation.
Each question consists of five words: the target word and four response words, one of

L. Seabra Lopes et al. (Eds.): EPIA 2009, LNAI 5816, pp. 610–621, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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which is the correct answer and the other ones are called decoys. In this context, the
problem aims at defining a function that highlights the best synonym candidate.

One of the most famous works is proposed in [1] where document distribution is used
to measure word similarity. They show that the accuracy of Latent Semantic Analysis
(LSA) is statistically indistinguishable from that of a population of non-native English
speakers on the same questions.

More recent works have focused on the window based vector space model (VSM). A
context vector built on co-occurrence basis within the entire corpus is associated to each
word from the multiple choice test. For instance, in [6], a variety of similarity metrics
and weighting schemes of contexts are studied and their DR-PMI achieves a statistical
tie compared to the PMI-IR proposed by [10].

The PMI-IR is one of the first works to propose a hybrid approach to deal with
synonym detection. Indeed, it uses a combination of evidences such as the Pointwise
Mutual Information (PMI) and Information Retrieval (IR) features like the “NEAR”
and “NOT” operators of a search engine to measure similarity between pairs of words.
At this point, it is important to notice that this work does not follow the attributional
similarity paradigm but rather proposes a heuristic to measure semantic distances. Later,
[11] refined the PMI-IR algorithm and proposed a module combination to include new
features such as LSA and thesaurus evidences. However, the introduction of thesaurus
features biases radically the test of synonym detection.

In parallel, some works have used linguistic resources to measure similarity. Results
for a number of relatively sophisticated thesaurus-based methods which look at path
lengths between words in the heading classifications of Roget’s Thesaurus are given in
[12]. However, this methodology does not follow the attributional similarity paradigm.

In the syntactic attributional similarity paradigm, word context vectors associated
to all target words of the test are indexed by the words they co-occur with within a
given corpus for a given syntactic relation. For example, (good, adjective) and (have,
direct-obj) are attributes of the noun “idea” as illustrated in [13]. Unfortunately, to our
knowledge, unlike window based approaches, syntactic based methodologies have not
been evaluated against synonymy test. Rather, they have been used to build linguistic
resources.

All the systems reviewed so far share the difficulty to deal with the polysemous
words since they merge all the senses of a word in a single statistical representation.
The importance of sense information for the purpose of semantic relation discovery is
illustrated by the attempt of [14] at word sense induction (WSI). For a word w he looks
for pairs of strongly associated to w words such that their context vectors sum up to
the one of w and at the same time are as different as possible. This pair of words and
their context vectors describe two distinct senses of w. Thus on the TOEFL task vectors
pertaining to specific senses are compared and the method achieves 92.5% accuracy.

In order to summarize the most significant works proposed so far, in Table 1 we
present the different results over the TOEFL question set.

3 Attributional Similarity

Theoretically, an attributional similarity measure can be defined as follows. Suppose
that Xi = (Xi1, Xi2, Xi3, . . . , Xip) is a row vector of observations on p variables
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Table 1. Accuracy on TOEFL question set

Work Best result
Landauer and Dumais 1997 64.40%

Sahlgren 2001 72.00%
Turney 2001 73.75%

Jarmasz and Szpakowicz 2003 78.75%
Terra and Clarke 2003 81.25%

Elhert 2003 82.00%
Freitag et al. 2005 84.20%

Rapp 2003 92.5%
Turney et al. 2003 97.50%

(or attributes) associated with a label i, the similarity between two units i and j is
defined as Sij = f(Xi, Xj) where f is some function of the observed values. In our
context, we must evaluate the similarity between two nouns which are represented by
their respective word context vectors.

For our purpose, the attributional representation of a noun consists of tuples 〈v, r〉
where r is an object or subject relation and v is a given verb appearing within this
relation with the target noun. For example, if the noun “brass” appears with the verb
“cast” within a object relation, we will have the following triple 〈brass, cast, object〉
and the tuple 〈cast, object〉 will be an attribute of the word context1 vector associated
to the noun “brass”.

As similarity measures are based on real-value attributes, our task is two-fold. First,
we must define a function which will evaluate the importance of a given attribute 〈v, r〉
for a given noun. Our second goal is to find the appropriate function f that will accu-
rately evaluate the similarity between two verb context vectors.

3.1 Weighting Attributes

In order to construct more precise representations of word meanings, numerous weight-
ing schemas have been proposed. In this section, we will point at the most common
ones although many others could be used.

Word Frequency and IDF. The simplest form of the vector space model treats a noun
n as a vector which attribute values are the number of occurrences of each tuple 〈v, r〉
associated to n i.e. tf(n, 〈v, r〉). However, the usual form of the vector space model
introduces the inverse document frequency defined in the context of syntactic attribute
similarity paradigm in Equation 1 where n is the target noun, 〈v, r〉 a given attribute, N
is the set of all the nouns and |.| the cardinal function.

tf.idf(n,〈v,r〉)=tf(n,〈v,r〉)×log2
|N |

|{ni∈N |∃(ni,v,r)}| (1)

1 From now on, we will talk about verb context vectors instead of word context vectors.
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Pointwise Mutual Information. The value of each attribute 〈v, r〉 can also be seen
as a measure of association with the noun being characterized. For that purpose, [6,10]
have proposed to use the Pointwise Mutual Information (PMI) as defined in Equation 2
where n is the target noun and 〈v, r〉 a given attribute.

PMI(〈n|r〉,〈v|r〉)=log2
P (n,v|r)

P (n|r)P (v|r) (2)

Conditional Probability. Another way to look at the relation between a noun n and a
tuple 〈v, r〉 is to estimate their conditional probability of co-occurrence as in Equation
3. In our case, we are interested in knowing how strongly a given attribute 〈v, r〉 may
evoke the noun n.

P (n|v,r)=P (n,v,r)
P (v,r) (3)

3.2 Similarity Measures

There exist many similarity measures in the context of the attributional similarity
paradigm [7]. They can be divided into two main groups: (1) metrics in a multi-
dimensional space also called vector space model, (2) measures which calculate the
correlations between probability distributions.

Vector Space Model. To quantify similarity between two words, the Cosine similarity
measure is usually applied and estimates to what extent two vectors point along the
same direction. It is defined in Equation 4.

cos(n1,n2)=
∑p

k=1
n

1kn
2k√∑p

k=1
n 2

1k

√∑p
k=1

n 2
2k

(4)

Probabilistic Models. Probabilistic measures can be applied to evaluate the similarity
between words when they are represented by a probabilistic distribution. In this paper,
we present two different measures i.e. the Ehlert and the Lin models.

Ehlert model: Equation5 proposed in [8] evaluates the probability to interchange two
word context vectors (i.e. what is the probability that the first word is changed for the
second one).

Ehl(n1|n2)=
∑

〈v,r〉∈A

P (n1|v,r)P (n2|v,r)P (v,r)
P (n2)

(5)

with A={〈v,r〉|∃(n1,v,r)∧〈v,r〉|∃(n2,v,r)}.

Lin model: [9] defines similarity as the ratio between the amount of information needed
to state the commonality of two words and the total information available about them
and is defined in Equation 6.

Lin(n1,n2)=

2×∑ 〈v,r〉∈A log2 P (v,r)∑
〈v,r〉∈B log2 P (v,r)+

∑
〈v,r〉∈C log2 P (v,r) (6)

with
A={〈v,r〉|∃(n1,v,r)∧〈v,r〉|∃(n2,v,r)},
B={〈v,r〉|∃(n1,v,r)},
C={〈v,r〉|∃(n2,v,r)}.
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3.3 Global and Local Attributional Similarity

The approaches reviewed earlier which build context attributional representations of
words do so from a corpus as one huge text and do not respect the document limits. We
call Global similarities (Gsim), the similarity estimations obtained in this manner.

However, this approach poses many problems for polysemous nouns as contexts
which are pertinent to different meanings are gathered into a single global represen-
tation when they should be differentiated. In this context, [2] attempt to introduce a
measure of difficulty of tests based on polysemy. They automatically build a number of
test cases by taking two words from a synset of WordNet [15] and three randomly other
words for decoys. As a result, they find strong positive correlation between polysemy
and error level. However, they do not take into account the decoys. They divide their
tests with respect to the sum of polysemy of the target word and the correct answer and
observe that the more polysemous the test is, the more difficult it is to be solved. The
conclusion is that polysemy level is characteristic of the difficulty of the test.

According to [4] “. . . if a polysemous word such as ’sentence’ appears two or more
times in a well-written discourse, it is extremely likely that they will all share the same
sense”. From this assumption follows that if a word representation is built out of single
discourse evidences it probably describes just one sense of the word. Hence if we obey
document borders we can avoid mixing all word senses together.

On the other hand Turney [10] demonstrates that synonyms tend to co-occur in texts
more often than by chance. On a similar supposition is grounded [1] which seek for
synonyms among words that co-occur in the same set of documents.

Thus, our proposal to apply the “one sense per discourse” paradigm takes advantage
of the fact that people do not tend to repeat words; yet they repeat ideas. As a con-
sequence, we compare attributional representations of nouns only within document’s
limits. Apparently, statistics gathered from a unique short text may not be reliable. In
order to obtain more stable results, we average attributional similarity values over the
set of documents in which both nouns occur and introduce the Lsim(., .) function in
Equation 7, where sim(., .) is any function from Section 3.2. We call this value Local
similarity (Lsim).

Lsim(n1,n2)=
∑

d∈D sim(n1,n2)
|D| (7)

As a result, nouns that co-occur in a document but with different meanings will rarely
share contexts and will end with low similarity. On the other hand, nouns that co-occur
as synonyms will share contexts with greater probability hence will receive higher sim-
ilarity estimations.

Rapp [14] observed that when multiple first order associates taken as a vector are
used as a sense descriptor only the most frequent sense of the word tends to be reflected.
Therefor he uses as sense descriptors the context vectors of set of strong first order as-
sociate words and ensures they specify as narrow as possible senses. On the other hand
Local similarity relies on association vector that is monosemous and directly related to
the meaning described. It can be seen as extension to the method of Rapp as he found
that the multidimensional descriptor is more stable with respect to sampling errors.

In this paper, we also propose that Global and Local approaches may have properties
that complement each other. In order to take advantage of both heuristics, we propose
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the Product similarity (Psim) measure, a multiplicative combination of both Local and
Global similarities as defined in Equation 8.

Psim(n1,n2)=Gsim(n1,n2)α×Lsim(n1,n2)(1−α) (8)

In fact, Equation 8 is a generalization of all similarity measures. When α = 0 only
the Local similarity is taken into account, while for α = 1 only the Global similarity
is applied. We will see in section 5 that the combination of both similarity measures
provides improved results in particular situations.

4 Corpus

Any work based on the attributional similarity paradigm depends on the corpus used to
determine the attributes and to calculate their values. [6] use a terabyte of web data that
contains 53 billion words and 77 million documents, [16] - a 10 million words balanced
corpus with a vocabulary of 94 thousand words and [2,8] - the 256 million words North
American News Corpus (NANC). For our experiments, we used the Reuters Corpus
Volume I (RCV1) [17]. However, our proposal needs co-occurrences of both synonym
candidates to appear a few times each within a single document and we observed that
substantial proportion of word pairs have zero occurrence in RCV1. As we did not want
to reduce our test set, we decided to build a corpus suitable to the problem at hand.

To build the Web Corpus for Synonym Detection (WCSD), we used the Google API
and queried the search engine with set of different pairs of words. For each test case, we
built 4 queries i.e. the target word and one of the candidate-synonyms. Subsequently,
we collected all of the seed results and followed a set of selected links to gather more
textual information about the queried pairs. The overall collection of web pages was
then shallow parsed using the MontyLingua software [18]. Thus, the WCSD consists of
500M words in 110K documents in which each sentence is a predicate structure. The
benefit of thus gathered corpus is to maximize the ratio of the observed instances to the
volume of the text processed.

5 Results and Discussion

To illustrate the results of our methodology, we use 145 noun test cases i.e. all 23 noun
questions taken from the ESL (English as a Second Language) multiple choice test, all
19 noun cases from the TOEFL (Test of English as Foreign Language) [1]. We also
add the subset of all 103 noun questions out of the 301 manually collected test cases
provided by Peter Turney [11] and referred as RD (Reader’s Digest). The success over
synonymy tests does not guarantee success in real-world applications and the tests also
show problematic issues as shown in [2]. However, the scores have an intuitive appeal,
they are easily interpretable, and the expected performance of a random guesser (25%)
and of a typical non-native speaker are both known (64.5%), thus making TOEFL-like
tests a good basis for evaluation.

The Table 2 shows the differences in terms of accuracy obtained by comparing the
RCV1 with the WCSD. As expected, the WCSD allows significant improvement in
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terms of accuracy. These results clearly show that the corpus used to compute the mea-
sures influences drastically the performance of any experiment and comparisons of dif-
ferent methodologies should always be made based on the same statistical evidences.
As a consequence, the results given in Table 1 are only indicative as better or worse
results may be obtained on different experimental frameworks.

In Table 2, we present the overall results of our experiments. All the models proposed
in this paper were tested on set of 145 noun questions. The figures in the table show the
accuracy level by test set and measure. The Cos TfIdf as a Local similarity evidences the
overall best result with an accuracy of 74% and 108 correct answers. The table shows
that the Local similarity approach improves over the Global similarity for all measures.
In parallel, the worst results were obtained by the Lin model and the Cos Prob for the
Global approach reaching 54%. However, those are the measures that benefit most from
the introduction of the Local approach respectively improving by 14% (20 additional
correct guesses) and 8% (12). This situation is in accord with the finding of [19] that the
performance of Lin’s distributional similarity score decreases more significantly than
other measures for low frequency nouns [20]. Thus Global similarity fails to realize its
advantage for the less polysemous yet less frequent cases and leaves more room for
improvement by Local similarity.

In order to have a better understanding of the results, we applied the measures to
all tests individually, i.e. RD, TOEFL and ESL. The results are shown in Table 3. The
best results are obtained by (1) the Cos TfIdf as Local similarity with 69% for the RD

Table 2. Comparison between RCV1 and WCSD

Global Local Product
RCV1 WCSD RCV1 WCSD RCV1 WCSD

Cos TfIdf 38% 68% 42% 74% 42% 72%
Cos PMI 40% 63% 42% 66% 42% 63%
Cos Prob 36% 54% 40% 68% 39% 68%
Ehlert 41% 61% 44% 68% 44% 68%
Lin 38% 54% 41% 62% 42% 61%

Table 3. Accuracy by test

Cos
All 145 TfIdf PMI Prob Ehlert Lin
Global 68% 63% 54% 61% 54%
Local 74% 66% 68% 68% 62%
Product 72% 63% 68% 68% 61%
L - G 6% 3% 14% 7% 8%

RD 103 TfIdf PMI Prob Ehlert Lin
Global 64% 62% 52% 60% 50%
Local 69% 61% 65% 65% 56%
Product 69% 61% 60% 65% 56%
L - G 5% -1% 13% 5% 6%

Cos
TOEFL 19 TfIdf PMI Prob Ehlert Lin
Global 74% 68% 47% 53% 74%
Local 79% 74% 68% 74% 74%
Product 74% 68% 84% 68% 68%
L - G 5% 6% 21% 21% 0%

ESL 23 TfIdf PMI Prob Ehlert Lin
Global 78% 61% 70% 74% 52%
Local 96% 83% 83% 74% 78%
Product 83% 70% 83% 78% 74%
L - G 18% 22% 13% 0% 26%
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Table 4. Correct answers by polysemy rank

Most Second Third Least Avg
All 6.9(38) 4.3(28) 2.8(31) 1.6(48) 3.8(145)
RD 6.5(29) 4.0(19) 2.6(20) 1.5(35) 3.6(103)
TOEFL 6.2(6) 4.0(6) 2.8(4) 1.6(3) 4.0(19)
ESL 9.6(3) 5.9(3) 3.8(7) 1.9(10) 4.0(23)

multiple choice test, (2) the Cos Prob as Product similarity2 with 84% for the TOEFL
test and (3) the Cos TfIdf as Local similarity with 96% for the ESL. These results
clearly show that the type of the test influences the overall performance and also point
out the fact that different measures can be tuned for different tests. As a consequence,
it is important to understand the behavior of each measure as well as the characteristics
of each test set.

Freitag and colleagues [2] were the first to introduce a measure to evaluate the dif-
ficulty of a test based on its polysemy. In this paper, we go further in this analysis by
taking into account the level of polysemy of the correct answer compared to the decoys.
The first column of Table 4 shows the level of polysemy3 when the correct answer is
the most polysemous noun among all the alternatives. Similarly, the second column
shows the level of polysemy when the correct answer is the second most polysemous
noun from all the decoys, and so on. The results show that on average all test sets have
similar polysemy level. However, the distribution of the correct answers over the pol-
ysemy categories (i.e. Most, Second, Third and Least) is different especially for the
TOEFL. This situation is crucial to understand why the Cos Prob, applied as a Product,
gives better results for the TOEFL compared to other measures and test sets. In fact,
the biggest proportion of correct answers is highly polysemous in TOEFL compared
to RD and ESL. As a consequence, this similarity measure seems to benefit the ex-
traction of most polysemous answers. This is indeed an important observation as most
complicated cases to solve are the polysemous ones. However, we can not draw defini-
tive conclusions from this first evidence. Indeed, we also need to understand better the
behavior of each measure with respect to polysemy and frequency. In each column of
Table 5, we can find the accuracy level, the number of correct answers in brackets and
the type of similarity approach which gives the best result (g for global, l for local and
p for product). Similarly to what we observed from the results and from the analysis of
the test sets, Table 5 shows that the Product similarity only appears as the best result
when the correct answer is frequent word or polysemous one. In this case, the Cos Prob
and the Cos TfIdf are the only measures to show this behavior. In parallel, the Global
similarity provides best results when the correct answer is the least frequent or the least
polysemous alternative. In this case, the Ehlert model and the Cos PMI are the only two
elected measures.

2 The parameter α = 0.46 from Equation 8 is tuned through ten-fold cross validation.
3 The level of polysemy is calculated as in [2] and is the sum of the polysemy of the target noun

and the correct answer given by WordNet.
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Table 5. Accuracy by test characteristics

By Frequency Most Second Third Least
Cos TfIdf 80% l 72% l 78% l 66% l
Cos PMI 66% l 65% l 74% l 69% g
Cos Prob 81% p 77% p 61% l 59% l
Ehlert 73% l 66% l 61% l 72% g
Lin 59% l 51% l 78% l 59% l

By Polysemy Most Second Third Least
Cos TfIdf 76% l 68% p 77% l 77% l
Cos PMI 66% l 50% l 74% l 81% g
Cos Prob 74% l 71% p 71% l 63% l
Ehlert 66% l 61% l 74% l 79% g
Lin 55% l 57% l 71% l 65% l
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Fig. 1. Performance by polysemy rank

Finally, in order to understand better the differences between the Product, the Local
and the Global similarity, we illustrate their behaviors by polysemy rank for the Cos
Prob in Figure 1. The reason why Local similarity performs better than the Global sim-
ilarity for more polysemous cases is that it always compares monosemous representa-
tions and is not influenced by polysemous nouns. With the decreasing of the polysemy,
Global similarity becomes enough informed to solve the test correctly while Local sim-
ilarity looses because less polysemous nouns are less frequent and thus become less
probable to be encounter both nouns in the same documents. This is illustrated by the
convergence of the Local and Global lines in Figure 1. In terms of Product similarity,
its value depends on the rate of the polysemy of the test case. As we have seen before,
the Product similarity is more tuned to solve more polysemous cases. Subsequently, in
Figure 1, we see that the Product similarity overtakes the similarity values of both the
Global and the Local similarities for most polysemous cases. However, when polysemy
decreases Local similarity performs better than all other measures. At the same time,
the more meanings in the test set, the more the ability of the Local similarity to im-
plicitly disambiguate is valued and the lower the value of α is. On the other hand more
weight to Global similarity should be given when the test set contains rare words and
there is no enough statistics for the Local similarity.

All the observations made so far show that does not exist any single methodology
to accomplish synonymy detection alone. Depending on the type of the multiple choice
question set, different measures and weighting schemas may be applied to improve
overall performance. However, we already saw that some measures seem highly corre-
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Table 6. Inter-measure correlation

Pearson Overlap Optimal
Cos Prob & Ehlert 0.132 0.572 86% (124)
Cos Prob & Cos PMI 0.153 0.565 84% (122)
Cos Prob & Cos TfIdf 0.334 0.677 83% (121)
Cos Prob & Lin 0.245 0.581 81% (117)
Cos PMI & Cos TfIdf 0.507 0.739 79% (115)
Ehlert & Cos TfIdf 0.555 0.773 79% (115)
Ehlert & Lin 0.448 0.675 77% (111)
Ehlert & Cos PMI 0.551 0.745 76% (110)
Lin & Cos TfIdf 0.610 0.763 76% (110)
Lin & Cos PMI 0.606 0.750 72% (104)

lated such as the Ehlert model and the Cos PMI for the Global similarity. In this case,
the combination of these measures will not benefit the overall performance. For that
purpose, we propose to measure the correlation between pairs of similarity measures
with the Pearson Product-Moment Correlation test [21] (See Table 6). Additionally, we
compute the overlap of correct answers in the second column and finally calculate the
possible optimal performance that could be obtained by combining two measures both
in percentage and number of possible correct answers.

The results clearly show that all similarity measures would benefit the most from
their association with the Cos Prob. In particular, the optimal case could achieve 86%
accuracy by combining the Cos Prob and the Ehlert model. Indeed, both measures share
the second smallest proportion of correct test cases i.e. 57.2% and the smallest correla-
tion i.e. 0.132. Moreover, by looking at Table 5, both measures individually show three
of the best four results for the frequency distribution i.e. Cos Prob = 81% for the most
frequent, Cos Prob = 77% for the second most frequent and Ehlert = 72% for the least
frequent.

To conclude, this exhaustive evaluation allows us to say that (1) the corpus size
matters, (2) the “one sense per discourse” paradigm improves steadily over the baseline
i.e. the Global similarity, (3) different measures provide uncorrelated results and (4) the
combination of similarity measures would lead to improved results.

6 Conclusion

In this paper, we presented a new heuristic based on the attributional similarity paradigm
in attempt to alleviate word polysemy problem in synonymy discovery without perform-
ing explicit word sense disambiguation. Our method proved to gain greatest advantage
over Global similarity namely in most polysemous cases.

In particular, we obtain 96% accuracy on ESL, 84% on TOEFL, 69% on RD and
74% over the all joined test cases.

Further experiments have also been conducted to evidence result differences between
web corpora over standard collections of texts motivated by recent discussions in the
NLP area and show that optimal performance is obtained with web text collections
tailored for our specific task.
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The main contribution is certainly the exhaustive evaluation and categorization of
the different similarity measures that were tested. Indeed, as previously shown by [2],
the tests show problematic issues that can influence the results of different similarity
measures. For that purpose, we have first shown the differences in terms of polysemy
between the RD, the TOEFL and the ESL. Then, based on these results, we have con-
ducted further experiments that showed that some similarity metrics are more tailored
to solve polysemous cases than others (e.g. the Cos Prob). Finally, by looking at the
Pearson Product-Moment Correlation coefficient between pairs of measures, we clearly
evidence that multiple choice question tests for synonymy detection should be solved by
the optimization of a learning function based on the combination of similarity measures.
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Abstract. In this paper we consider the problem of building models that have 
high sentiment classification accuracy without the aid of a labeled dataset from 
the target domain. For that purpose, we present and evaluate a novel method 
based on level of abstraction of nouns. By comparing high-level features (e.g. 
level of affective words, level of abstraction of nouns) and low-level features 
(e.g. unigrams, bigrams), we show that, high-level features are better to learn 
subjective language across domains. Our experimental results present accuracy 
levels across domains of 71.2% using SVMs learning models.  

1   Introduction 

Over the past years, there have been an increasing number of publications focused on 
the detection and classification of sentiment and subjectivity in texts. Detection of 
sentiment in text offers enormous opportunities for various applications. It is likely to 
provide powerful functionality for competitive analysis and marketing analysis 
through topic tracking and detection of unfavorable rumors.  

However, as stated in [1][2][3][4], most research have focused on the construction 
of models within particular domains and have shown difficulties in crossing domains. 
But, if sentiment is orthogonal to topic, we should be able to build classifiers that 
perform well on topics other than the one used to build classifier. As a consequence, 
our aim in constructing a classifier is to maximize accuracy across topics. For that 
purpose, we propose to use high-level features (e.g. level of affective words, level of 
abstraction of nouns) rather than low-level features (e.g. unigrams, bigrams) to learn a 
model of subjectivity which may apply to different domains: movie reviews, newspa-
per articles and automatically annotated texts downloaded from Wikipedia and Web 
Blogs. Since sentiment in different domains can be expressed in different ways 
[1][5][6], supervised classification techniques require large amount of labeled training 
data. However, the acquisition of these labeled data can be time-consuming and ex-
pensive. Moreover, most training sets are built for English and little has been done for 
other languages. From that assumption, we propose to automatically produce learning 
data from web resources. To do so, we propose to compare Wikipedia and Web Blogs 
texts to reference objective and subjective corpora and show that Wikipedia texts are 
representative of objectivity and Web Blogs are representative of subjectivity. As a 
consequence, learning data will be easy to build for many languages without manual 
annotation alleviating intensive and time-consuming labor. Our methodology uses 
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state-of-the-art characteristics that have been used to classify opinionated texts and 
proposes a new feature to classify sentiment texts, based on the level of abstraction of 
nouns. Before classification is performed, feature selection and visualization are per-
formed to evaluate how well the datasets can be represented in the given space of 
characteristics. Finally, an exhaustive evaluation shows that (1) the level of abstrac-
tion of nouns is a strong clue to identify subjective texts which crosses domains, (2) 
high-level features allow cross-domain learning models and (3) automatically labeled 
dataset extracted from Wikipedia and Web Blogs get near, on average, to the best 
cross-domains classifiers reaching accuracy levels of 69.3% compared to 71.2% for 
manually annotated texts.  

2   Related Work  

The subjectivity and polarity1 of language has been investigated at some length. Many 
features have been used to characterize opinionated texts at different levels (e.g. 
words [6], sentences [7] and texts [7][8][9][10]). In this section, we propose to enu-
merate works which focus on document.   

At document level, [8] show that the unigram model with Support Vector Ma-
chines (SVM) reaches best results compared to more complex models in the domain 
of movie reviews. [7] propose a similar experiment based on Multiple Naïve Bayes 
classifiers. [8] propose a unigram SVM classifier which is applied to just subjective 
portions of a document. A sentence cut-based classifier is used to identify subjective 
parts in texts which are then used for text classification. [9] derive a variety of subjec-
tivity cues (frequencies of unique words in subjective-element data; collocations with 
one or more positions filled by a unique word; distributional similarity of adjectives 
and verbs) from corpora and demonstrate their effectiveness on classification tasks. 
They determine a relationship between low frequency terms and subjectivity and find 
that their method for extracting subjective n-grams is enhanced by examining those 
that occur with unique terms. Finally, [10] present a method using verb class informa-
tion, and an online resources, the Wikipedia dictionary, for determining the polarity of 
adjectives. They use verb-class information in the sentiment classification task, since 
exploiting lexical information contained in verbs has shown to be a successful tech-
nique for classifying documents.  

Other research in the sentiment classification field regards cross-domain classifica-
tion. How can we learn classifiers on one domain and use them on another domain? 
Tests have been done by [1][2][3][4]. Overall, they show that sentiment analysis is a 
domain-specific problem, and it is hard to create a domain independent classifier. One 
possible approach is to train the classifier on a domain-mixed set of data instead of 
training it on one specific domain [2][3][4]. Another possibility is to propose high-
level features which do not depend so much on topics such as part-of-speech statistics 
as in [2]. In this case, the part-of-speech representation does not reflect the topic of the 
document, but rather the type of text used in the document. Just by looking at part-of-
speech statistics, improved results can be obtained comparatively to unigram models 

                                                           
 1 Most papers deal with polarity as the essence of subjectivity. Although, we will see that 

subjectivity can be expressed in different ways.  
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(low-level models) when trying to cross domains. [1] use pivot features based on do-
main mutual information to relate training and target domains. They also measure 
domain adaptability by estimating the classification accuracy loss by adapting one 
domain to another without the use of a labeled target dataset. 

3   Characterizing Subjectivity  

Subjectivity can be expressed in different ways as summarized in [4] who identify the 
following dimensions: evaluation (positive or negative), potency (powerful or unpow-
erful), proximity (near or far), specificity (clear or vague), certainty (confident or 
doubtful) and identifiers (more or less), direct expressions, elements of actions and 
remarks. Based on these assumptions, our methodology aims at classifying texts at the 
subjectivity level (i.e. subjective vs. objective and not (positive, negative) vs. objec-
tive nor positive vs. negative) based on high-level features which can apply to differ-
ent domains.  

3.1   High-Level Features 

Intensity of Affective Words. In most of previous works, sentiment expressions 
mainly depend on some words which can express subjective sentiment orientation. 
[11] have used a set of words extracted from WordNet Affect [12] to annotate the 
emotions in a text simply based on the presence of words from the WordNet Affect 
lexicon. WordNet Affect contains all information about the affective domain labels 
and the kind of mapping between Princeton WordNet 1.6 synsets and their corre-
sponding affective domains. For example “horror” and “hysteria” express negative 
fear, “enthusiastic” expresses positive emotion, “glad” expresses joy. So, we propose 
to evaluate the level of affective words in texts as shown in Equation 1.  

in  text  wordstotal

in  text    wordsaffective  total
    K1 = . (1) 

Dynamic Adjectives and Semantically Oriented Adjectives. [13] consider two 
features for the identification of opinionated sentences: (1) semantic orientation, 
which represents an evaluative characterization of a word's deviation from the norm 
for its semantic group and (2) dynamic adjectives which characterizes a word's ability 
to express a property in varying degrees. They noted that all sets involving dynamic 
adjectives and adjectives with positive or negative polarity are better predictors of 
subjective sentences than the class of adjectives as a whole. Here, we use the set of all 
adjectives identified in a reference corpus i.e. the set of dynamic adjectives, manually 
identified by [13] and the set of semantic orientation labels assigned as in [6]. So, we 
propose to evaluate the level of these adjectives in texts as shown in Equation 2.  

.
in  text    adjectives  total

in  text   adjectives  specific  total
    K2 =  (2) 
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Classes of Verbs. [10] present a method using verb class information. Their verb 
classes express objectivity and polarity. To obtain relevant verb classes, they use 
InfoXtract [14], an automatic text analyzer which groups verbs according to classes 
that often correspond to their polarity. As InfoExtract is not freely available, we re-
produce their methodology by using the classification of verbs available in Levin’s 
English Verb Classes and Alternations [15]. So, we propose to evaluate the level of 
each class of verbs (i.e. conjecture, marvel, see and positive) in texts as in Equation 3. 

.
in  text   verbstotal

in  text    verbsspecific   total
    K3 =  (3) 

Level of Abstraction of Nouns. There is linguistic evidence that level of generality is 
a characteristic of opinionated texts, i.e. subjectivity is usually expressed in more 
abstract terms than objectivity [4][16]. Indeed, descriptive texts tend to be more pre-
cise and more objective and as a consequence more specific. [4] define specificity as 
“[…] the extent to which a conceptualized object is referred to by name in a direct 
and clear way; or is only implied, suggested, alluded to, generalized, or otherwise 
hinted at”. In other words, a word is abstract when it has few distinctive features and 
few attributes that can be pictured in the mind. One way of measuring the abstractness 
of a word is by the hypernym relation in WordNet [17]. In particular, a hypernym 
metric can be the number of levels in a conceptual taxonomic hierarchy above a word 
(i.e. superordinate to). For example, “chair” (as a seat) has 7 hypernym levels: chair 
=> furniture => furnishings => instrumentality => artifact => object => entity. So, a 
word having more hypernym levels is more concrete than one with fewer levels. So, 
we propose to evaluate the hypernym levels of all the nouns in texts as in Equation 42. 

in text  nounstotal

in text  nouns allfor   levels  hypernym  total
    K4 = . (4) 

3.2   Low-Level Features 

Perhaps the most common set of features used for text classification tasks is informa-
tion regarding the occurrence of words or word ngrams, in the text. A vast majority of 
text classification systems treat documents as simple “bags-of-words” and use the 
word counts or presence as features. In this paper, the surface features we use are 
lemma unigrams and lemma bigrams associated to their TFIDF weights where wij is 
weight of term tj in document di, N is the total number of documents in collection, and 
n is number of documents where term tj occurs at least once (See Equation 5). 

n

N
2ijij log* tf  w = . (5) 

                                                           
 2 Calculating the level of abstraction of nouns should be preceded by word sense disambigua-

tion. Indeed, it is important that the correct sense is taken as a seed for the calculation of the 
hypernym level in WordNet. However, in practice, taking the most common sense of each 
word gave similar results as taking all the senses on average. As a consequence, we believe 
that word sense disambiguation can be avoided for this task. 
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4   Feature Selection and Visualization 

Before performing any classification task, it is useful to evaluate to what extent the 
given high-level features are discriminative and allow representing distinctively the 
datasets in the given space of characteristics. For that purpose, we propose to do fea-
ture selection by applying the Wilcoxon rank-sum test and to visualize the datasets 
using multidimensional scaling.   

4.1   Corpora 

To perform these experiments, we used three manually annotated standard corpora 
and built one corpus based on Web resources and automatically annotated.  

The Multi-Perspective Question Answering (Mpqa) Opinion Corpus3 contains 
10,657 sentences in 535 documents from the world press on a variety of topics. All 
documents in the collection are marked with expression-level opinion annotations. 
The documents are from 187 different news sources in a variety of countries and date 
from June 2001 to May 2002. The corpus has been collected and manually annotated 
with respect to subjectivity as part of the summer 2002 NRRC Workshop on Multi-
Perspective Question Answering. Based on the work done by [8] who propose to 
classify texts based only on their subjective/objective parts, we built a corpus of 100 
objective texts and 100 subjective texts by randomly selecting sentences containing 
only subjective or objective phrases. This case represents the “ideal” case where all 
the sentences in texts are either subjective or objective. 

The second corpus (Rotten/Imdb) is the subjectivity dataset v1.04 which contains 
5000 subjective and 5000 objective sentences collected from movie reviews data [8]. 
To gather subjective sentences, [8] collected 5000 movie review snippets from 
www.rottentomatoes.com. To obtain (mostly) objective data, they took 5000 sen-
tences from plot summaries available from the Internet Movie Database 
www.imdb.com.  Similarly to what we did for the MPQA corpus, we built a corpus of 
100 objective texts and 100 subjective texts by randomly selecting 50 sentences con-
taining only subjective or objective phrases. 

The third corpus (Chesley) has been developed by [10] who manually annotated a 
dataset of objective and subjective documents5.  It contains 496 subjective and 580 
objective documents. Objective feeds are from sites providing content such as world 
and national news (CNN, NPR, etc.), local news (Atlanta Journal and Constitution, 
Seattle Post-Intelligencer, etc.), and various sites focused on topics such as health, 
science, business, and technology. Subjective feeds include content from newspaper 
columns (Charles Krauthammer, E. J. Dionne, etc.), letters to the editor (Washington 
Post, Boston Globe, etc.), reviews (dvdverdict.com, rottentomatoes.com, etc.), and 
political blogs (Powerline, Huffington Post, etc.). 

The fourth corpus is the Wiki/Blog. We downloaded part of the static Wikipedia 
dump archive6 and automatically spidered Web Blogs from different domains. The 
final corpus contains 200 Mb of downloaded articles from Wikipedia and 100 Mb of 
                                                           
 3 http://www.cs.pitt.edu/mpqa/ 
 4 http://www.cs.cornell.edu/People/pabo/movie-review-data/ 
 5 http://www.tc.umn.edu/~ches0045/data/ 
 6 http://download.wikimedia.org/enwiki/ 
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downloaded texts from different Web Blogs. These texts are in English and cover 
many different topics. As we propose to compare Wikipedia and Web Blogs texts to 
reference objective and subjective corpora and show that Wikipedia texts are repre-
sentative of objectivity and Web Blogs are representative of subjectivity, we auto-
matically label texts as objectives if they come from Wikipedia and subjective if they 
come from Web Blogs.  

4.2   Wilcoxon Rank-Sum Test 

We use the Wilcoxon test to show that the comparative results are statistically signifi-
cant. The Wilcoxon rank-sum test is a nonparametric alternative to the two sample  
t-test used to compare the locations of two populations i.e. to determine if one popula-
tion is shifted with respect to another. The two sample Wilcoxon test with one-sided 
alternative is carried out for all experiments. The samples contain 200 values for each 
of the sets (100 objective texts and 100 subjective) and the exact p-value is computed. 
If the result of the test shows that the values of subjective (resp. objective) data are 
shifted to the right of the values of objective (resp. subjective) for all of the sets, we 
can say that the distributions of subjective and objective differ by a positive shift. The 
estimations for the differences of the location parameters are also computed for each 
of the sets. The exact 95% confidence interval for the difference of the location pa-
rameters of each of the sets is obtained by the algorithm described in [18] for which 
the Hodges-Lehmann estimator is employed.  As a consequence, for each of the sets, 
we are 95% confident that the interval contains the actual difference between the 
features values of subjective and objective texts. The observed results are consistent 
with the hypothesis that most of the high-level features exposed in section 3 (intensity 
of affective words, dynamic and semantically oriented adjectives, classes of verbs and 
level of abstraction of nouns) have good discriminative properties for subjectiv-
ity/objectivity identification. As illustrated in Table 1, we can see that only the level 
of positive verbs does not significantly separate the objective sample from the subjec-
tive one over training corpora. This is mainly due to the fact that positive verbs do not 
occur frequently in texts thus biasing the statistical test. As a consequence, we dis-
carded this feature from our classification task. We can also see that Chesley’s dataset 
shows an uncharacteristic behavior. This is mainly due to the fact that Chesley’s texts 
are either objective or, positive or negative. Unlike the other corpora, Chesley’s cor-
pus focuses on subjectivity exclusively based on polarity. 

Table 1. Computed p-values using Wilcoxon test 

                  Corpus: 
Feature: 

Mpqa Rotten/Imdb Chesley Wiki/Blog 

Affective words < 0,0001 < 0,0001 < 0,0001 < 0,0001 
Dynamic adj. < 0,0001 < 0,0001 0,014 < 0,0001 
Semantic adj. < 0,0001 < 0,0001 0,045 < 0,0001 
Conjecture verbs 0,00024 < 0,0001 0,021 < 0,0001 
Marvel verbs < 0,0001 < 0,0001 0,44 < 0,0001 
See verbs < 0,0001 < 0,0001 0,006 < 0,0001 
Positive verbs < 0,0001 0,00011 0,075 0,00061 
Level of abstraction 0,003 < 0,0001 < 0,0001 < 0,0001 
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4.3   Multidimensional Scaling 

In this subsection, we propose a visual analysis of the distribution of the datasets in 
the space of high-level features.  

 
 

Mpqa Rotten/Imdb 

 
 
 
 
 
 
 
 

 
 

Chesley Wiki/Blog 

Fig. 1. MDS over all training datasets 

The goal of this study is to give a visual interpretation of the data distribution to as-
sess how well classification may perform. If objective and subjective texts can be 
represented in a distinct way in the reduced space of features, one may expect good 
classification results. To perform this study, we use a Multidimensional Scaling 
(MDS) process which is a traditional data analysis technique. MDS [19] allows to 
displaying the structure of distance-like data into an Euclidean space. In practice, the 
projection space we build with the MDS from such a distance is sufficient to have an 
idea about whether data is organized into classes or not. For our purpose, we perform 
the MDS process on all corpora trying to visualize subjective texts from objective 
ones. The obtained visualizations (Figures 1) show distinctly that a particular data 
organization can be drawn from the data. This visualization clearly shows that exclu-
sively objective and subjective texts (i.e. Mpqa and Rotten/Imdb) may lead to im-
proved results as data is well separated in the reduced 3-dimension space. In the case 
of Chesley’s corpus and Wiki/Blog separating data in the space seems more difficult. 
Indeed, as these texts are not composed exclusively of subjective or objective sen-
tences, the overlap in the space is inevitable. As [9] state, 75% (resp. 56%) of the 
sentences in subjective (resp. objective) texts are subjective (resp. objective)7. How-
ever, a pattern in the space seems to emerge comforting us in the choice of our high-
level features for our classification task. 

                                                           
 7 These data are extracted from the Wall Street Journal. 
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5   Experiments 

In this section, we report the results of machine learning experiments for which  
we used Support Vector Machines (SVMs) to learn models of subjectivity over four 
different domains. SVMs have consistently shown to perform better than other classi-
fication algorithms for topic text classification in general [20], and for sentiment clas-
sification in particular [8]. All experiments have been performed on a leave-one-out 5 
cross validation basis. In particular, we used Joachim’s SVMlight package8 [20] for 
training and testing with SVM. As part-of-speech tagger we used the MontyTagger 
module of the free, common sense-enriched Natural Language Understander for Eng-
lish MontyLingua9 [21]. 

5.1   Results for In-Domain Data 

In order to evaluate the difference between high level features with low level ones, we 
performed a comparative study on our four test sets. For the high level features, we 
took into account 7 features (affective words, dynamic and semantically oriented 
adjectives, conjuncture verbs, see verbs, marvel verbs and level of abstraction of 
nouns)10. For the Unigram and Bigram models, we used all the lemmas inside the 
corpora withdrawing their stop words. The results of these experiments are shown in 
Table 2 and 3 and evidence an important gain with low level features compared to  

 
Table 2. Results for High Level Features – In Domain (in percentage) 

 All Subjective Objective 

 Accuracy Precision Recall Precision Recall 
Mpqa 71,2 81,1 55,2 66 87,2 

Rotten/Imdb 86,8 84,3 90,4 89,6 83,2 
Chesley 64,4 64,8 62,8 63,9 66 

High-Level 
Features 

Wiki/Blog 76,2 93,9 56 68,6 96,4 

Table 3. Results for Low Level Features – In Domain (in percentage)  

 All Subjective Objective 

 Accuracy Precision Recall Precision Recall 
Mpqa 80,6 100 61,2 72 100 

Rotten/Imdb 97 97,9 96 96 98 
Chesley 72,6 64,7 99,2 98,3 46 

Unigrams 

Wiki/Blog 94,6 90,2 100 100 89,2 
Mpqa 67,8 100 35,6 64,6 100 

Rotten/Imdb 98 97,9 96 96,1 100 
Chesley 70,6 62,9 100 100 41,2 

Bigrams 

Wiki/Blog 80 74,7 90,8 88,3 69,2 

                                                           
 8 http://svmlight.joachims.org/ 
 9 http://web.media.mit.edu/~hugo/montylingua/ 
10 An exhaustive study of the level of abstraction is made in the next section. 
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high level features. Indeed, as it has already been stated in other works, objective 
language and subjective language hardly intersect which means that one word, spe-
cific to one domain (i.e. which does not represent any subjective value outside it) can 
easily distinguish between objective and subjective texts. 

5.2   Results for Cross-Domain Data 

In order to test models across domains, we propose to train different models based on 
one domain only at each time and test the classifiers over all domains together. Before 
doing the experiments it is important to visualize the data to understand how difficult 
the task may be.  Indeed, when gathering texts from different domains, the best case is 
when all subjective texts represent one unique cloud in the space which does not in-
tersect with a unique cloud formed by objective texts. However, it is not usually the 
case. In Figure 2, we show two different situations which illustrate that positive  
results may be obtained (e.g. Rotten/Imdb and Wiki/Blogs) and other cases where 
results may not be expected (e.g. Rotten/Imdb and Mpqa) when using high level fea-
tures to characterize each text. Indeed, in the first picture in Figure 2 (Rotten/Imdb 
and Wiki/Blogs), we can see that subjective texts (blue and red) and objective texts 
(green and yellow) form two clouds separated by the axe Dim 1 although many blogs 
(blue) are spread over the space. Unlikely, the second picture (Mpqa and Rot-
ten/Imdb) evidences four clouds with almost no intersection which clearly indicates 
that subjectivity can be expressed in different ways from domain to domain, thus 
complicating the learning process. We do not present the visualization results based 
on the vector space model representation of texts (i.e. low level features) as they evi-
dence highly intersected clouds. As a consequence, unreliable results may be expected 
for low level feature across domains. So, in Table 4 and 5, we present the results for 
domain transfer for high level features and low level features. Each percentage can be 
expressed as the average results over all datasets. Best results overall are obtained for 
high level features for the Chesley dataset with accuracy of 71.2% . 

 

 
 

Rotten/Imdb and Wiki/Blogs Mpqa and Rotten/Imdb  

Fig. 2. MDS over mixed datasets 
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Table 4. Results for High Level Features – Cross Domain (in percentage) 

 All Subjective Objective 
 Accuracy Precision Recall Precision Recall 

Mpqa 58,8 47,7 81,9 33,9 35,8 
Rotten/Imdb 68,9 81 49,7 66,1 88,1 

Chesley 71,2 79,4 59,6 68 82,8 
High-Level 

Features 
Wiki/Blog 69,3 76,5 61,8 71,1 76,8 

Table 5. Results for Low Level features – Cross Domain (in percentage) 

 All Subjective Objective 
 Accuracy Precision Recall Precision Recall 

Mpqa 53,8 25,9 15,6 53,2 92 
Rotten/Imdb 63,9 66,2 28,6 63,3 99,3 

Chesley 59,9 68,9 97,3 46 22,5 
Unigrams 

Wiki/Blog 61,1 60 100 25 22 
Mpqa 54,4 25 8,9 53,6 100 

Rotten/Imdb 67,1 66,3 90,3 65,2 44 
Chesley 55 53,2 99,8 25 10,3 

Bigrams 

Wiki/Blog 57,5 56,2 97,7 22 17,3 

5.3   Cross-Domain and Level of Abstraction 

In order to evaluate the importance of the level of abstraction of nouns as a clue for 
subjectivity identification, we propose to study the six state-of-the-art features without 
the level of abstraction of nouns and then compare with the full set of seven features. 
Then, we present the importance of each class of features individually to assess how 
discriminative each class of features is. For that purpose, we defined four classes of 
features: affective words, adjectives (semantically oriented and dynamic), verbs (con-
jecture, marvel and see) and level of abstraction of nouns. The results are illustrated in 
Table 6 for leave-one-out 5 cross validation for cross-domain and evidence that the 
level of abstraction of nouns is the best feature to cross domains except for the case of 
the Mpqa dataset. This is mainly due to the over-evaluation of strong features by the 
SVM. Indeed, in Table 6, as affective words are the best feature for the Mpqa dataset, 
best results are obtained without the level of abstraction. In the other cases, the level of 
abstraction of nouns is the best feature thus implying best results with seven features.  

Table 6. Results for High-Level Features – Cross Domain (in percentage) 

 Mpqa Rotten/Imdb Chesley Wiki/Blog 
7 features 58,8 68,9 71,2 69,3 
6 features 64,4 67,7 67,4 68,7 

Affective words only 66,2 59,9 67,1 66,2 
Adjectives only 60,1 67,2 65,3 68,5 

Verbs only 64,8 69,3 59,9 68,1 
Level of Abstraction only 51,7 70,9 72 71 
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6   Conclusions 

Sentiment classification is a domain specific problem i.e. classifiers trained in one 
domain do not perform well in others. At the same time, sentiment classifiers need to 
be customizable to new domains in order to be useful in practice. In this paper, we 
proposed new experiments based on high-level features to learn subjective language 
across domains. Best results showed accuracy of 71.2% across domains. Indeed SVM 
steadily perform best for high-level features than for low-level features. Moreover, 
our experimental results show that using levels of abstraction of nouns as a feature 
leads to improved performance on subjectivity classification tasks. Also, the results 
produced via automatic construction of data sets (Wiki/Blogs) get near, on average, to 
the best cross-domains classifiers reaching accuracy levels of 69.3% compared to 
71.2% for manually annotated texts. A direct application of this study is to automati-
cally produce data sets for other languages than English and allow classification of 
multilingual opinionated texts. Indeed, building data sets for the classification of opin-
ionated texts can be done automatically, at the document level, just by downloading 
Web Blogs for the subjective part and Wikipedia texts for the objective part. Thus 
labor-intensive and time-consuming work can be leveraged. 
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Abstract. In this paper, we will analyze the behavior of several parameters,
namely type of contexts, similarity measures, and word space models, in the task
of word similarity extraction from large corpora. The main objective of the pa-
per will be to describe experiments comparing different extraction systems based
on all possible combinations of these parameters. Special attention will be paid
to the comparison between syntax-based contexts and windowing techniques, bi-
nary similarity metrics and more elaborate coefficients, as well as baseline word
space models and Singular Value Decomposition strategies. The evaluation leads
us to conclude that the combination of syntax-based contexts, binary similarity
metrics, and a baseline word space model makes the extraction much more pre-
cise than other combinations with more elaborate metrics and complex models.

1 Introduction

Most of the existing work on word similarity extraction has in common two properties:
the observation that semantically related words will appear in similar contexts and the
use of word space models built on the basis of such co-occurrence observations. Yet,
the underlying methods can differ in four different aspects: their definition of context,
the way they calculate similarity from the contexts each word appears in, the way they
modify the word space model (singular value decomposition, association values, etc.),
and finally, the algorithm used to perform pairwise word comparisons.

There are many interesting works comparing the accuracy of different approaches on
word similarity extraction. However, most of them are focused only on one parameter
of variation. Some compare systems on the basis of the type of context, namely window
and syntactic-based methods [10]. Other compare several similarity measures [5]. Some
are interested in testing whether changes in the word space model can improve the
results [13]. And, there is also some work comparing the computational efficiency of
the underlying algorithm [20].

The main contribution of this paper is to compare word similarity systems on the
basis of several parameters or ranges of variation, and not only considering one of
them as it was usual in the literature. For this purpose, four parameters will be taken
into account: types of contexts (C), similarity measures (S), strategies to build word
space models (M ), and algorithms to compute similarity between pairwise words (A).

� This work has been funded by the Galician Government (Conselları́a de Industria e Inno-
vación and Conselları́a de Educación e Ordenación Universitaria).

L. Seabra Lopes et al. (Eds.): EPIA 2009, LNAI 5816, pp. 634–645, 2009.
c© Springer-Verlag Berlin Heidelberg 2009



Comparing Different Properties Involved in Word Similarity Extraction 635

A system is defined as a tuple of 4 elements, (c, s, m, a), where c is a type of context, s
a similarity measure, m a word space model, and a an algorithm. So, according to this
range of variation, we will define the cartesian product of all possible 4-tuples:

C × S × M × A =

{(c, s, m, a)|c ∈ C and s ∈ S and m ∈ M and a ∈ A}

where each 4-tuple is an evaluable system. In this paper, we will define 3 contexts, 10
similarity coefficients, 3 word space models, and 1 algorithm. As all systems share the
same algorithm, all comparisons will be made among the remaining 3 parameters. As
far as we know, up to now, no work has attempted to compare more than two parame-
ters of variation against the same corpus. So, the main contribution of this paper is to
compare 65 different systems, built from much of all possible triplets (90) containing
C, S, and M .

Another contribution of the paper is to describe a large-scale evaluation including a
new kind of gold standard. In addition to WordNet [7], we will also use as reference
for evaluation a closed terminology, namely a list of proper names annotated with three
sharp categories: countries, capitals, and English towns. The use of such a closed list
as gold standard tries to overcome some of the problems associated with standard the-
saurus, namely the fact that an extraction system can compute many correct word pairs
which are all counted as wrong since they are not in the thesaurus. With the use of a
closed list of all countries, capitals, and English towns, this problem does not arise. For
instance, given a word tagged as being a country, and given the most similar word ex-
tracted by the system, if it this word is not tagged as a country, it is sure that it is not a
country. All words correctly proposed by the system must be in the gold standard and,
therefore, will always be correctly evaluated.

The evaluation described in this paper will lead us to conclude that, on the one hand,
the systems based on syntactic contexts tend to be better than the windowing techniques,
and on the other, it is very difficult to perform better than the simplest metrics and the
baseline word space models.

The remainder of the paper is organized as follows. Section 2 enumerates some
works comparing different similarity extraction systems according to only one param-
eter. In Section 3, we describe the different parameters of variation that will be used in
our experiments. And finally, in Section 4, we will introduce some corpus-based exper-
iments, define the evaluation protocol and analyze the results performed by 65 systems
against the same corpus (BNC).

2 Related Work

There are much previous work aimed to evaluate and compare different strategies to ex-
tract word similarity. Some compare the influence of different types of contexts. In [10],
a syntax-based method is carefully compared to a windowing technique. The former is
shown to perform better for high-frequency words, while the windowing method is the
better performer for low-frequency words. The experiments performed made use of
very small text corpora, probably due to the low efficiency of the syntactic techniques
available at that time. Similar experiments were performed more recently [16,17,21].
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All of them state that syntax-based methods outperform windowing techniques thanks
to a drastic reduction of noise.

Other works compare the performance of different similarity measures. However,
no agreement has been achieved concerning the best coefficients. In [14], the best per-
formance was reached by the metric defined by the author. In [5], the best one was a
specific version of Dice, and in [2], the best results were obtained by the simplest met-
rics, namely those based on merely counting contexts with non-zero values (i.e., binary
measures).

There exists a large family of experiments comparing standard word space models to
models previously reduced by Singular Value Decomposition (SVD). In [13], the best
results are achieved using SVD, combined with large word contexts defined at the level
of the document. In [22], SVD is outperformed by a more basic word space model.
However, in [19,15,3], SVD combined with small window-based contexts outperform
other approaches. In all these experiments, the evaluation uses as gold standard popular
tests as TOEFL where the system has to choose the most appropriate synonym for a
given word given a restricted list of four candidates. To compare the accuracy of two
(or more) methods, it is assumed that the system makes the right decision if the correct
word is ranked highest among the four alternatives. The main drawback of such an
evaluation derives from the size of the test itself. Each word is compared to only other
three words, and not to many thousands as in more reliable large-scale evaluations.

In addition, there are other works comparing word space models with regard to the
type of association value (or weight) defining word-by-context co-occurrences [5,2].
Like in the case of similarity metrics, there is no agreement concerning the best weight
function for word similarity extraction.

Finally, we also can find some work measuring both the complexity and computa-
tional efficiency of the algorithm implemented to make pairwise comparisons [9,20].
As the accuracy of any extraction system does not depend on the chosen algorithm, we
will not compare systems with regard to this specific parameter.

Unlike the studies sketched above which make comparisons according to one or
in some cases two parameters of variation, in this paper, we will compare different
extraction systems with regard to 3 parameters.

3 Systems and Range of Variation

As has been said above, a system to extract word similarity can be defined as a 4-tuple
consisting of:

– a type of context,
– a similarity measure,
– a word space model defined as a word-by-context co-occurrence matrix,
– an algorithm to compare pairs of words in an efficient way.

3.1 Types of Contexts

The systems we will compare were implemented according to 3 different types of word
contexts. Two types of windowing strategies and one syntax-based method. As far the
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Table 1. 10 similarity measures

OverBin(w1, w2) = ‖ BIN(w1) ∩ BIN(w2) ‖

DiceBin(w1, w2) =
2 ‖ BIN(w1) ∩ BIN(w2) ‖

‖ BIN(w1) ‖ + ‖ BIN(w2) ‖
JaccBin(w1, w2) =

‖ BIN(w1) ∩ BIN(w2) ‖
‖ BIN(w1) ∪ BIN(w2) ‖

CosBin(w1, w2) =
‖ BIN(w1) ∩ BIN(w2) ‖√‖ BIN(w1) ‖

√ ‖ BIN(w2) ‖
City(w1, w2) =

∑
j

|A(w1, cj) − A(w2, cj)|

Eucl(w1, w2) =

√∑
j

(A(w1, cj) − A(w2, cj))2

Cosine(w1, w2) =

∑
j

A(w1, cj)A(w2, cj)

√∑
j

(A(w1, cj))
2

√∑
k

(A(w2, ck))
2

DiceMin(w1, w2) =

2
∑

j

min(A(w1, cj), A(w2, cj))

∑
j

A(w1, cj) +
∑

k

A(w2, ck)

JaccardMin(w1, w2) =

∑
j

min(A(w1, cj), A(w2, cj))

∑
j

max(A(w1, cj), A(w2, cj))

Lin(w1, w2) =

∑
ci∈C1,2

(A(w1, cj) + A(w2, cj))

∑
j

A(w1, cj) +
∑

k

A(w2, ck)

windowing strategies are concerned, contexts can be defined using the immediately ad-
jacent words, within a window of n words. Two different techniques can be applied:
one defining contexts as bag of words, called BOW, and the other taking into account
word order (WO). The technique based on bag of words builds context vectors consid-
ering simple words as dimensions, regardless of their positions within the window. By
contrast, the WO technique uses word order to define context vectors, which is consid-
ered to be useful to simulate syntactic behavior. According to Rapp [18], this window
technique is, then, closer to the syntax-based approach.

Our syntactic strategy (SYN) relies on dependency-based robust parsing. Dependen-
cies are generated by means of DepPattern1, a rule-based partial parser which can process

1 DepPattern is a linguistic toolkit, with GPL licence, which is available at:
http://gramatica.usc.es/pln/tools/deppattern.html

http://gramatica.usc.es/pln/tools/deppattern.html
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5 languages: English, Spanish, Galician, Portuguese, and French. The 5 grammars are
very generic, they are constituted by about 20-30 rules each. To extract syntax-based
contexts from dependencies, we used the co-compositional methodology defined in [8].
The DepPattern toolkit also includes a script aimed to extract co-compositional contexts
from the dependencies generated by the parser.

3.2 Similarity Measures

The systems are built using 10 similarity coefficients, which represent much of the
metrics defined in [14,5,2]. The simplest measures (suffix “Bin”) transform all vectors
into binary values: binary overlapping (OverBin), binary Dice (DiceBin), binary Jaccard
(JaccBin), and binary Cosine (CosBin). By contrast, Cosine (Cos), Euclidian distance
(Eucl), City-Block (City), Dice (DiceMin), and Jaccard (JaccMin) use vectors with co-
occurrence (or weighted) values. The 10 similarity metrics between two words, w1
and w2, are defined in Table 1, where BIN(w1) stands for a set representation of the
binary vector defining word w1. This vector is the result of transforming the real-valued
vector with co-occurrences or log-likelihood scores into a vector with binary values.
The length ‖ BIN(w1) ‖ of a binary vector BIN(w1) is the number of non-zero
values. On the other hand, A(w1, cj) is an association value of a vector of length n,
with j, i, and k ranging from 1 to n. In our experiments, the association value stands for
either the simple co-occurrences of word w1 with a contextual expression cj , or a weight
computed using the log-likelihood ratio between the word and its context. For Cosine,
the association values of two words with the same context are joined using their product,
while for JaccardMin [11,12] and DiceMin [5,23] only the smallest association weight
is considered (in those works, they are noted as Jaccard† and Dice†, respectively). For
the Lin coefficient, the association values of common contexts are summed [14], where
cj ∈ C1,2 if and only if A(w1, cj) > 0 and A(w2, cj) > 0. Finally, in City, |x − y|
represents an absolute value. In sum, we use two types of similarity coefficients: those
based on binary vectors (baseline metrics) and those relying on association values.

3.3 Word Space Models

In our experiments, we evaluate the performance of three different types of word space
models. First, we call COOC the simplest method that takes as input a sparse matrix
containing only word-by-context co-occurrences. This is the baseline model. No further
operation was applied on the baseline matrix before computing word similarity.

The second method, called SVD, requires a dense matrix reduced by Singular Value
Decomposition. Dimensionality reduction was performed with SVDLIBC.2. Before re-
duction, co-occurrence values were transformed into log-likelihood scores, as in most
approaches to Latent Semantic Analysis [13].

The third method, called BORDAG, was defined in [2], and consists of the following
tasks: all co-occurrences are weighted values (log-likelihood) and are ranked by de-
creasing significance. Then, only the N best ones are selected (where N = 200 in our
experiments). This way, each word is associated, at most, with 200 non-zero weighted

2 http://tedlab.mit.edu/˜dr/svdlibc/

http://tedlab.mit.edu/~dr/svdlibc/
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values. Given that corpus frequency follows the power-law distribution, only very fre-
quent words co-occur with more than 200 other words. Even if such a filtering strategy
only affects very frequent words, it allows us to reduce the number of pairwise com-
parisons (and thus runtime) significantly, while hopefully not decreasing accuracy with
regard to the baseline model.

3.4 Algorithm

The naive algorithm to extract word similarity looks at each word and compares it with
each other word, checking all contexts to see if they are shared. Complexity is quadratic.
Yet, it is possible to make the algorithm simpler. Because of the power-law distribution
of word-context co-occurrences, most word pairs have nothing in common. So, there
is no reason to check them. Following [9,20], we implemented an algorithm that only
compares word pairs sharing at least one context. As the list of words sharing a context
is small (in general, less than 1000), the quadratic complexity of the entire algorithm
turns out to be manageable.

4 Experiments and Large-Scale Evaluation

Given the parameters of variation described in the last section and the cartesian product
of all possible 4-tuples, we could evaluate 3 × 10 × 3 × 1 systems, that is, 90 different
strategies to extract word similarity. However, because of the computational complexity
derived from SVD reduction, we only combined this word space model with one type
of context, namely BOW (Bag Of Words). Moreover, as the matrices reduced with SVD
do not allow similarity computation with binary metrics, at the end, we evaluate just
65 extraction systems. For instance, SYN-DiceBin-COOC stands for a system constituted
by a syntactic-based context (SYN), a binary dice metric (DiceBin), and a simple word-
by-context coocurrence matrix (COOC). To simplify, the name of each system is not
provided with the specific algorithm, since it will not be evaluated. We also can use
names to refer to sets of systems. For instance, SYN-COOC represents all systems made
of syntactic contexts and co-occurrences, while SYN represents the more abstract set
containing all syntax-based systems.

4.1 Corpus and Gold Standards

The experiments were performed on the British National Corpus (BNC)3 corpus, con-
taining about 100 million word tokens. For evaluation, we selected the 15, 000 most
frequent proper names, on the one hand, and the 10, 000 most frequent common nouns,
on the other. These are the target words to be evaluated. Proper names are evaluated
taking as gold standard a closed list of countries, world capitals, and English towns4.
This list contains 1610 names, each with a specif tag. Some (very few) contain more
than one tag. For instance, London is both a world capital and an English town. Let’s

3 http://www.natcorp.ox.ac.uk/
4 AUTHOR-URL
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note that here the similarity relation is quite narrow. It is restricted to the relation of
direct co-hyponymy, e.g., England is similar to China because they are both countries.
By contrast, England is not related to London. 749 out of 1610 terms of the list are
among the 15, 000 most frequent proper names in the BNC corpus. With the use of a
closed list of related terms, we are sure that all similar words correctly proposed by a
system are in the gold standard and, then, are correctly evaluated. Using Wordnet, how-
ever, many similar words that were correctly proposed by the system may not be in the
gold standard, and consenquently, may be incorrectly considered as wrong.

To evaluate the common nouns, we take as gold standard WordNet [7]. Here the no-
tion of similarity is larger than in the previous gold standard. The set of similar words
of a given word is constituted by all those related to it by any direct semantic relation-
ship (synonymy, meronymy, hyperonymy, . . . ), and indirectly, by those co-hyponyms
selected from its hyperonyms at the first level. 6, 943 common nouns from WordNet
were found among the 10, 000 most frequent ones in the corpus.

Given the 15, 000 most frequent proper names and the three types of contexts defined
above, we build three 15, 000-by-15, 000 word-by-context co-occurrence matrices with
proper names and contexts of proper names. Contexts are also the 15, 000 most frequent
ones. They change according to the type of context selected to build the system. For in-
stance, if the type of context is defined from syntactic dependencies, the matrix contains
the 15, 000 most frequent syntactic contexts of proper names. So, the generated matri-
ces are constituted by the same target words (the most frequent proper names), but they
differ in the contexts: syntax-based, word order or bag of words. The same is done with
the 10, 000 most frequent common nouns: we build three 10, 000-by-10, 000 word-by-
context co-occurrence matrices with common nouns and contexts of common nouns.
All these matrices represent the baseline word space model (COOC), from which BOR-
DAG and SVD are derived. Previous tests led us to select 15, 000-by-300 and 10, 000-
by-300 as those reduced matrices giving the optimal results for SVD-based systems.

4.2 Evaluation

To evaluate the quality of all tested extraction systems, we elaborate an automatic and
large-scale evaluation protocol with the following characteristics. Each system provides
for each target word (proper name or common noun of the input matrix), a ranked list
with its top-10 most similar words. A similar word of the ranked list is considered a true
positive if it is related in the gold standard to the target word. For instance, if China is
in the top-10 ranked list of England, and both proper names are tagged with the same
tag (country) in the gold standard, then China is counted as a true positive. To measure
the quality of each system, we use “mean Average Precision” (mean-AP) [4]. Average
Precision (AP) consists in evaluating the average quality of the ranking produced for
each test word. More precisely, it is the average of the precision scores at the rank
locations of each true positive. Assuming a word contains N similar words extracted
by the system, in which K are true positives, and pi the rank of i-th positive, AP is:

AP =
1
N

k∑
i=1

i

pi
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Note that i/pi is just the precision value at the i-th positive in this iterative process. Let’s
see an example. If 2 out 10 ranked words were found at ranking positions 2 and 5, the
AP in percent in this case is: 1/10 ∗ (1/2 + 2/5) ∗ 100 = 9%. 100% is achieved when
the 10 ranked words are related to the test word in the gold standard. Mean Average
Precision is the sum of average precisions divided by the number of evaluable words
(i.e., words occurring in both the gold standard and the training corpus):

mean-AP =
1
n

n∑
i=1

APi

where n, the number of evaluable words, is 749 in the case of proper names, and 6, 943
for common nouns.

4.3 Results

Tables 2 and 3 shows the mean-AP scores obtained for all systems using respectively
the 15, 000 most frequent proper names and the 10, 000 most frequent common nouns.
Each column represents a combination between a type of context and a word space

Table 2. Mean-AP of Proper Names using as gold-standard a list of countries, capitals, and towns

METRIC SYN-COOC WO-COOC BOW-COOC SYN-BORDAG WO-BORDAG BOW-BORDAG BOW-SVD

CityBlock 5.24 2.7 17.77 4.17 1.88 5.58 3.01
CosineBin 50.06 50.62 47.62 47.85 39.25 38.96
Cosine 36.50 10.55 39.08 32.67 11.09 34.77 3.56
DiceBin 50.68 46.68 46.58 49.25 38.66 38.97
DiceMin 47.55 18.31 43.40 45.77 15.54 43.69 2.88
Euclidean 16.92 7.63 17.93 18.73 6.91 18.99 2.96
JaccBin 50.68 46.68 46.58 49.25 38.66 38.97
JaccMin 47.55 18.31 43.40 45.77 15.54 43.69 3.20
Lin 23.57 8.86 25.48 24.51 8.11 25.34
OverBin 46.52 28.39 30.43 59.04 41.86 38.99

Table 3. Mean-AP of common nouns using WordNet as gold-standard

METRIC SYN-COOC WO-COOC BOW-COOC SYN-BORDAG WO-BORDAG BOW-BORDAG BOW-SVD

CityBlock 2.53 0.56 3.78 0.90 0.33 1.45 3.79
CosineBin 15.18 11.50 8.74 16.54 3.74 12.83
Cosine 7.86 1.26 11.32 6.99 1.4 10.98 7.00
DiceBin 12.97 10.14 8.11 16.22 3.74 12.83
DiceMin 11.23 2.76 7.28 12.65 1.80 11.76 4.84
Euclidean 2.64 0.98 2.78 2.71 0.91 3.63 3.37
JaccBin 12.97 10.14 8.11 16.22 3.74 12.83
JaccMin 11.23 2.76 7.28 12.65 1.80 11.76 5.76
Lin 5.88 2.71 6.29 5.68 1.27 10.61
OverBin 5.97 4.07 4.32 16.42 3.69 12.83
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model, while rows stands for the 10 similarity metrics introduced above in 3.2. The best
score in Table 2 is 59.04%, achieved by the system SYN-OverBin-BORDAG. In Table 3
the best mean-AP value merely achieves 16.54%, obtained by SYN-CosineBin-BORDAG.
Even if the two tables differ significantly in the scale of their values, most systems have
a similar behavior across the two evaluations. The main exception corresponds to the
SVD-based systems (BOW-SVD), which are the only systems whose mean-AP scores
improve when they are evaluated using WordNet (Table 3).

4.4 Ranking of Systems

To interpret the results, instead of using test of significance looking for statistically
different and similar groups of systems, we prefer ranking them using the mean of the
two evaluations. For this purpose, mean-AP values are first normalized. Table 4 shows a
sample of the 65 systems ranked by the mean of the normalized values. Notice that the
best systems in the ranked list are based on syntactic contexts, binary similarity metrics,
and the BORDAG word space model. Surprisingly, the system with the best score uses
the simplest similarity metric (OverBin), which merely counts the number of contexts
shared by the compared words. Systems with window-based contexts and metrics with
association values appear at the bottom of the list.

It is also possible to rank separately the different parameters of variation underlying
the evaluated systems. Table 5 shows the mean and variance of each metric. Given a

Table 4. Ranking of systems

Rank System Mean
1 SYN-OverBin-BORDAG 0.99
2 SYN-DiceBin-BORDAG 0.90
3 SYN-JaccBin-BORDAG 0.90
4 SYN-CosineBin-BORDAG 0.90
5 SYN-CosineBin-COCC 0.88
6 SYN-JaccBin-COCC 0.82
7 SYN-DiceBin-COCC 0.82
8 WO-CosineBin-COCC 0.77
9 SYN-DiceMin-BORDAG 0.76
10 SYN-JaccMin-BORDAG 0.76
. . . . . . . . .
20 WO-JaccardBin-COCC 0.69
25 BOW-Cosine-BORDAG 0.62
30 BOW-Lin-BORDAG 0.53
35 BOW-Lin-COOC 0.43
40 WO-OverBin-COCC 0.35
45 BOW-Cosine-SVD 0.22
50 BOW-JaccardMin-SVD 0.18
55 WO-Cosine-BORDAG 0.11
60 WO-Euclidean-COCC 0.07
65 WO-CityBlock-BORDAG 0.02
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Table 5. Ranking of metrics, contexts, and models

Metric Mean σ
CosineBin 0.72 0.07
DiceBin 0.70 0.09
JaccBin 0.70 0.09
OverBin 0.58 0.18
JaccMin 0.48 0.26
DiceMin 0.47 0.27
Cosine 0.39 0.37
Lin 0.31 0.47
Euclidean 0.16 0.70
CityBlock 0.08 0.80

Context Mean σ
SYN 0.60 0.48
BOW 0.46 0.96
WO 0.28 0.90

Model Mean σ
BORDAG 0.48 0.94
COCC 0.47 0.64
SVD 0.15 0.71

metric, we compute the average score obtained across all systems based on this metric.
From this point of view, the best metric is now CosineBin. Let’s note that the four
binary metrics are at the top of the ranked list. This is in accordance with the evaluation
described by Bordag [2], but not with other related work, such as [5], where DiceMin
was considered as the best coefficient. In [14], no binary metric was evaluated. We think,
however, that the evaluation described by Curran and Moens [5] is not entirely reliable.
In their work, equivalent metrics, like DiceMin and JaccMin or DiceBin and JaccBin,
achieved very different precision scores. This is not in accordance with the fact that
Jaccard and Dice coefficients should tend to yield the same similarity performance for
any word. The Dice and Jaccard measures are fully equivalent, i.e., there is a monotonic
transformation between their scores [6]. Notice that in our evaluation this pair of metrics
produces almost always the same scores. It follows that our results are close to those
expected by the theory. As far as the standard deviation (σ) is concerned, the table also
shows how it increases from the top to the bottom of the list. The best metrics are then
more stable across the different systems since they behave in the same way regardless
of the context or model being used. Finally, Euclidean and CityBlock distances are not
suited at all to deal with word similarity extraction.

Table 5 also shows the ranking of contexts and models. Whereas syntax-based con-
texts (SYN) perform clearly better than the two types of window-based contexts, the
difference between BORDAG and the baseline model (COCC) is very small. Even if the
best systems are based on the BORDAG model, its high standard deviation makes it quite
instable. In particular, when it is combined with contexts of type WO the performance
decreases in a significant way. By contrast, the word space model based on simple co-
occurrences is more regular and stable, as we can infer from its low standard deviation.
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Very far from the scores achieved by these two models, we find SVD. Latent infor-
mation resulting of factorization by Singular Value Decomposition, such as high-order
co-occurrences, do not help to improve the task of word similarity extraction.5

5 Conclusions

The main contribution of this paper is to compare 65 different systems to extract word
similarity under controlled circumstances by means of a large-scale evaluation, and by
taking as gold-standard, both WordNet and a large list of proper names classified in
three semantic categories.

The results of the experiments leave no doubt that, at least, for the task at stake and
for the most frequent words of a corpus, the simplest similarity coefficients, based on
binary values, are much more precise than more complex metrics requiring association
values. This is not far from the main conclusions drawn by Bordag [2] from different ex-
periments. In addition, syntactic contexts perform better than those based on windowing
techniques (with or without taking into account word order). This is also in accordance
with most experiments comparing both types of contexts. Regarding the word space
model, it seems that Bordag-based systems performs slightly better than those based
on basic co-occurrences, but differences are actually very small. SVD-based models,
however, are much less precise in their results. So, to compute word similarity, it turns
out to be difficult to overcome those systems relying on baseline strategies, namely
those using binary metrics and simple co-occurrence matrices. Only dependency-based
information seems to be more precise than more basic contexts based on windowing
techniques.

Given that the syntactic parser used in our experiments only was constituted by very
few rules (about 20), there is still room for improvement. In future work, we will com-
pare the efficiency of different sets of syntactic-based contexts by integrating them in
baseline systems with basic metrics and basic word space models. A different strategy
to improve results would be to explore other theoretical paradigms for modeling new
types of contexts and different word spaces, such as the proposal described in [1].
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Abstract. People are often asked to associate keywords to documents
to enable applications to access the summarized core content of docu-
ments. This fact was the main motivation to work on an approach that
may contribute to move from this manual procedure to an automatic
one. Since Relevant Expressions (REs) or multi-word term expressions
can be automatically extracted using the LocalMaxs algorithm, the most
relevant ones can be used to describe the core content of each document.
In this paper we present a language-independent approach for automatic
generation of document descriptors. Results are shown for three differ-
ent European languages and comparisons are made concerning different
metrics for selecting the most informative REs of each document.

1 Introduction

Keywords/Key Terms — generically Keywords — provide efficient and sharp
access to documents concerning their main topics, that is their core content.
However, typically these semantic tags are manually introduced in documents.

Keywords are semantically relevant terms, usually being relevant noun-phrases
rather than full phrases. Full phrases such as “Dow Jones significantly increases
operating income again in third quarter 2007” or “Michael Phelps wins gold
medals in Olympics” among others, can be extracted by summarization ap-
proaches, but they would not be efficient if used as keywords. In other words,
one wouldn’t declare these full phrases as Keywords of a document. On the other
hand, by using LocalMaxs algorithm [10] it is possible to extract REs from doc-
uments and, as will be shown in this paper, the most relevant ones relatively to
each document can be used as that document’s descriptor, given their semantic
relevance and sharpness, making them similar to keywords, as would be the case
of “biological agriculture”, “global financial crisis”, “United Nations”, among
others.

Although REs extracted using LocalMaxs algorithm are semantically relevant,
most of them has not the semantic relevance and sharpness that keywords re-
quire. For example, REs “staff member” or “command and control” have some
relevance but they are too vague to be considered as strong REs pointing to
� Research supported by project VIP ACCESS, ref. PTDC/PLP/72142/2006.
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sharp or meaningful topics such as, say, “United Nations” or “computer sci-
ence”. Thus, this implied a new challenge because after extracting REs from
documents, the most informative ones had to be selected in order to obtain the
REs that might be Keywords.

In this work we present a metric we created (LeastRvar) to measure the
relevance of each RE, and consequently its relevance score in each document.

So, this paper proposes a statistical and language-independent approach to
generate document descriptors based on the automatic extraction of the most
informative REs taken from each document. Next section analyzes related work.
A brief explanation of the LocalMaxs algorithm is presented in section 3. In sec-
tion 4 we propose the LeastV ar metric and consider other measures to calculate
the relevance of each RE. Results are presented in section 5 and conclusion are
presented in the last section.

2 Related Work

In [3] authors focused on the automatic selection of noun phrases as document
descriptors to build an FCA-based IR framework – FCA means Formal Concept
Analysis. Results are interesting but, however, this can not be considered a
language-independent approach as it uses some language-dependent tools such
as stop-words removing, lemmatization, part-of-speech tagging and syntactic
pattern recognition.

In [4], authors address the issue of Web document summarization by context.
They consider the context of a Web document by the textual content of all
documents linking to it. According to the authors, the efficiency of this approach
depends on the size of the content and context of the target document. However,
its efficiency also depends on the existance of links to the target documents; and
their quantity and quality.

In [1] a generic summarization method is proposed. It extracts the most rel-
evance sentences from the source document to form a summary. The summary
can contain the main contents of different topics. This approach is based on
clustering of sentences and, although results are not shown, it does not use
language-dependent tools.

Other Information Extraction methods rely on predefined linguistic rules and
templates to identify certain entities in text documents [5,6]. Again, these are
not language-independent approaches, despite the good results that they give
rise to.

In other related work, there are approaches addressing specific-domain prob-
lems. In [7], the extraction of personal information is focused. The authors pro-
pose a method to extract artist information, such as name and date of birth
from documents and then generate his or her biography. It works with meta-data
triples such as (subject-relation-object), using ontology-relation declarations and
lexical information. Clearly, this approach is not language-independent. Besides,
web pages often include free texts and unstructured data. A supervised approach
[12] extracts Keywords by using lexical chains built from the WordNet ontology
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[13], a tool which is not available for every language. In [8], a specific-domain is
also addressed: extraction of personal information such as name, project, among
other information. Although it extracts various personal information, it does not
consider the relevance of the extracted information. In [9], a method to extract
a domain terminology from available documents such as the Web pages is pro-
posed. The method is based on two measures: Domain Relevance and Domain
Consensus that give the specificity of a terminological candidate. In [2] the News
specific-domain is addressed; this approach is not language-independent.

Rather than being dependent on specific languages, structured data, or do-
main, we try to find out more general and language-independent features from
free text data.

3 Using LocalMaxs Algorithm to Extract REs from Text

Three tools working together were used in this approach for extracting REs
from document corpora: the LocalMaxs algorithm, the Symmetric Conditional
Probability (SCP) statistical measure and the Fair Dispersion Point Normaliza-
tion (FDPN). A full explanation of these tools is given in [10]. However, a brief
description is presented in this section for paper self-containment.

Although this algorithm may be used to extract other multi element units from
text, such as characters or morpho-syntactic tag patterns, now we are interested
just in words. Thus, let us consider that an n-gram is a string of words in any
text1. For example the word president is an 1-gram; the string President of the
Republic is a 4-gram. LocalMaxs is based on the idea that each n-gram has a kind
of “glue” or cohesion sticking the words together within the n-gram. Different
n-grams usually have different cohesion values. One can intuitively accept that
there is a strong cohesion within the n-gram (Giscard d’Estaing) i.e. between
the words Giscard and d’Estaing. However, one cannot say that there is a strong
cohesion within the 2-grams (or uninterrupted) or within the (of two). So, the
SCP (.) cohesion value of a generic bigram (x y) is obtained by

SCP (x y) = p(x|y) . p(y|x) =
p(x y)
p(y)

.
p(x y)
p(x)

=
p(x y)2

p(x) . p(y)
(1)

where p(x y), p(x) and p(y) are the probabilities of occurrence of bigram (x y)
and unigrams x and y in the corpus; p(x|y) stands for the conditional probability
of occurrence of x in the first (left) position of a bigram in the text, given that
y appears in the second (right) position of the same bigram. Similarly p(y|x)
stands for the probability of occurrence of y in the second (right) position of a
bigram, given that x appears in the first (left) position of the same bigram.

However, in order to measure the cohesion value of each n-gram of any size
in the corpus, the FDPN concept is applied to the SCP (.) measure and a new
cohesion measure, SCP f(.), is obtained.

SCP f(w1 . . . wn) =
p(w1 . . . wn)2

1
n−1

∑n−1
i=1 p(w1 . . . wi) . p(wi+1 . . . wn)

(2)

1 We use the notation (w1 . . . wn) or w1 . . . wn to refer an n-gram of length n.
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where p(w1 . . . wn) is the probability of the n-gram w1 . . . wn in the corpus. So,
any n-gram of any length is transformed in a pseudo-bigram that reflects the
average cohesion between any two adjacent contiguous sub-n-gram of the original
n-gram. Now it is possible to compare cohesions from n-grams of different sizes.

3.1 LocalMaxs Algorithm

LocalMaxs [11,10] is a language independent algorithm to filter out cohesive
n-grams of text elements (words, tags or characters), requiring no threshold
arbitrarily assigned.

Definition 1. Let W = w1 . . . wn be an n-gram and g(.) a cohesion generic
function. And let: Ωn−1(W ) be the set of g(.) values for all contiguous (n−1)-
grams contained in the n-gram W ; Ωn+1(W ) be the set of g(.) values for all
contiguous (n+1)-grams which contain the n-gram W , and let len(W ) be the
length (number of elements) of n-gram W . We say that

W is a Multi Element Unit (MEU) if and only if,
for ∀x ∈ Ωn−1(W ), ∀y ∈ Ωn+1(W )

(len(W ) = 2 ∧ g(W ) > y) ∨
(len(W ) > 2 ∧ g(W ) >

x + y
2 ) .

Then, for n-grams with n ≥ 3, LocalMaxs algorithm elects every n-gram whose
cohesion value is greater than the average of two maxima: the greatest cohesion
value found in the contiguous (n−1)-grams contained in the n-gram, and the
greatest cohesion found in the contiguous (n+1)-grams containing the n-gram.
Thus, in the present approach we used LocalMaxs as an REs — REs are MEUs
where the elements are words — extractor, and used SCP f(.) cohesion measure
as the g(.) function referred in the algorithm definition above. This enables the
extraction of REs having very low cohesion values but locally maximal.

4 Selecting the Most Informative REs

Thus, by using LocalMaxs it is possible to obtain REs from a corpus of docu-
ments. However, not every RE has equal relevance or sharpness. In fact, concern-
ing the relevance, some types of REs may be considered: strongly informative
REs such as “United Nations” or “road traffic” as they point to important and
not too specific topics; other REs being more vague in terms of semantic sharp-
ness, such as “administrative cooperation” or “structural reforms”; and other
REs being more specific in terms of the topic they point to, for example “pe-
riodic training of drivers” or “Lisbon strategy for growth and jobs”. Besides,
LocalMaxs is not a 100% Precision and Recall extractor and so, a percentage
of the multi-words extracted by this algorithm are not really REs under the
Information Retrieval (IR) point of view: for example locutions “in case of” or
“according to” may be interesting to populate lexicons for NLP purposes, but
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not for IR. Furthermore, other multi-words extracted by the same algorithm are
simply errors under the IR point of view; although they may be important for
other purposes such as multi-word term translation: for example “adopted by”
or “set as an alternate”.

As a consequence, we felt the need to use an adequate metric to value and
privilege the strongly informative REs and penalize the other REs and the errors.

4.1 The Tf−Idf Metric

Tf−IDF (Term frequency−Inverse document frequency) is a statistical metric
often used in IR and text mining. Usually, this measure is used to evaluate
how important a word is to a document in a document corpus. The importance
increases proportionally to the number of times a word appears in the document
but is offset by the frequency of the word in the corpus. Thus, we considered
this as one of the metrics to try to privilege the most informative REs of each
document.

Tf−Idf(REi, dj) = p(REi, dj) . Idf(REi) , (3)

where

p(REi, dj) =
f(REi, dj)

Ndj

Idf(REi) = log
‖D‖

‖{d : REi ∈ d}‖ . (4)

In this work we used a variant of the Tf−Idf measure: we preferred the relative
frequency (probability) of the REi in the document dj instead of the absolute
frequency, as we want to prevent a bias towards longer documents (which may
have a higher absolute frequency regardless of the actual importance of that RE
in the document). So, p(REi, dj) will give a measure of the importance of REi

within the particular document dj ; f(REi, dj) stands for the frequency of REi in
document dj , Ndj means the size (number of words) of that document, and ‖D‖
is the number of documents. By the structure of the term Idf(.) we can see that
it privileges the REs occurring in less documents, particularly those occurring
in just one document.

4.2 The LeastRvar — A New Metric

As we will show in section 5, Tf−Idf is not really adequate to privilege the
strong informative REs. Thus we worked on a new measure in order to obtain
better results.

Then, we noticed that most of the times, weakly relevant multi-word expres-
sions and errors extracted by LocalMaxs begin or end with a so called stop-word,
that is a highly frequent word appearing in most documents. However, stop-
words may exist in the middle of an informative RE, for example “United States
of America” or “carriage of passengers”; but in fact, usually not in the leftmost
or rightmost word of an RE. Then we propose the LeastRvar(.) measure:

LeastRvar(REi) = least(Rvar(lmostw(REi)) , Rvar(rmostw(REi))) (5)
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where

Rvar(W ) =
1

‖D‖
∑
di∈D

(p(W, di) − p(W, .)
p(W, .)

)2
(6)

and p(W, .) means the average probability of the word W considering all docu-
ments — Rvar(.) will be applied to the leftmost or the rightmost word of each
RE, that is lmostw(REi) or lmostw(REi):

p(W, .) =
1

‖D‖
∑

di∈D
p(W, di) . (7)

By using Rvar(W ) we wanted to measure the variation of the probability of
the word W along all documents. Apparently the usual formula of the variance
(the second moment about the mean), would measure that variation; however,
it would wrongly benefit the very frequent words such as “of”, “the” or “and”,
among others. In fact, as we experienced, this happens because the absolute
differences between the occurrence probabilities of any of those frequent words
along all documents is high, regardless of the fact that they usually occur in every
document. These differences are captured and over-valued by the variance since
it measures the average value of the quantity (distance from mean)2, ignoring
the order of magnitude of the individual probabilities. Then, we introduced a
small change in the variance formula by dividing each individual distance by the
order of magnitude of these probabilities, that is, the mean probability, given
by p(W, .); see equations 6 and 7. In other words, Rvar(.) (Relative Variance)
in equation 6 reflects that change if compared to the formula of the variance
which we can recognize as being the same as Rvar(.) but without p(W, .) in the
denominator.

Then, LeastRvar(REi) is given by the least Rvar(.) values considering the
leftmost word and the rightmost word of REi. This way, we tried to privilege
informative REs and penalize those multi-word expressions having semantically
meaningless words in the begin or in the end of it.

Valuing the Words’ Length. Considering that most of the semantically mean-
ingless words are small, and long words usually have sharp meaning, we took
into account the average length of the words in each RE to help on select-
ing the most informative REs. Thus, we created the following variant of the
LeastRvar(.) measure:

LeastRvarLen(REi) = leastRvar(REi) . avgLen(REi) (8)

where avgLen(REi) stands for the average length of each word (number of char-
acters) of REi.

5 Results

In this section we analyze the quality of the document descriptors obtained
after applying the LocalMaxs extractor followed by each of the three different
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statistical measures (Tf−Idf , LeastRvar and LeastRvarLen) to three different
corpora: one having English documents, another one with French documents and
another one for Spanish ones.

5.1 The Document Descriptor

We decided to represent the core content of each document by using the ten
most informative REs in the document.

Unfortunately, sometimes there is no absolute consensus about which REs are
the strong informative ones and which are not. We consider that, for example,
“Head of Mission” and “17 November 2003” are not strong REs, as the first
one is a too vague noun phrase and the second one, being a simple date, is just
too specific; but we also consider that “United Nations” and “road traffic” are
strong informative REs as they point to important topics, not being too vague
nor too specific. However this may not be a consensual classification.

Thus, for each document, the extracted REs are sorted according to each
statistical measure and the top ten REs are taken as the document’s descrip-
tor. Needless to say that, by ignoring the other REs, there is always document
information lost by these descriptors, but it must be taken as a core content
descriptor, not as a complete and detailed report about the document. Here is
an example of a document descriptor extracted by the LocalMaxs and one of
the measures mentioned above:

5.2 The Multi-language Corpora Test and Other Criteria

In order to test how language-independent is our approach, we used the EUR-Lex
corpora which provides direct free access to European Union law about several
topics in several European languages.

It is available by http://eur-lex.europa.eu/en/index.htm. From this large cor-
pora we took 50 documents written in English, 50 documents in French and 50 in
Spanish to form three different sub-corpora. The only restriction of this selection
was to avoid too short documents (less than half a page), as we need to prevent

Table 1. Example of an English document descriptor. Application of the LeastRvar
measure.

zoonotic agents
borne zoonotic agents
Iceland and Liechtenstein
phytosanitary matters
salmonella and other specified food
JOINT COMMITTEE
notifications under Article 103
monitoring of zoonoses and zoonotic agents
repealing Council Directive 92 / 117
Veterinary and phytosanitary
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biases on some relative frequencies of the n-grams of each document, caused by
the document’s size.

To evaluate the approach performance in these three languages, we used the
Precision and Recall concepts. In this case, precision was given by the number of
strong informative REs in the set of the multi-word expressions proposed to be
the document’s descriptor, by the combination LocalMaxs−metric used, divided
by ten.

The recall was given by the number of strong informative REs that are simul-
taneously in the document’s descriptor proposed and in the set of the correct
ten most informative REs of the document, divided by ten.

Some proposed document descriptors contain multi-word expressions which
are not noun phrases but still they are not weakly informative expressions. For
example, “Veterinary and phytosanitary” in table 1 is an expression having a
well formed morpho-syntactic tag being also a highly informative conjunction
of adjectives. We call these cases the near miss REs and they were considered
separately in the results, as it is shown in the next subsection.

According to our criterion, this is the evaluation of the descriptor shown
in table 1, considering Precision: 7 informative REs (1st, 2nd, 3rd, 4th, 5th,
7th and 8th); 1 near miss RE (10th); and 2 weak or wrong REs (6th and
9th). So, precision is .70 or .80 if considering the near miss RE. Concerning
Recall, the document this descriptor represents has 3 informative REs which
should be in the top 10 ones, but they are not in the descriptor proposed:
“control of salmonella”, “Council Directive 92 / 117 / EEC” and “Norwegian
language”. However, these missing REs were also extracted by the same combi-
nation (LocalMaxs−LeastRvar) but their scores were above 10th position, that
is 11th, 12th,..., and then, they were not included in the descriptor. Thus, Recall
is .70 for this case.

5.3 Results for Different Languages and Metrics

By tables 2, 3 and 4 we may see that for the same statistical measure, Precision
or Recall values are similar for English, French and Spanish. So, we may say that

Table 2. Precision and Recall average values for the English document descriptors

Measure Precision near-miss Precision Total Precision Recall

Tf−Idf 0.41 0.12 0.53 0.35
LeastRvar 0.57 0.15 0.72 0.68
LeastRvarLen 0.51 0.27 0.77 0.62

Table 3. Precision and Recall average values for the French document descriptors

Measure Precision near-miss Precision Total Precision Recall

Tf−Idf 0.40 0.12 0.52 0.34
LeastRvar 0.58 0.13 0.73 0.67
LeastRvarLen 0.52 0.26 0.77 0.61



654 J.F. da Silva and G.P. Lopes

Table 4. Precision and Recall average values for the Spanish document descriptors

Measure Precision near-miss Precision Total Precision Recall

Tf−Idf 0.41 0.13 0.54 0.34
LeastRvar 0.58 0.14 0.72 0.67
LeastRvarLen 0.51 0.26 0.78 0.62

Table 5. Example of a French document descriptor. Application of the LeastRvar
measure.

protoxyde d’azote
postes de travail
main-d’oeuvre qualifie
dioxyde de carbone
stockage du carbone
biomasse produite
victime du changement climatique
Rapports entre changement climatique
livre vert
changements climatiques

Table 6. Example of a Spanish document descriptor. Application of the LeastRvar
measure.

Sistema Nacional de Salud
Sistema Nacional de Salud español
tratamiento hospitalario
equilibrio financiero
Comunidades Europeas
nivel de cobertura
articulo 22
necesarias para evitar
legislación española
asistencia sanitaria

Table 7. Example of an English document descriptor. Application of the Tf−Idf
measure.

zoonotic agents
Parliament and of the Council of 17 November
Council of 17 November 2003
Council Directive 92 / 117 / EEC
92 / 117 / EEC
17 November 2003 on
No 2160
Directive 2003 / 99 / EC
2003 / 99 / EC
Directive 92 /
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this approach does not seem to privilege any of these languages. And we believe
that probably this happens for many other languages, as no specific morpho-
syntactic information was used. Even the small differences shown by the tables,
such as 0.13 and 0.15 (near-miss Precision of LeastRvar measure for English
and French documents), would probably decrease if the test corpora had more
documents.

On the other hand, we can see that LeastRvar measure presents the high-
est Precision (0.57, 0.58 and 0.58 for English, French and Spanish). However if
we consider the near-miss cases, LeastRvarLen presents the highest precision
performance; see Total Precision: about 0.77, 0.72 and 0.53 for LeastRvarLen,
LeastRvar and Tf−Idf measures respectively and considering the three lan-
guages. However, the highest Recall values are obtained for LeastRvar measure:
about 0.67. Thus, this means that the introduction of the RE word’s average
length in the LeastRvar metric, that is LeastRvarLen, privileged some more
specific REs (due to their larger length) and so, the number of near-miss REs.
But this implied some decreasing on the Recall, once the more informative and
not too specific REs were not selected by LeastRvarLen to be in the top ten
score REs.

Tables 2, 3 and 4 also show that Tf−Idf presents the poorest results. In fact,
due to its structure — see equation 3 — we can see that REs that occur in
just one document are the most valued/privileged ones. This explains why the
descriptors made by this measure tend to include too specific REs, regardless
of some important ones. Table 7 shows a document descriptor generated by the
combination LocalMaxs−Tf−Idf ; it is the descriptor of the same document
from where another descriptor, the one shown in table 1, was generated by the
combination LocalMaxs−LeastRvar.

Thus, considering the three statistical metrics, we chose LeastRvar as being
the most adequate one to select the informative REs to generate document
descriptors, due to its more equilibrated Recall and Precision vales. Tables 1, 5
and 6 shows examples of document descriptors for the three languages, selected
by the combination LocalMaxs−LeastRvar.

6 Conclusions

Keywords are semantic tags associated to documents, usually declared manu-
ally by users. Somehow, these tags form small document descriptors and enable
applications to access to the summarized documents’ core content. This pa-
per proposes an approach to automatically generate document descriptors, as a
language-independent and domain-independent alternative to related work from
other authors.

This approach is based on LocalMaxs algorithm to extract REs, and a new
statistical measure, LeastRvar, to select the ten most informative REs from
each document in order to form document descriptors.

Results showed that this new measure presents better Precision and Recall
values (0.72 and 0.68) than Tf−Idf . In fact, Tf−Idf does not seem to be
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adequate to deal with this type of selection, as it privileges the too specific REs
and penalizes most of the strong informative ones.

On the other hand, the introduction of the word’s average length to help on
selecting the most informative REs, showed to extract some more near-miss REs;
however it presents lower Recall.

Results also showed that Precision and Recall values are similar for the three
languages tested (English, French and Spanish), which enable us to expect sim-
ilar performance to other languages.

Apart from the Precision and Recall values, document descriptors made by
this approach does indeed capture the core content of each document. However,
in order to increase the Recall values, in future research we will work to include
the relevant single words in this approach.
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Abstract. Though polarity classification has been extensively explored
at various text levels and domains, there has been only comparatively
little work looking into topic-related polarity classification. This paper
takes a detailed look at how sentences expressing a polar attitude to-
wards a given topic can be retrieved from a blog collection. A cascade
of independent text classifiers on top of a sentence-retrieval engine is a
solution with limited effectiveness. We show that more sophisticated pro-
cessing is necessary. In this context, we not only investigate the impact
of a more precise detection and disambiguation of polar expressions be-
yond simple text classification but also inspect the usefulness of a joint
analysis of topic terms and polar expressions. In particular, we examine
whether any syntactic information is beneficial in this classification task.

1 Introduction

Though polarity classification has been extensively explored at various text lev-
els and domains, there has only been comparatively little work examining topic-
related polarity classification. This paper takes a detailed look at how sentences
expressing a polar attitude towards a given topic can be retrieved from a blog
collection. This means that for a specific topic, we do not only extract opinion-
ated sentences but also distinguish between positive and negative polarity. For
example, an appropriate positive opinion for a topic, such as Mozart, is Sen-
tence (1) and an example of a negative opinion Sentence (2). Traditional factoid
retrieval is inappropriate for this task, since arbitrary sentences regarding a spe-
cific topic are retrieved. On a query, such as {topic: Mozart, target polarity:
positive} a state-of-the-art method would probably highly rank Sentences (1)-
(3), thus failing to single out mere factual statements, such as Sentence (3), and
subjective statements with opposing polarity, such as Sentence (2).

(1) positive statement: My argument is that it is pointless− to ordinary mor-
tals like you and me to discuss why Mozart was a genius+.

(2) negative statement: I have to say that I [don’t like+]− Mozart.
(3) neutral statement: Wolfgang Amadeus Mozart’s 250th birthday is coming

up on the 27th of this month.

We show that though simple text classification can enhance the performance of
factoid retrieval a more sophisticated approach is preferable. For example, Sen-
tence (1) is ambiguous judged by the presence of polar expressions, i.e. words

L. Seabra Lopes et al. (Eds.): EPIA 2009, LNAI 5816, pp. 658–669, 2009.
� Springer-Verlag Berlin Heidelberg 2009
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containing a prior polarity, since there is both a positive and a negative po-
lar expression, i.e. pointless and genius. Bag-of-words classifiers might therefore
mislabel this sentence. A classification which jointly takes topic term and the
polar expressions into account, on the other hand, results in a correct classifi-
cation. For example, the closest polar expression, i.e. genius, is the expression
which actually relates to the topic. Not only spatial distance but also syntactic
information can resolve this ambiguity. In the current example, there is a direct
syntactic relationship, i.e. a subject-of relationship, between the topic term and
the polar expression relating to it. Usually syntactic relation features are more
precise but also much sparser than proximity features.

Not only is it important to identify the polar expression within a sentence
which actually relates to the polar expression but also to interpret a polar ex-
pression correctly in its context. In Sentence (2), the only polar expression has a
positive prior polarity but since it is negated its contextual polarity is negative.

All these observations suggest that there are several sources of information
to be considered which is why we examine features incorporating polarity in-
formation extracted from a large polarity lexicon, syntactic information from
a dependency parse and surface-based proximity. In particular, we address the
issue whether syntactic information is beneficial in this task.

2 Related Work

The main focus of existing work in sentiment analysis has been on plain polarity
classification which is carried out either at document level [1], sentence level [2],
or expression level [3]. There has also been quite some work on extracting and
summarizing opinions regarding specific features of a particular product, one of
the earliest works being Hu and Liu [4]. Unlike our paper, the task is usually
confined to a very small domain. Moreover, the plethora of positively labeled
data instances allow the effective usage of syntactic relation patterns.

Santos et al. [5] show that a Divergence From Randomness proximity model
improves the retrieval of subjective documents. However, neither an evaluation
on sentence level and nor an evaluation of polarity classification is conducted.

The work most closely related to this paper is Kessler and Nicolov [6] who
examine the detection of targets of opinions by using syntactic information.
Whereas Kessler and Nicolov [6] discuss how to detect whether two entities are in
an opinion-target relationship – already knowing that there is such a relationship
in the sentence to be processed – we do not conduct an explicit entity extraction
but classify whether or not a sentence contains an opinion-target relationship.
Unlike Kessler and Nicolov [6], we also restrict the opinion-bearing word to be of
a specific polarity. Thus, we can use knowledge about polar expressions in order
to predict an opinion-target relationship in a sentence. This change in focus
raises the question whether for a sentence-level classification a similar amount
of syntactic knowledge is necessary or whether sufficient information can be
drawn from more surface-based features and lexical knowledge of prior polarity.
Moreover, we believe that our results are more significant for realistic scenarios
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like opinion question answering, since our settings are more similar to such a
task than the ones presented by Kessler and Nicolov [6].

3 The Dataset

The dataset we use in this paper is a set of labeled sentences retrieved from
relevant documents of the TREC Blog06 corpus [7] for TREC Blog 2007 top-
ics [8]. The test collection contains 50 topics. For each topic we formulate two
separate queries, one asking for positive opinions and another asking for neg-
ative opinions. In the final collection we only include queries for which there
is at least one correct answer sentence. Thus, we arrive at 86 queries of which
45 ask for positive and 41 ask for negative opinions. The sentences have been
retrieved by using a language model-based retrieval [9]. Each sentence from the
retrieval output has been manually labeled. An annotator judged whether a sen-
tence expresses an opinion with the target polarity towards a specific topic or
not. Difficult cases have been labeled after discussion with another annotator.
The annotation is strictly done at sentence level i.e. no information of surround-
ing context is taken into consideration. This means that each positively labeled
sentence must contain some (human recognizable) form of a polar expression
and a topic-related word. Our decision to restrict our experiments to sentence
level is primarily to reduce the level of complexity. We are aware of the fact that
we ignore inter-sentential relationships, however, Kessler and Nicolov [6] state
that on their similar dataset 91% of the opinion-target relations are within the
same sentence.

The proportion of relevant sentences containing at least one topic term is
97% which is fairly high. Although 71% of the relevant sentences contain a polar
expression of the target polarity according to the polarity lexicon we use, in
50% of the sentences there is also at least one polar expression with opposing
polarity. The joint occurrence of a polar expression matching with the target
polarity and a topic term is no reliable indicator of a sentence being relevant,
either. Only approximately 17% of these cases are correct. The entire dataset
contains 25651 sentences of which only 1419 (i.e. 5.5%) are relevant indicating a
fairly high class imbalance. This statistical analysis suggests that the extraction
of correct sentences is fairly difficult.

4 Features

4.1 Sentence Retrieval, Topic Feature and Text Classifiers

Our simplest baseline consists of a cascade of a sentence-retrieval engine and
two text classifiers, one to distinguish between objective and subjective content,
and another to distinguish between positive and negative polarity. We employ
stemming and only consider unigrams as features. The two text classifiers are
run one after another on the ranked output. Rather than combining the scores
of the classifiers with the retrieval score in order to re-rank the sentences, we
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maintain the ranking of the sentence retrieval and delete all sentences being ob-
jective and not matching the target polarity. This method produces better results
than combining the scores by some form of interpolation and does not require
any parameter estimation. This hierarchical classification (subjectivity detection
followed by polarity classification) is commonly used in opinion mining [3,10].

We also consider a separate topic feature which counts the number of topic
terms within a sentence since this feature scales up better with the other types
of features we use for a learning-based ranker than the sentence retrieval score.

4.2 Polarity Features

For our polarity features, we mainly rely on the largest publicly available subjec-
tivity lexicon [3]. We chose this lexicon since, unlike other resources, it does not
only have part-of-speech labels attached to polar expressions, thus allowing a
crude form of disambiguation1, but also distinguishes between weak and strong
expressions. As a basic polarity feature (PolMatch), we count the number of
polar expressions within a candidate sentence which match the target polarity.
Since this basic polarity feature is fairly coarse, we add further polarity features
which have specific linguistic properties. We include a feature for strong polar
expressions (StrongPolMatch) and a feature for polar expressions being modi-
fied by an intensifier (IntensPolMatch), such as very. We suspect that a strong
polar expression, such as excellent, or an intensified polar expression, such as
very nice+, might be more indicative of a specific polarity than the occurrence
of any plain polar expression. We use the list of intensifiers from Wilson et al. [3].
Furthermore, we distinguish polar expressions with regard to the most frequent
part-of-speech types (PolPOSMatch), being nouns, verbs and adjectives2. Some
parts of speech, for instance adjectives, are more likely to carry polar information
than others [1]. Table 1 lists all polarity features we use. It also includes some
combined features of the features mentioned above, i.e. StrongPolPOSMatch,
IntensPolPOSMatch, and StrongIntensPolPOSMatch.

4.3 Negation Modeling

A correct contextual disambiguation of polar expressions is important for topic-
related sentence-level polarity classification since the instances to be classified
are rather sparse in terms of polarity information. Therefore, we conduct nega-
tion modeling. Our negation module comprises three steps. In the first step, all
potential negation expressions of a sentence are marked. In addition to common
negation expressions, such as not, we also consider polarity shifters. Polarity
shifters are weaker than ordinary negation expressions in the sense that they of-
ten only reverse a particular polarity type3. In the second step, all the potential
negation expressions are disambiguated. All those cues which are not within a

1 e.g. thus we can distinguish between the preposition like and the polar verb like
2 We subsume adverbs by this type as well.
3 e.g. the shifter abate only modifies negative polar expressions as in abate the damage
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negation context, e.g. not in not just, are discarded. In the final step, the polarity
of all polar expressions occurring within a window of five words4 after a negation
expression is reversed. We use the list of negation expressions, negation contexts
and polarity shifters from Wilson et al. [3].

Table 1. List of polarity features

Feature Abbreviation

Number of polar expressions within sentence with matching po-
larity (basic polarity feature)

PolMatch

Number of strong polar expressions within sentence with matching
polarity

StrongPolMatch

Number of intensified polar expressions within sentence with
matching polarity

IntensPolMatch

Number of strong and intensified polar expressions within sentence
with matching polarity

StrongIntensPolMatch

Number of polar nouns/verbs/adjectives within sentence with
matching polarity

PolPOSMatch

Number of strong polar nouns/verbs/adjectives within sentence
with matching polarity

StrongPolPOSMatch

Number of intensified polar nouns/verbs/adjectives within sen-
tence with matching polarity

IntensPolPOSMatch

Number of strong and intensified polar nouns/verbs/adjectives
within sentence with matching polarity

StrongIntensPolPOSMatch

4.4 Spatial Distance

Textual proximity provides additional information to the previously mentioned
features, as it takes the relation between polar expression and topic term into
account. In Sentence (1), for example, the positive polar expression genius is clos-
est to the topic term Mozart, which is an indication that the sentence describes
a positive opinion towards the topic.

We encoded our distance feature as a binary feature with a threshold value5.
This gave much better performance than encoding the explicit values in spite
of attempts to scale this feature with the remaining ones. Since we do not have
any development data, we had to determine the appropriate threshold values on
our test data. The threshold value is set to 8.6 Since all feature sets containing
this distance feature supported the same threshold value, we have strong reasons
to believe that the value chosen is fairly universal. We also experimented with
a more straightforward distance feature which checks whether the closest polar
expression to the topic term matches the target polarity. However, we did not
measure any notable performance gain by this feature.

4 This threshold value is taken from Wilson et al. [3].
5 i.e. the feature is active if a polar expression and topic term are sufficiently close
6 The threshold may appear quite high. However, given the fact that the average

sentence length in this collection is at approx. 30 tokens and that there is a tendency
of topic terms to be sentence initial or final, this value is fairly plausible.
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4.5 Syntactic Features from a Dependency Path

In addition to polarity and distance features we use a small set of syntactic
features. By that we mean all those features that require the presence of a
syntactic dependency parse. This set of features supplements both of the other
feature types.

Similar to the polarity features are the two prominence features we use. Their
purpose is to indicate the overall polarity of a sentence. On the news domain,
they have already been shown to improve plain polarity classification [2]. Each
polar expression can be characterized with its depth within the syntactic parse
tree. Depth is defined as the number of edges from the node representing the
polar expression to the root node. Usually, the deeper a node of a polar expres-
sion is, the less prominent it is within the sentence [2]. Similar to the distance
feature, we define a binary feature (LowDepth) which is active if a polar expres-
sion has a sufficiently low depth. The threshold value is set to 5.7 The main
predicate (MainPred), too, is usually very indicative of the overall polarity of
a sentence. Sentence (2) is a case where the main predicate coincides with the
correct polarity.

The shortcoming of the prominence features is that they do not consider the
relation of a polar expression to a mentioning of a topic but just focus on the
overall polarity of a sentence. The overall polarity, however, does not need to
coincide with the polarity towards a topic term as Sentence (4) illustrates:

(4) The strings [screwed up]−mainPred the concert, in particular, my favorite+

scores by Mozart. (overall polarity: negative, polarity towards Mozart: posi-
tive)

Moreover, textual proximity is sometimes misleading as to discover the correct
relation between polar expression and topic term as illustrated by Sentence (5)
where the polar expression with the shortest distance to the topic term is not
the polar expression which relates to it.

(5) Mozart, it is save+ to say, failed− to bring music one step forward.

That is why we use a set of features describing the dependency relation path
between polar expression and topic term. Unlike previous work [6], we do not
focus on the relation labels on the path due to a heavy data-sparseness we ex-
perienced in initial experiments. Instead, we define features on the configuration
of the path. The advantage of this is that these features are more general.

We use one feature that counts the number of paths with a direct dominance
relationship (ImmediateDom), i.e. the paths between polar expressions and topic
terms which are directly connected by one edge. All common relationships, such
as subject-verb, verb-object or modifier-noun are subsumed by this feature. We
also assume that, in general, any dominance relationship (Dom) is more indica-
tive than other paths8. Furthermore, we distinguish between the two cases that
7 The large value for the depth feature can be explained by the fact that MINIPAR

uses auxiliary nodes in addition to the nodes representing the actual words.
8 i.e. paths which go both up and down a tree
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Table 2. List of syntactic features

Syntactic Prominence Features

Feature Abbreviation

Number of matching polar expressions with low depth within the syntactic parse
tree

LowDepth

Is the main predicate of the sentence a matching polar expression? MainPred

Syntactic Relation Features

Feature Abbreviation

Number of paths with an immediate dominance relationship between topic term
and matching polar expression

ImmediateDom

Number of paths with a dominating relationship between topic term and matching
polar expression

Dom

Number of paths where topic term dominates matching polar expression TopicDomPol

Number of paths where topic term is dominated by matching polar expression PolDomTopic

Number of paths between matching polar expression and topic term which are
contained within the same event structure

SameEvent

Number of paths between matching polar expression and topic term which do not
cross the root node

NoCrossRoot

the topic term dominates the polar expression (TopicDomPol) and the reverse
relation (PolDomTopic).

Often a sentence contains more than one statement. A polar expression is less
likely to refer to a topic term in case they appear in different statements. We
account for this by two additional features. The first counts the number of paths
within a sentence between polar expressions and topic terms which are within
the same event structure (SameEvent). For this feature, we exclusively rely on
the event-boundary annotation of a sentence by the dependency parser we use,
i.e. Minipar [11]. Two nodes are within the same event structure, if the they have
the same closest event-boundary node dominating them9. Additionally, we define
a feature which counts the number of paths which do not cross the root node
(NoCrossRoot). The root node typically connects different clauses of a sentence.

Table 2 summarizes all the different syntactic features we use. In order to
familiarize yourself with the features, Figure 1 illustrates a sentence with two
candidate paths and the feature updates associated with both paths.

5 Experiments

We report statistical significance on the basis of a paired t-test using 0.05 as
the significance level on a 10 fold crossvalidation. For sentence retrieval, we
used the language model-based retrieval engine from Shen et al. [9]. The text
classifiers were trained using SVMLight [12] in its standard configuration. The
subjectivity classifier was trained on the dataset presented by Pang et al. [10].
The polarity classifier was trained on a labeled set of sentences we downloaded

9 We assume the dominance relationship to be reflexive.
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Dependency Parse Tree Feature Updates for {Driscoll,right}
ROOT

right+ (E)

Driscolltopic is say (E)

to valid+ (E)

argument

this

is

.

ImmediateDom++;

Dom++;

PolDomTopic++;

SameEvent++;

NoCrossRoot++;

MainPred:=True;

LowDepth++;

Feature Updates for {Driscoll,valid}
NoCrossRoot++;

LowDepth++;

Fig. 1. Illustration of a (simplified) dependency parse tree of the sentence: Driscoll is
right to say this argument is valid and corresponding updates for syntactic features.
Target polarity: positive. Nodes which present an event boundary are marked with
(E). Note that the pair {Driscoll,right} expresses a genuine opinion-target relationship.
Consequently, much more features fire.

from Rate-It-All10. Both datasets are balanced. The former dataset comprises
5000 sentences and the latter of approximately 6800 sentences per class. Unlike
the standard dataset for polarity classification [1], our dataset is not at document
level but sentence level11 and also comprises reviews from several domains and
not exclusively the movie domain. Thus, we believe that this dataset is more
suitable for our task since we use it for multi-domain sentence-level classification.
We use the entire vocabulary of the data collection as our feature set. Feature
selection did not result in a significant improvement on our test data.

For ranking we use Yasmet12, a Maximum Entropy ranker. Maximum Entropy
models are known to be most suitable for a ranking task [13]. We trained the
ranker with 1000 iterations. This gave best performance on all feature sets. For
part-of-speech tagging we employ the C&C tagger13 and for dependency parsing
Minipar [11]. We evaluate performance by measuring mean average precision
(MAP), mean reciprocal rank (MRR), and precision at rank 10 (Prec@10).

Due to the high coverage of topic terms within the set of positive labeled
sentences (97%), we discard all instances not containing at least one topic term.
This means that the topic feature counting the number of topic terms (see Sec-
tion 4.1) is no longer an obligatory feature. In fact, we even found in our initial
experiments that this gave much better performance than taking all data in-
stances into account and always adding the topic feature.

5.1 Impact of Sentence Retrieval Combined with Text Classification

Table 3 displays the results of sentence retrieval with an opinion and a polarity fil-
ter. The results show that both text classifiers systematically increase performance
10 http://www.rateitall.com
11 We only extracted reviews comprising one sentence.
12 http://www.fjoch.com/YASMET.html
13 http://svn.ask.it.usyd.edu.au/trac/candc
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Table 3. Performance of factoid sentence retrieval in combination with text classifiers

Features MAP MRR Prec@10

sentence retrieval 0.140 0.206 0.088

sentence retrieval + opinion classifier 0.179 0.247 0.118

sentence retrieval + opinion classifier + polarity classifier 0.220 0.267 0.114

of the retrieval. Only the increase in Prec@10 is marginal and slightly decreases
when polarity classification is added to opinion classification.

5.2 Comparing Basic Polarity Feature and Text Classifiers

Table 4 compares the baseline using sentence retrieval and text classifiers with
the basic polarity feature (i.e. PolMatch) using polarity information from the
polarity lexicon. The polarity feature outperforms the baseline on all evaluation
measures, most notably on MRR and Prec@10. We assume that the text classi-
fiers suffer from a domain mismatch. The polarity lexicon is more likely to encode
domain-independent knowledge. Unfortunately, combining the components from
the baseline with the polarity feature is unsuccessful. Only the addition of the
topic feature (which encodes information similar to the sentence retrieval) to the
polarity feature results in a slight (but not significant) increase in MAP. Appar-
ently, the precise amount of word overlap between topic and candidate sentence
is less important than in factoid retrieval. Neither do the text classifiers contain
any more additional useful information than the polarity feature.

Table 4. Performance text classifiers and basic polarity feature

Features MAP MRR Prec@10

sentence retrieval with text classifiers 0.220 0.267 0.114

basic polarity feature 0.236 0.420 0.212

basic polarity feature + topic 0.239 0.394 0.200

basic polarity feature + text classifiers 0.227 0.380 0.188

basic polarity feature + topic + text classifiers 0.222 0.390 0.179

5.3 Comparing Polarity Features and Syntactic Features

Table 5 displays the performance of various feature combinations of polarity and
syntactic features. Each feature set is evaluated both without negation mod-
eling (plain) and with negation modeling (negation). When syntactic features
are added to the basic polarity feature, there is always an increase in perfor-
mance. With regard to MAP the improvement is always significant. With regard
to Prec@10, only the presence of the relation features results in a significant
increase. When the syntactic features are added to all polarity features the in-
crease in performance is similar. The best performing feature set (on average)
is the set using all polarity scores and the syntactic relation features. It signif-
icantly outperforms the basic polarity feature on all evaluation measures. We,
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Table 5. Performance of polarity features and syntactic features. Each feature set is
evaluated without negation modeling (plain) and with negation modeling (negation).

Features MAP MRR Prec@10

plain negation plain negation plain negation

basic polarity feature 0.236 0.245 0.420 0.441 0.212 0.215

basic pol. feat. + syntactic prominence feat. 0.258 0.266 0.477 0.473 0.214 0.216

basic pol. feat. + syntactic relation feat. 0.256 0.269 0.444 0.481 0.237 0.249

basic pol. feat. + all syntactic feat. 0.262 0.278 0.475 0.509 0.237 0.244

all polarity features 0.245 0.257 0.466 0.489 0.207 0.215

all pol. feat. + syntactic prominence feat. 0.261 0.269 0.477 0.474 0.210 0.222

all pol. feat. + syntactic relation feat. 0.273 0.281 0.509 0.518 0.240 0.249

all pol. feat. + all syntactic feat. 0.272 0.284 0.502 0.526 0.231 0.242

therefore, assume that the syntactic relation features are much more important
than the syntactic prominence features. With the exception of very few fea-
ture sets, adding negation modeling increases performance as well. However, the
improvement is never significant.

5.4 Impact of Distance Feature

Table 6 displays in detail what impact the addition of the distance feature has
on the previously presented feature sets. On almost every feature set, there is an
increase in performance when this feature is added. However, the degree of im-
provement varies. It is smallest on those feature sets which include the syntactic
relation features. We, therefore, believe that these two feature types encode very
much the same thing. Many of the syntactic relation features implicitly demand
the topic word and polar expression to be close to each other. Therefore, when a
syntactic relation feature fires, so does the distance feature. Unfortunately, our
attempts to combine the syntactic relation features with the distance feature in
a more effective way by applying feature selection remained unsuccessful. More-
over, we assume that the parsing accuracy upon which the syntactic features rely
is considerably degraded by the less structured sentences from the blog corpus.
Table 6 even suggests that syntactic features are not actually required for this
classification task since the best performing feature set only comprises all polar-
ity features and the distance feature. The improvement gained by this feature
set when compared to the basic polarity feature is larger than the sum of im-
provements gained when the two feature subsets are evaluated separately14. We
assume that in the feature spaces representing the two separate feature sets the
decision boundary is highly non-linear. The combination of the two sets provides
the feature space with the best possible class separation, even though there are
other feature subsets, such as the basic polarity feature & the syntactic features,

14 i.e. the improvement from the basic polarity feature to the optimal feature set is
greater than the sum of improvements of the feature set comprising the basic polarity
feature & the distance feature and the feature set comprising all polarity features
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Table 6. Impact of distance feature. All feature sets – with the exception of sentence
retrieval with text classifiers – include negation modeling.

Features MAP MRR Prec@10

+distance +distance +distance

sentence retrieval with text classifiers 0.220 – 0.267 – 0.114 –

basic polarity feature 0.245 0.266 0.441 0.491 0.215 0.226

basic pol. feat. + syntactic prominence feat. 0.266 0.276 0.473 0.499 0.216 0.235

basic pol. feat. + syntactic relation feat. 0.269 0.270 0.481 0.498 0.249 0.253

basic pol. feat. + all syntactic feat. 0.278 0.271 0.509 0.521 0.244 0.256

all polarity features 0.257 0.302 0.489 0.596 0.215 0.257

all pol. feat. + syntactic prominence feat. 0.269 0.285 0.474 0.532 0.222 0.256

all pol. feat. + syntactic relation feat. 0.281 0.285 0.518 0.569 0.249 0.256

all pol. feat. + all syntactic feat. 0.284 0.281 0.526 0.555 0.242 0.252

which are individually more discriminative than the feature set comprising all
polarity expressions or the feature set comprising the basic polarity feature &
the distance feature.

Accounting for different types of polar expressions is important and, appar-
ently, this is appropriately reflected by our set of different polarity features.
Furthermore, polar expressions within the vicinity of a topic term seem to be
crucial for a correct classification, as well. Obviously, defining vicinity by a fixed
window size is more effective than relying on syntactic constraints.

Despite its lack of syntactic knowledge, the optimal feature set shows a consid-
erable increase in performance when compared with the baseline ranker relying
on text classification with an absolute improvement of 8.2% in MAP, 32.9% in
MRR, and 14.3% in Prec@10. There is still in improvement by 6.6% in MAP,
17.6% in MRR, and 4.5% in Prec@10 when it is compared against the simplest
ranker comprising one polarity feature (without negation modeling).

6 Conclusion

In this paper, we have evaluated different methods for topic-related polarity
classification at sentence level. We have shown that a polarity classifier based on
simple bag-of-words text classification produces fairly poor results. Better per-
formance can be achieved by classifiers based on lexicon look-up. Obviously, the
polarity information encoded in polarity lexicons is more domain independent.
Optimal performance of this type of classifier can be achieved when a small set
of lightweight linguistic polarity features is used in combination with a distance
feature. Syntactic features are not necessary for this classification task.
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Abstract. In this paper we propose an incremental item-based collab-
orative filtering algorithm. It works with binary ratings (sometimes also
called implicit ratings), as it is typically the case in a Web environment.
Our method is capable of incorporating new information in parallel with
performing recommendation. New sessions and new users are used to
update the similarity matrix as they appear. The proposed algorithm is
compared with a non-incremental one, as well as with an incremental
user-based approach, based on an existing explicit rating recommender.
The use of techniques for working with sparse matrices on these algo-
rithms is also evaluated. All versions, implemented in R, are evaluated on
5 datasets with various number of users and/or items. We observed that:
Recall tends to improve when we continuously add information to the
recommender model; the time spent for recommendation does not de-
grade; the time for updating the similarity matrix (necessary to the rec-
ommendation) is relatively low and motivates the use of the item-based
incremental approach. Moreover we study how the number of items and
users affects the user based and the item based approaches.

1 Introduction

Collaborative Filtering (CF) algorithms are the best known type of recommender
systems [9]. These provide advice to users about products they might wish to
purchase, Web pages they are potentially interested in, or about any item that
is likely to be of use to someone with a very large number of options. In the case
of Collaborative Filtering, items are recommended based upon values assigned
by other people with similar taste [12].

In particular, recommender systems can be used to facilitate navigation in a
Web site. However the Web is a very dynamical environment, where new users
keep appearing, new items are introduced and preferences changing. This implies
that recommender models must be constantly updated. The core of a collabora-
tive filtering algorithm is a similarity function, typically between users or between
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items. This function is mathematically represented by a matrix. One way to keep
the recommendations up to date with the Web activity is to refresh periodically
the similarity matrix to reflect the changes. The obvious disadvantage is to have
to rebuild the whole matrix every time. Besides, if we delay the incorporation of
new information, we are not using the latest information for recommendations.
The alternative is an incremental continuous approach. For every new session,
the similarity matrix is updated according to the new data. Depending on what
similarity is measured, recommender systems can be item-based (similarity be-
tween items) or user-based (similarity between users) [11]. In any of the cases,
CF algorithms are built on the basis of ratings (values in a fixed range) given
by users to certain items. In the context of recommender systems for the Web,
rating information is typically limited. We only know whether a given user has
accessed this or that item (e.g. Web page). These data are processed as binary
implicit ratings. In this paper we are dealing only with this binary setting.

An incremental user-based CF method for continuous explicit ratings has been
proposed by Papagelis et al. [7]. This method is based on incremental updates
of user-user similarities. What we propose here is an item-based incremental
algorithm for binary implicit ratings. We empirically evaluate non-incremental
and incremental item-based binary algorithms as well as an incremental user-
based binary algorithm, both in terms of time spent and predictive performance.
We also measure the effect of the use of sparse matrices. All the variants are
implemented in R [8] using 3 different packages to deal with sparse matrices,
which are also indirectly assessed. With respect to our previous work presented in
[5] this paper provides more and better experimental evidence of the advantage
of our item-based incremental proposal. Here, we also study the relationship
between the number of users and items in the datasets and the performance of
the incremental item-based and user-based approaches.

2 Recommendation with Collaborative Filtering

Collaborative Filtering requires a database of ratings for items by users in order
to perform recommendations. In the case of Web recommendation, the ratings
we have are implicitly provided by accesses. Therefore, we assume that these
ratings are binary, 1 if the user has seen the item, 0 otherwise. Information on
Web accesses can be given by access logs or equivalent. We use this information
as a proxy for preference. Thus, given a new session sj = {< u, ij,1 >, ..., <
u, ij,k >} >, a set of pairs < user, item > for the same user, to a CF algorithm,
the aim is to recommend items to u. For that, the new session is directly or
indirectly matched against the historical database D, containing sessions of the
same form, to obtain items that are likely to be preferred by u.

There are two main approaches to collaborative filtering: user-based and item-
based.The user-based approach proceeds by looking for N users in D that are
most similar to u. The items preferred by these neighbors are the recommenda-
tions to make. In the item-based approach we look for N items which are similar,
in terms of users that preferred them, to the items in the session. This subtle
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difference carries important computational consequences. Item-based algorithms
may be able to provide the same quality as the user-based algorithms but with
less online computation [11] [4]. Similarity between users/items can be defined
in different ways. Here we have adopted the cosine distance measure.

Let n be the number of items in the database and m the number of users.

– User-based similarity: Users u and w are two vectors in the n dimensional
product-space. The similarity between them is measured as the cosine of the
angle between them [10]. We can simplify and obtain:

sim(u, w) = cos(−→u ,−→w ) =
#(U ∩ W )√
#U ×

√
#W

(1)

where U and W are the set of the items that user u or w evaluated.
– Item-based similarity: The similarity between items i and j [11] can also

be simplified for the special case of binary ratings. If I and J are the set of
users that evaluated i and j, we have:

sim(i, j) = cos(−→i ,
−→
j ) =

#(I ∩ J)√
#I ×

√
#J

(2)

2.1 Computational Issues

There are some important computational differences between the user-based and
the item-based approaches. Whereas in the user-based approach, recommenda-
tions for a new session are generated by analyzing the whole database D of
user-item interaction, in the item-based approach, we only need to keep the sim-
ilarities between each pair of items < ij , ik >. These similarity values are kept
as the matrix S, where Sj,k = similarity(ij, ik). Since, typically the number of
items is orders of magnitude smaller than the number of users, this results in an
important memory and computational reduction [11][4].

In the user-based approach, we could discard the database D if we kept the
user-user similarity matrix. The problem would be that, given a new session with
an unknown user (which is a very common situation in practice) we would not
be able to relate this new user with previously seen ones.

Another issue is on the choice of the data structures that store the similarity
matrices. In realistic applications, the matrices are very large and sparse. The
data structures must be adequate to spare space in memory, although possibly
with the cost of taking more computational time.

3 Incremental Collaborative Filtering

The above described problem of dealing with unknown users is reduced in [7],
where an incremental user-based CF method is presented. It is based on incre-
mental updates of the user-to-user similarity matrix. Although this matrix is



676 C. Miranda and A.M. Jorge

kept and updated, it is also necessary to keep the whole database D. The au-
thors claim that the update of the similarity matrix is made with relatively low
computational cost.

Our proposal is an incremental item-based CF approach for binary/implicit
ratings. Thus, we benefit from the incrementality facility, maintaining fresher
models (matrices) as much as possible, and of the computational advantages of
the item-based approach. With respect to the user-based approach, the item-
based does not require the storage of the whole historical database D. With
respect to the non-incremental approach, where the similarity matrix is recon-
structed periodically from scratch, the incremental algorithm updates the simi-
larity matrix after each new session.

4 Algorithms

In this section we present the four algorithms under study: two non-incremental
and two incremental. The first non-incremental uses plain matrix structures and
serves as the baseline. The other non-incremental is the first one but using sparse
matrix structures. The two incremental algorithms are the item-based and the
user-based. These also use sparse matrices. All of them start with a database
D of pairs < u, i > (user u saw the item i). All the algorithms require the
computation of either the distance between pairs of items or users. In either
case, such information is kept as a similarity matrix, S. All the algorithms start
by constructing S and take parameters Neib (the number of neighbors to be
found for a given user/item) and N (number of recommendations to be made),
and maintain a set of known Users and a set of known Items.

Algorithm A1: This is the baseline non-incremental item-based recommender.

– Given a new session (of active user, ua )
– Determine the activation weight of each item never seen by ua

– Recommend to ua the N items with higher activation weight

The activation weight of an item is calculated by determining the Neib items
most similar (neighbors) to i. The activation weight of i is:

W (i) =

∑
items in the neighborhood that was evaluated by the active user S[i, .]∑

items in the neighborhood S[i, .]
. (3)

Algorithm A2: Similar to A1 but using data structures that spend less memory
when storing sparse matrices. This is motivated by the need for scalability. This
is the baseline assuming the use of sparse matrices.

Algorithm A3: This is our central proposal. It is the incremental version of
A2. In the incremental algorithm, besides S we also save in memory the matrix
Int with the number of users that evaluate each pair of items. The principal
diagonal gives us the number of users that evaluate each item. This auxiliary
matrix is necessary for updating S.



Item-Based and User-Based Incremental CF for Web Recommendations 677

– Build the matrix with the frequencies of the pairs of items Int
– For each test user (active user, ua )

– Determine the activation weight of each item never seen by ua

– Recommend to ua the N items with highest activation weight
– Update the similarity matrix and the matrix Int

The updating of S and Int is done as follows:

– Let I be the set of items that ua evaluated in the active session.
– Add ua to the list of Users
– Add new items in I to Items
– Add, for each new item, a row and column to Int and to S
– For each pair of items in I, (i, j), update Inti,j to Inti,j + 1
– For each item ia in I update the corresponding row (column) of S:

Sia,. =
Intia,.√

Intia,ia ×
√

Int.,.
(4)

Algorithm A4: The fourth algorithm is user-based and incremental. This is a
binary version of the algorithm proposed in [7], originally meant for non-binary
ratings. It also uses sparse matrices. Besides S we also keep in memory the
matrix Int.u, with the number of items evaluated by each pair of users, and the
database D. Similarly to A3, the principal diagonal of Int.u gives us the number
of items that were evaluated by each user.

– Build the matrix Int.u
– Given a new session (of active user, ua )

– Update D, Int.u and the similarity matrix S
– Determine the activation weight of each item never seen by ua

– Recommend to ua the N items with highest activation weight

The updating of Int.u and S is done as follows:

– Let I be the set of items in the active session
– Add ua to Users
– Add the session to D
– If ua is a new user, a row and a column are added to Int.u and to S
– The row/column of Int.u corresponding to ua are updated using the new D.
– Add new items in I to Items
– Update the row (column) of S corresponding to user ua:

Sua,. =
Int.uua,.√

Int.uua,ua ×
√

Int.u.,.

(5)

The activation weight of an item for the user-based algorithm is [6]:

W (i) =

∑
users in the neighborhood of ua that evaluated i S[ua, .]∑

all the users in the neighborhood of ua

. (6)
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Implementation: All the algorithms were implemented for the R Statistical
Package [8]. For sparse matrices we have tried 3 different available R packages:
SparseM, spam [3] and Matrix. We only show the results obtained with the
package spam, since it was the one with the shortest processing time.

Complexity: The computational complexity for the recommendation phase of
all the item-item algorithms (A1, A2 and A3) is O(n.k), where n is the number
of items and k is the size of the session. For each of the k items in the active
session, the activation weight for each item is calculated. The recommendation
of algorithm A4 (user-user) is O(max(m, n)), where m is the number of users.
Given a user, we process the m users to locate neighbors and then process the
n items for calculating their activation weight. So the process has complexity
O(m + n) which is dominated by the larger of the two. With respect to update
time, in the item-item approach, to update Int, it must make O(k2) operations.
Then, it updates the distance between each of the k items in the active session
and each of the n items. This yields O(k(k + n)) which is O(n.k) if we assume
that k << n, which is reasonable. To update the user-user similarity matrix,
we update D with the information of the new session (O(m.k)) and Int.u. To
update this last matrix we have to consider each user, and update the intersection
frequency with respect to the active user. This operation is again O(m.k).

5 Experimental Evaluations and Results

In our experiments we intend to assess both the computational time and the pre-
dictive performance of the 4 algorithms. We want to draw conclusions about the
impact of incrementality, user-based vs. item-based and the use of sparse matri-
ces. We have used, from our projects, 5 datasets with web accesses. These data
come from 4 sources: a portal for professionals with interest in economics and
management (PE), a basic e-learning site of an university computer course (ZP),
a Portuguese site that promotes the development of human resources (EGOV);
and a site of a Portuguese computer online store (ECOM) [2]. The character-
istics of each dataset are shown in Table 1. The datasets chosen have different
proportions of items and users, which will help us to identify important differ-
ences between the item-based and the user-based proposals. From the PE data
we have built 2 smaller datasets with different proportions of users and items.
The ZP data has 509 users/sessions and 295 items, after filtering out sessions
with less than 1 access and more than 20. The datasets EGOV and ECOM are
also samples of the original datasets. On these datasets, similarly to ZP, we re-
move the sessions with only one access and more than 20. The singleton sessions
are not usable for prediction (we assume there is no attempt to predict without
information). Very long sessions significantly increase the time for carrying out
experiments and do not add much knowledge on incrementality.

5.1 Methodology of Evaluation

For the experimental evaluation we follow the all-but-one protocol [1]. We sep-
arate the database in training set, test set and hidden set. We have conducted
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different experiments using different proportions (splits) of the training and the
test sets. The splits used were 0.8 (80 % of the sessions go to the training set,
20 % are test sessions), 0.6, 0.4 and 0.2. The choice of the training sessions is
random and does not take into account the original sequential or chronological
order. From each test session 1 item is hidden. Again, the choice of this hidden

Table 1. Description of the data sets

Data set # Users # Items # Transactions

ZP 509 295 2646

PE200 200 199 2042

PE802 802 100 6070

EGOV 1244 133 4047

ECOM 413 335 1409

(a) ZP (b) PE200

(c) PE802 (d) EGOV

(e) ECOM

Fig. 1. Recommendation time of each dataset for Split and algorithm
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item is random. Testing is done by comparing produced recommendations with
the hidden items. The number of neighbors used in CF was 3, 5 and 10.

5.2 Evaluation Measures

To compare the computational efficiency of the algorithms, we have measured
the average wall time of recommendation. To compare the predictive ability we
have used the measure of Recall. For the experiments, we do not show values of
Precision because, in our case, they are redundant. Due to the characteristics
of the algorithms and of the evaluation methodology (described below), given a
data set and a value for N , Precision can be calculated from Recall.

(a) ZP (b) PE200

(c) PE802 (d) EGOV

(e) ECOM

Fig. 2. Time of update/construction of similarity matrix of each dataset for Split and
algorithm
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Let hit set be the set with the hits of the recommendation system; hidden set
be the set with the pairs < u, i > that are hidden; and recommendation set the
set with all the recommendations done by the recommendation system.

– Recall = size of hit set
size of hidden set measures the ability to recommend the items that

are relevant to the user.
– Precision = size of hit set

size of recommendation set measure the ability to recommend only
what is relevant, leaving out what will probably not be seen.

– Time: We measure the time needed to construct the similarity matrix in
each method and, per user, the average wall time of recommendation and
the average time to update the matrix and other supporting data structures.

5.3 Results

Time: Results are shown for the recommendation time (Figure 1), as well as
for the update time (or construction time in the case of the non incremental
algorithms) (Figure 2). These results are shown for all the datasets and for
different values of split. Different splits help us to study how the algorithms
evolve as the initial matrix grows, since lower values of split imply starting up
the process with a smaller matrix.

As can be observed, the use of sparse matrices has a high cost in terms of
recommendation time. The lowest line across datasets and values of split is the
one of A1 (the fastest), which does not use sparse matrices. This is a necessary
price to pay, due to the scalability limitations of full matrices. Besides, better
implementations of sparse matrices could reduce these differences. In terms of
construction time this is not as visible (Figure 2) when we compare A1 with A2,
although A1 tends to be faster.

(a) A3 (item based) (b) A4 (user based)

Fig. 3. Time of recommendation shown as the radius of the circles for the different
datasets. Coordinates give the characteristics of the datasets.
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From the comparison of incremental (A3) and non-incremental (A2) item-
based algorithms, we can see that the impact of incrementality on recommenda-
tion time is unnoticeable for higher values of split. However, for lower values of
split, the original matrix of the incremental algorithm grows as more informa-
tion is provided and this degrades recommendation time. This has a predictive
counterpart: the incremental algorithm tends to have higher values of recall for
lower values of split. This is explained by the fact that the incremental algorithm
is able to incorporate new information into the model, and that this is more vis-
ible when the starting matrix has less information. When we compare the time
for building a whole model (A2) with the time for updating it (A3), we can see
the difference is huge. This shows that incrementality has a high computational

(a) ZP (b) PE200

(c) PE802 (d) EGOV

(e) ECOM

Fig. 4. Value of Recall for Split=0.2 and Neib=5
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return. Moreover, construction time significantly increases with the size of the
matrix (value of split), whereas update time is kept low across splits.

The user based incremental approach revealed some limitations. A4 (the user
based incremental algorithm) tends to be much slower when recommending, as
compared with A3 (the item based one). The only exception is for dataset PE200.
However this dataset has the special feature that the number of users is almost
the same as the number of items. This is not the common situation. In reality,
the number of users tends to be much larger than the number of items. Update
time of the item based algorithm (A3) is also lower than the update time of
the user based one (A4). These differences are more visible in Figure 3 where
the radius of each circle represents the recommendation time of algorithms A3
(item-based) and A4 (user-based). Here we can also see that the user based
approach deals poorly with the increase in the number of users. This supports
the hypothesis that our item-based incremental approach deals better with data
sets where the number of users is much larger than the number of users. This is
also justified by the complexity analysis we show in Section 4.

Predictive Ability. Figure 4 shows the curves of recall for increasing values of
N (the maximum number of recommendations allowed to the algorithms). We
just show the results for Split=0.2 and Neib=5, since the other possible combi-
nations of Split and Neib get very similar results. The value of recall naturally
increases with the number of recommendations (N). A1 and A2 give exactly the
same results since they differ only in the data structures for storing the matrices.

We can see that the incremental item-based algorithm has better or equal
values of recall when compared with the non-incremental ones, so the incre-
mentality doesn’t decrease the predictive ability of the item-based algorithm.
Concerning the user-based (incremental) approach, it shows the worst results.

6 Conclusions and Future Work

We have described an incremental item-based Collaborative Filtering algorithm
for data with implicit binary ratings. We have empirically evaluated our ap-
proach by comparing it with a non-incremental item-based approach and with
an incremental user-based approach. Results on 5 datasets further demonstrate
(with respect to [5]) the advantages of item-based incrementality in terms of
computational cost, with low similarity matrix update times and recommenda-
tion times. The advantages of the incremental approach are more visible when
we start with a smaller model and more information is incorporated into the
similarity matrix. The incremental item-based approach also had better results
than the user-based, both in terms of time and predictive accuracy. The update
of similarities between items is faster than between users because it doesn’t need
to revisit the usage database. We have also used sparse matrices to cope with
scalability. We conclude that the package spam yields faster R programs and
that there is a relatively high price for using sparse matrices, as expected.

These results are very relevant for the application of incremental item based
collaborative filtering to Web navigation, where we have only binary information
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(accessed, didn’t access). In particular, these algorithms can be applied to data
from Web access logs. As future work we need to investigate the behavior of
the algorithms with larger datasets and in a continuous setting. We may extend
this study to explicit ratings (rates given by the user to a certain item). The
incremental algorithm will be included in an adaptive web platform, and the
impact of incrementality in the accurate response of CF will be studied on a live
setting. Another line of research is the ability of the incremental algorithms to
forget old data and to better adapt to changing environments.
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Bocsi, Rajmund 449
Bruns, Ralf 27

Cachulo, Nuno 386
Calado, Pável 598
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Correia, Marco 201
Corrente, Gustavo 299, 323
Cortez, Paulo 386
Costa, Raúl 386
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Gonçalves, Nelson 310
Grilo, Carlos 41
Gulyás, László 449, 572
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