


Lecture Notes in Artificial Intelligence 5803
Edited by R. Goebel, J. Siekmann, and W. Wahlster

Subseries of Lecture Notes in Computer Science



Bärbel Mertsching Marcus Hund
Zaheer Aziz (Eds.)

KI 2009:
Advances in
Artificial Intelligence

32nd Annual German Conference on AI
Paderborn, Germany, September 15-18, 2009
Proceedings

13



Series Editors

Randy Goebel, University of Alberta, Edmonton, Canada
Jörg Siekmann, University of Saarland, Saarbrücken, Germany
Wolfgang Wahlster, DFKI and University of Saarland, Saarbrücken, Germany

Volume Editors

Bärbel Mertsching
Marcus Hund
Zaheer Aziz
University of Paderborn, GET Lab
Pohlweg 47-49, 33098 Paderborn, Germany
E-mail: {mertsching, hund, aziz}@get.uni-paderborn.de

Library of Congress Control Number: 2009934858

CR Subject Classification (1998): I.2, I.2.6, F.1.1, I.5.1, H.5.2

LNCS Sublibrary: SL 7 – Artificial Intelligence

ISSN 0302-9743
ISBN-10 3-642-04616-9 Springer Berlin Heidelberg New York
ISBN-13 978-3-642-04616-2 Springer Berlin Heidelberg New York

This work is subject to copyright. All rights are reserved, whether the whole or part of the material is
concerned, specifically the rights of translation, reprinting, re-use of illustrations, recitation, broadcasting,
reproduction on microfilms or in any other way, and storage in data banks. Duplication of this publication
or parts thereof is permitted only under the provisions of the German Copyright Law of September 9, 1965,
in its current version, and permission for use must always be obtained from Springer. Violations are liable
to prosecution under the German Copyright Law.

springer.com

© Springer-Verlag Berlin Heidelberg 2009
Printed in Germany

Typesetting: Camera-ready by author, data conversion by Scientific Publishing Services, Chennai, India
Printed on acid-free paper SPIN: 12764280 06/3180 5 4 3 2 1 0



Preface

The 32nd Annual German Conference on Artificial Intelligence, KI 2009 (KI
being the German acronym for AI), was held at the University of Paderborn,
Germany on September 15–18, 2009, continuing a series of successful events.
Starting back in 1975 as a national meeting, the conference now gathers re-
searchers and developers from academic fields and industries worldwide to share
their research results covering all aspects of artificial intelligence. This year we
received submissions from 23 countries and 4 continents. Besides the interna-
tional orientation, we made a major effort to include as many branches of AI as
possible under the roof of the KI conference. A total of 21 area chairs represent-
ing different communities within the field of AI selected further members of the
program committee and helped the local organizers to acquire papers. The new
approach appealed to the AI community: we had 126 submissions, which consti-
tuted an increase of more than 50%, and which resulted in 14 parallel sessions
on the following topics

agents and intelligent virtual environments
AI and engineering
automated reasoning
cognition
evolutionary computation Robotics
experience and knowledge management
history and philosophical foundations
knowledge representation and reasoning
machine learning and mining
natural language processing
planning and scheduling
spatial and temporal reasoning
vision and perception

offering cutting edge presentations and discussions with leading experts.
Thirty-one percent of the contributions came from outside German-speaking
countries.

This volume contains the papers and the posters selected for presentation
after a thorough review process (three reviews per paper). Sixty-one percent of
the submissions could be accepted for oral presentation. The best papers selected
for the Springer Best Paper Award were honored in a special ceremony during
the conference dinner.

As in previous years, priority was given to workshops and tutorials, for which
an entire day was reserved. To our great pleasure 12 workshops and 5 tutori-
als could be offered, which constituted a new record of active (and passive)
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participation at the KI conference. These are covered in a separate volume. The
conference website http://ki2009.upb.de provides information and references
to their contents.

While the parallel sessions of the main conference and the workshops encour-
aged the exchange of recent research results and the discussion of trends in the
field, 11 invited talks addressed all participants of the conference and helped to
bridge the gaps between the different branches of AI research.

In addition to the scientific program of the conference, three further layers
were addressed:

• AI and automation
• AI in the current excellence clusters, collaborative research centers and grad-

uate schools, and
• AI at the universities of applied sciences.

This year’s major theme was the impact of AI methods and theories on the
engineering domain. Nowadays, AI can be found everywhere in this field, in the
production process as well as in smart products, although very often the influ-
ence of AI research remains hidden. The special focus on AI and automation
presented state-of-the-art topics in the main conference as well as in the accom-
panying exhibition and helped to close the gap between academia and industrial
applications.

We are proud that we could host the first AI mashup challenge at a KI
conference, enabling all participants of the conference to experience new forms of
interactive user participation and vote for the best mashups, a new breed of web-
based data integration application that is sprouting up all across the Internet.
Further information may be found by following the link: http://ki09.de/.

Last but not least, the conference offered ample opportunity to talk to col-
leagues and friends. Coffee breaks and an interesting social program provided
lots of opportunities for networking and made a conference a community event.

Such a big conference is not possible without the help of many people. First
of all we would like to thank all colleagues who submitted contributions in the
form of papers, workshops, tutorials or other input. Additionally, we thank all
those who helped to organize KI 2009 and who are listed on the following pages.
The conference management software ConfTool Pro proved very helpful, and its
author, Harald Weinreich, gave valuable support. As the conference benefited so
much from their generosity, we wish to thank our partners and sponsors. Further-
more, we are especially grateful to our local colleagues, who did a tremendous
job in making the conference possible.

August 2009 Bärbel Mertsching
Marcus Hund

Muhammad Zaheer Aziz
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Solving Fully-Observable Non-deterministic Planning
Problems via Translation into a General Game

Peter Kissmann1 and Stefan Edelkamp2

1 Fakultät für Informatik, TU Dortmund, Germany
2 Technologie-Zentrum Informatik, Universität Bremen, Germany

Abstract. In this paper, we propose a symbolic planner based on BDDs, which
calculates strong and strong cyclic plans for a given non-deterministic input.
The efficiency of the planning approach is based on a translation of the non-
deterministic planning problems into a two-player turn-taking game, with a set of
actions selected by the solver and a set of actions taken by the environment.

The formalism we use is a PDDL-like planning domain definition language
that has been derived to parse and instantiate general games. This conversion
allows to derive a concise description of planning domains with a minimized state
vector, thereby exploiting existing static analysis tools for deterministic planning.

1 Introduction

Non-deterministic planning has been characterized as planning in an oily world [5],
where the outcome of actions is uncertain. Uncertainty can be inherent to the unpre-
dictable existence of nature, due to abstractions in modeling the real-world, or caused by
other agents sharing the same environment and acting adversarial to the solver’s choice
to reach the goals. There is a tight connection between fully-observable non-determistic
and adversarial planning [13]. A plan in both cases is a mapping from physical states to
applicable actions. Uncertainty may be induced by the underlying dynamics.

Moreover, non-deterministic planning and two-player game playing have much in
common as in the former the environment plays the role of the opponent. As a conse-
quence, our planner’s specification format refers to general game playing [16] inputs.

In this paper, we bridge the gap between general game playing, non-deterministic and
adversarial planning by applying a PDDL-like input, which enables us to use existing
static analysis tools for planning. The distinctive advantage we aim at is, therefore, the
efficient state encoding by using multi-variate variable encodings [12], as automatically
inferred by many current deterministic planners. As a consequence, we compile each
non-deterministic action into two, one representing the actor’s desired move, and one
for the environment’s response.

As non-deterministic and adversarial plans are expected to be rather large, a compact
description with binary decision diagrams (BDDs) is promising [7]. BDDs [4] encode
state sets space efficiently, exploiting the sharing of state vectors in a decision diagram
with respect to a fixed ordering of the state variables. In the following, we thus dis-
cuss the design of the BDD-based planner GAMER, while solving non-deterministic
and adversarial planning problems optimally, i. e. while computing strong and strong-
cyclic plans that reflect optimal policies. Its output are optimal playing strategies in an
accepted format.

B. Mertsching, M. Hund, and Z. Aziz (Eds.): KI 2009, LNAI 5803, pp. 1–8, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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2 Non-deterministic Planning

Non-deterministic planning with full observability computes a conditional plan, which
achieves the goal for a non-deterministic planning problem P = (S, I,A, T ,G) with
a finite state space (set of states) S, an initial state I ∈ S, a set of goal states G ⊆ S,
sets of applicable actions A(s) for each s ∈ S \ G, and a non-deterministic transition
relation T (s, a, s) ∈ S ×A× S.

Solutions are policies (partial functions) mapping states into actions. Let π : S →⋃
s∈S\G A(s) be a policy, Sπ the domain of definition of π, and Sπ(s) the set of states

reachable from s using π, then we say that π is closed with respect to s iff Sπ(s) ⊆ Sπ ;
π is proper with respect to s iff a goal state can be reached using π from all s ∈ Sπ(s);
π is acyclic with respect to s iff there is no trajectory s = (s0, . . . , sn) with i and j such
that 0 ≤ i < j ≤ n and si = sj . We also say that π is closed (resp. proper or acyclic)
with respect to S′ ⊆ S if it is closed (resp. proper or acyclic) with respect to all s ∈ S′.

A policy π is a valid solution for the non-deterministic model iff π is closed and
proper with respect to the initial state I. A valid policy π is assigned a (worst-case
scenario) cost Vπ equal to the longest trajectory starting at I and ending at a goal state.
For acyclic policies with respect to I we have Vπ < +∞.

A policy π is optimal if it is a valid solution of minimum Vπ value. Plans in non-
deterministic domains that admit acyclic solutions have finite optimal cost, while in
domains with cyclic solutions, they are often judged by the time taken to generate it.

Valid policies can be computed using the algorithms of Cimatti et al. [7]. These are
defined in terms of state-action tables that map states to their according actions. The
ultimate output is a state-action table in form of a BDD representing a plan π.

For a planning problem P , a plan π is called weak, if for I a terminal state in G is
reachable; strong, if the induced execution structure is acyclic and all its terminal states
are contained in G; and strong cyclic, if from every state in the plan a terminal state is
reachable and every terminal state in the induced execution structure is contained in G.

The intuition for weak plans is that the goal can be reached, but not necessarily for
all possible paths, due to non-determinism. For strong plans, the goal has to be satisfied
despite all non-determinism, and for strong cyclic plans all execution paths at least have
the chance to reach the goal. We have

WeakPreImage(S′) = {s ∈ S | ∃s′ ∈ S′, a ∈ A : T (s, a, s′)}

as the set of all states s that can reach a state in s′ by performing action a; and

StrongPreImage(S′) = {s ∈ S | ∀a ∈ A : ∅ �= Result(s, a) ⊆ S′}

as the set of all states s from which a is applicable and application of that reaches s′,
where Result(s, a) = {s′ ∈ S | T (s, a, s′)}.

While strong planning grows an initially empty plan, strong cyclic planning truncates
an initially universal plan. For the strong planning algorithm, the state-action table is
extended by the state-action pairs calculated by the strong pre-image of all states in π
in each step. The algorithm terminates if no further change in the state-action table can
be observed. An alternative stopping condition is that the initial state has been reached.
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Procedure Adversarial-Plan(P)
reach← reachable(); front← winPlanner← loseEnv← reach ∧ G
repeat

to← movePlanner ∧WeakPreImage(front)
winPlanner← winPlanner ∨ (to ∧ reach)
front← ¬movePlanner ∧ reach ∧ ¬loseEnv ∧ StrongPreImage(winPlanner)
loseEnv← loseEnv ∨ front

until (front = ⊥)

Fig. 1. Adapted Two-Player Zero-Sum Algorithm for Adversarial Planning

The strong cyclic planning algorithm of [7] starts with the universal state-action
table. Iteratively, state-action pairs whose actions lead to states outside the table are
pruned, followed by those that are not reachable anymore. Once a fixpoint is reached,
pairs that do not provide any progress toward the goal are removed from the table.

3 Adversarial Planning

As indicated above, adversarial planning is closely related to two-player games, but is
also similar to non-deterministic planning. We have two players: one (also called pro-
tagonist) is the planner and thus plays an active role; the other, its opponent (also called
antagonist), is the environment and we cannot influence its moves. The planner’s aim
is to reach a goal for certain, i. e. it has to find a plan which will ensure it reaching the
goal, no matter what the environment does. Thus, it has to find a strong plan. Extensions
to strong cyclic adversarial planning are discussed by Jensen et al. [13].

Winning sets, i. e., sets containing all the states from which a specific player surely
reaches its goal, are of fundamental importance in model checking. It has been shown
that model checking with property specification in the μ-calculus is equivalent to solv-
ing a parity game, with the maximal priority roughly corresponding to the alternation
depth of the μ-formula φ [8]. For each play there is a unique partitioning of the parity
game in two winning sets, as shown for example by Emerson and Jutla [11]. Another
example is an on-the-fly algorithm for solving games based on timed game automata
with respect to reachability and safety properties. The algorithm of Cassez et al. [6] is
a symbolic extension of the on-the-fly algorithm [15] for linear-time model-checking
of finite-state systems. There is also a link to CTL model checking [17]. It has been
observed that searching for a strong plan for goal φ can be casted as satisfying the CTL
goal AF ¬φ. A strong cyclic plan corresponds to satisfying the CTL formula AGEF ¬φ.

To solve the adversarial planning problem, we thus start by calculating the planner’s
winning set (cf. Fig. 1). The algorithm we use resembles the symbolic two-player zero-
sum algorithm proposed by Edelkamp [9]. Here, we calculate the winning set for the
planner only, whereas the original version could calculate both players’ winning sets.
It is sufficient to omit the environment’s winning set, as no draw states are defined and
we are only interested in the states where the planner surely wins.
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v1 v2
e1

v3

e2 e3

1 0

2

Fig. 2. Example Game Graph (left) and Backward BFS layers(right)

After calculating the set of reachable states reach, the algorithm starts at the goal
states G and repeats performing a double step, until it cannot find any new clearly won
states. Each double step works as follows. In the first step, the predecessor states, where
the planner could choose an action (denoted by movePlanner), are calculated by apply-
ing the weak pre-image. In the second step, all the states won by the planner found so
far (winPlanner) are taken and the set of predecessor states, where the environment had
to choose an action, is calculated using the strong pre-image and added to the set of the
environment’s lost states loseEnv. Thus, this double step returns all the states where the
environment might choose any action, but the planner can react by taking an action that
will lead to the states won by it.

Note, that the calculation of the reachable states is optional. If it is omitted, in which
case reach is set to 	, additionally several unreachable states might be created in the
backward search. In our experiments, this enlargement of the winning sets had no effect
on the runtime – this is not surprising, as we handle state-sets and the number of pre-
images should remain the same. Thus, the amount of work needed for computing the
reachable states might be saved, as it provides no advantage in the backward search.

A shortcoming of this algorithm is that it calculates only the winning sets, not the
plans (i. e. the policies). The problem is that given only a winning set, one cannot nec-
essarily calculate an optimal policy. Consider the graph given in Fig. 2. Let the initial
state be denoted v1 and the goal state v2 and let the planner have control in v1 and
the environment in v2 and v3. Then all states would be calculated as being won by the
planner – thus, the winning set is {v1, v2, v3}. But, if the policy would assign the taking
of action e2 when in v1, the planner cannot ever reach the goal and thus would not win.

To prevent this, it is sufficient to store the calculated winning sets in layers, according
to the backward BFS layer they were found in (as shown in Fig. 2). Bakera et al. [1]
have shown that always taking an action leading to a smaller backward BFS layer (i. e.
to a state closer to a goal) will result in an optimal policy.

4 Transformation

In previous work [10], we have proposed an algorithm to classify general two-player
turn-taking games, i. e. an algorithm to find the reward the players will get for each
state, in case of optimal play. For this, we started with uninstantiated input from the
game description language [16] and came up with an intermediate format quite close
to instantiated PDDL, which we call GDDL [14], but additionally to normal actions
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also incorporating what we called multi-actions. These multi-actions consist of a global
precondition glob and a number of precondition/effect pairs p1, e1, . . . , pn, en. Such a
multi-action is interpreted as multi-action := glob ∧ (p1 ⇔ e1) ∧ . . . ∧ (pn ⇔ en).

Due to the closeness of specifications for two-player games, non-deterministic and
adversarial planning problems, we decided to use the same intermediate format. Thus,
we can use the same BDD algorithms for all sources.

Recall that the formal definition of the non-deterministic version of PDDL has been
enriched with an additional statement of the form (oneof e1 e2 . . . en), where each ei

is a PDDL effect. The semantics is that, when executing such effect, exactly one of the
ei, i ∈ {1, . . . , n}, is chosen and applied to the current state.

Usually, PDDL domain input is schematic (parameterized), i. e. the finite number of
domain objects for substituting parameters in predicates and actions are specified in the
problem specific file. A PDDL domain in which all predicates are atoms and all ac-
tions have zero parameters is called grounded.There are many existing tools that infer a
grounded PDDL representation given a schematic one. Some of them additionally pro-
vide a partitioning of atoms into mutually exclusive fact groups, which enable a concise
state encoding to multi-variate variables. The inference of a minimal state encoding
[12] is essential for the effectiveness of BDD-based search methods. Moreover, such
state encoding leads to improved heuristics and is also referred to as SAS+ planning.

We wrote a compiler that parses a non-deterministic domain and returns the PDDL
description of a two-player turn-taking game, where the active role is played by the
planner, while the non-deterministic effects in the environment are determined by the
opponent. We added an additional variable to determine the player’s turn and further
variables to determine the action that was chosen. These variables are all mutually ex-
clusive and thus in one fact group. Whenever the planner chooses an action, the cor-
responding action-variable is set. This gives control to the environment, which decides
the effect to be taken. Afterwards, control is returned to the planner.

After the translation of the non-deterministic domain into PDDL representing the
two-player game of planner and environment, any PDDL static analyzer can be used to
instantiate the domain.

Once the algorithm terminates, extracting the conditional plan is rather obvious. If
a plan is found (otherwise there is no solution), we just iterate over all elements of π.
Given such an element s, we existentially quantify over the action variables a1, . . . , am

to get the state’s description and over the state variables v1, . . . , vl to get the correspond-
ing action to take. As some state variables are compiled away by our static analyzer, we
need to insert these again (as being 	 in all states) in the policy .

When operating on the grounded input, we observed that running Cimatti et al.’s
strong planning algorithm still yields correct classification results for adversarial plan-
ning problems. This was unexpected as the two algorithms for computing strong plans
and for winning sets in adversarial planning are rather different. The one insists on
strong pre-images, while the other one alternates between strong and weak ones. The
reason for the equivalence is as follows. In an instantiated adversarial planning problem,
only the action variable and the effect are modified in the actions of the environment.

Let us consider the strong planning algorithm in more detail. We first compute all
reachable states and remove all states, in which the player moves. This is possible,
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Fig. 3. Performance in Competition Domains

since the states of the planner and the environment are almost identical, only the action
encoded in the action-variable has changed. This implies that we construct a state-action
table. While chaining backwards we compute first a strong pre-image, intersect it with
the subset of reachable states, and insert it into the state-action table. Then we take all
states of the state-action table and remove the action variables via existential quantifi-
cation, calculate the conjunction of the result with the goals and start again. This means
that we always compute the strong pre-image from states without executing the accord-
ing action. Hence, we have an implicit form of a weak pre-image, as used in computing
winning sets for adversarial plans or for solving two-player games.

5 Results

Non-Deterministic Planning We tested the planner on some of the problems from the
uncertainty part of the 2008 international planning competition1. The results are shown
in Fig. 3. All experiments were perfomed on a machine with two Opteron processors
with 2.4 GHz each. A timeout of 30 minutes and a memory limit of 2 GB were chosen.

As we could hardly find a competitor, we tested the influence of minimizing state
encoding and found some differences throughout the domains.

In the Blocksworld (Fig. 3(a)) domain, the usage of the encoding found by our static
analysis tool enables the planner to solve 10 out of a total of 30 instances, whereas the
unary encoding of all variables prevents any solution. This might be due to the fact that
in the Blocksworld domain there are lots of possible actions to take (more than 300 in
the simplest instance) and thus in case of the unary encoding the BDDs quickly become
too large for the given memory limit.

1 All problems can be found on the official web-page http://ippc-2008.loria.fr
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Table 1. Runtimes in seconds for the Airplane domain

number of cities number of packages BFS AO* w/ FF AO* w/Adv. FF MBP GAMER

3 4 0.870 0.463 0.232 1.780 0.300
3 5 5.556 1.437 0.321 9.041 1.142
3 6 87.691 16.323 1.157 44.287 4.705
4 6 – 76.718 82.701 130.064 21.072
4 7 – 373.553 99.639 – 114.164
4 8 – – – – 563.381

A similar situation arises in the First Responders domain (Fig. 3(b)). The efficient
binary encoding enables the planner to find 47 plans. In the unary enoding, only 26 plans
can be found. For the more complex instances, the runtime using the unary encoding is
a lot higher than with the binary one: in some cases, the latter is about six times as fast.

In the Faults domain (Fig. 3(c)), the usage of the binary encoding enables the planner
to solve 36 instances, whereas the unary encoding yields only 34 plans. For the more
complex problems it can be observed that the usage of the unary encoding takes about
twice the time of the more efficient binary encoding.

Finally, in the Forest domain (Fig. 3(d)), the planner finds the same number of plans
using any of the two encodings. Only, the unary encoding is somewhat slower: In most
cases its runtime is about 60% higher than with the binary encoding, for the most com-
plex instance, the runtime even doubles.

Adversarial Planning. For adversarial planning, we performed some experiments in
the airplane domain presented in [2]. The possible actions for the protagonist (pilot)
can load packages, unload packages, fly between cities, or smoke, while the antagonist
(co-pilot) can unload packages, refuel, or make a coffee-break. The pilot’s goal is to
bring a number of packages to their corresponding destination.

Bercher and Mattmüller [2] solved this by using AO* with a special Adversarial FF
heuristic and compared their results to simple BFS, AO* with the FF heuristic and MBP
[3]. In Table 1, we additionally provide the results for the solution using the adapted
two-player algorithm2. Given a timeout of 10 minutes, BFS is clearly inferior. Also,
MBP does not perform too well, compared to the other algorithms. Using AO* with
the Adversarial FF heuristic typically is a lot faster than with the FF heuristic, but both
algorithms can calculate the same number of solutions. With our approach, we find the
solution for another more complex instance.

6 Conclusion

We showed how to transform a non-deterministic planning problem into a two-player
turn-taking game in PDDL notation, mainly in order to apply deterministic tools to infer
a minimized state encoding fully automatically. Additionally, this allows to compute

2 The first four results were calculated on 2 Quad Xeon with 2.66 GHz and 16 GB RAM; the
two-player algorithm was performed on a Core 2 Duo with 2 GHz and 2 GB RAM.
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disjunctive pre-images. Using a concise state encoding, we get smaller BDDs and using
partitioned transition relations, we expect faster running times. As a feature, conditional
plans can be inferred very naturally, and the extraction of the ASCII representation
given the BDD was straight-forward. With this approach we won the 2008 international
non-deterministic planning competition on fully observable planning.

It seems worthwile to investigate to what extent bidirectional search can be used to
solve adversarial planning problems. For the progression part, we would use a variant
of AO* search [2] over the AND/OR graph induced by the planning problem, whereas
for the regression we would use a BDD based symbolic BFS, as elaborated above.
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Abstract. Many heuristic estimators for classical planning are based on the so-
called delete relaxation, which ignores negative effects of planning operators.
Ideally, such heuristics would compute the actual goal distance in the delete re-
laxation, i. e., the cost of an optimal relaxed plan, denoted by h+. However, cur-
rent delete relaxation heuristics only provide (often inadmissible) estimates to h+

because computing the correct value is an NP-hard problem.
In this work, we consider the approach of planning with the actual h+ heuris-

tic from a theoretical and computational perspective. In particular, we provide
domain-dependent complexity results that classify some standard benchmark do-
mains into ones where h+ can be computed efficiently and ones where computing
h+ is NP-hard. Moreover, we study domain-dependent implementations of h+

which show that the h+ heuristic provides very informative heuristic estimates
compared to other state-of-the-art heuristics.

1 Introduction

Many algorithms for classical planning employ the approach of heuristic search based
on delete relaxation heuristics. Given a state s of a planning task, such planners ap-
proximate the distance to the goal by solving a simplified planning task with initial
state s where all undesirable effects of planning operators are ignored. For some plan-
ning formalisms, such as the STRIPS fragment of PDDL [1], such undesirable effects
of planning operators can easily be identified syntactically. For more general planning
formalisms like the ADL fragment of PDDL, linear-time compilation methods exist that
can transform input tasks into the desired form [2].

Delete relaxation heuristics have been used quite successfully in the past. For ex-
ample, they are a key component of the winners of the sequential satisficing tracks of
the International Planning Competitions in 2000 (FF), 2004 (Fast Downward), 2006
(SGPlan) and 2008 (LAMA).

Once we commit to the idea of using heuristics based on delete relaxations, ide-
ally we would like to use the cost of an optimal relaxed plan from a state s, denoted
by h+(s), as the heuristic estimate for s [3]. However, computing h+(s) is an NP-
equivalent problem [4], and good admissible approximations to h+ are also provably
hard to compute, even in a restricted propositional STRIPS formalism where each op-
erator has only one precondition and only one effect (as shown later in this paper.)
Therefore, common delete relaxation heuristics use approximations to h+ which can
differ from h+ by an arbitrarily large multiplicative factor. Many such approaches are
described in the planning literature:

B. Mertsching, M. Hund, and Z. Aziz (Eds.): KI 2009, LNAI 5803, pp. 9–16, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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– The max heuristic hmax [5] computes the makespan of an optimal parallel plan for
the relaxed task. The hmax value of the state is always a lower bound to the h+

value, i. e., provides an admissible estimate to h+.
– The additive heuristic hadd [5] computes the cost of a relaxed plan under the pes-

simistic assumption that there are no positive interactions between goal conditions
and between operator preconditions, i. e., all conditions have to be achieved com-
pletely independently. The hadd value of a state is always an upper bound to the h+

value and is in general not admissible.
– The FF heuristic hFF [3] computes an actual relaxed plan for the delete relaxation,

using a greedy algorithm based on backchaining in so-called relaxed planning
graphs. The heuristic value is then the cost of that plan. The FF heuristic is de-
fined procedurally, and hFF(s) is generally ambiguous because the precise heuristic
values depend on tie-breaking behaviour in the backchaining step of the algorithm.
Similar to hadd, the FF heuristic is generally not admissible and provides an upper
bound to h+.

– The cost-sharing heuristic hcs and pairwise max heuristic hpmax are other delete
relaxation heuristics based on relaxed planning graphs, but using different propaga-
tion rules from hFF [6]. The pairwise max heuristic is inadmissible; the cost-sharing
heuristic is admissible but typically less informed than hmax.

– The FF/additive heuristic hFF/a and set-additive heuristic hsa [7] are variants of the
FF heuristic which use different methods for computing the relaxed plans that de-
fine the heuristic value. The set-additive heuristic in particular can be considered
more accurate than hFF because it keeps track of positive interactions between op-
erator preconditions in a more precise way than hFF. However, theoretically, the
heuristics are incomparable (that is, either can be larger than the other). Neither
hFF/a nor hsa is admissible.

– The recently introduced local Steiner tree heuristic hlst [8] is another method for
computing more accurate relaxed plans than hFF in order to get closer approxima-
tions to h+. The local Steiner tree heuristic first computes a relaxed plan using the
hFF/a method, then reduces the size of this plan by exploiting local improvement
properties of Steiner trees. Like the heuristics it builds on, it is inadmissible.

– The LAMA heuristic hLAMA [9] counts the number of landmarks (from a set of
possible landmarks that is precomputed prior to search) for which it can prove that
they need to be achieved on the way to the goal. While it is not introduced as a
kind of delete relaxation heuristic in the original paper, it can be considered such
because the set of landmarks it considers are guaranteed to be landmarks of the
delete relaxation, so that in particular the hLAMA value for the initial state does not
change when the task is replaced by its delete relaxation. The LAMA heuristic is
not admissible, although it is admissible in the special case where each operator
achieves at most one landmark. A family of admissible landmark heuristics built
on top of LAMA has recently been introduced by Karpas and Domshlak [10].

– Finally, additive hmax heuristics are a family of admissible approximations to h+

based on the action cost partitioning paradigm introduced by Haslum et al. [11] and
later generalized by Katz and Domshlak [12]. Examples of additive hmax heuristics
include the original algorithm of Haslum et al. [11] and the additive-disjunctive
heuristic graphs of Coles et al. [13].
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This large number of relaxation-based planning heuristics is clear evidence that
delete relaxations are a very important approach to heuristic planning. Still, quite little
is known about their theoretical properties, and in particular about their limitations. The
motivation of most of the research efforts mentioned above is to find more and more
precise estimates to the h+ heuristic. However, it is not clear how good the estimates
provided by h+ itself actually are. The “holy grail” of delete relaxation would be an
efficient heuristic estimator which provides perfect h+ values. But would this actually
be a good heuristic, compared to approaches not based on delete relaxation, such as the
context-enhanced additive heuristic [14] or abstraction heuristics [15]?

Hoffmann [16] provides a partial answer to this question by showing that certain sat-
isficing (suboptimal) h+-based planners have guaranteed polynomial runtime on many
classical planning benchmarks. Additionally, Helmert and Mattmüller [17] provide a
theoretical analysis that shows that h+ generally outperforms pattern database heuris-
tics in the limit of large problems on typical planning domains. In this paper, we comple-
ment these results by evaluating the quality of h+ as an admissible heuristic for optimal
planning on practical benchmarks, i. e., tasks of a size for which we can actually hope
to compute a solution (unlike the in-the-limit results of Helmert and Mattmüller).

Since computing h+ is generally NP-hard and no empirically fast algorithms are
known, we perform our study by designing and evaluating domain-dependent algo-
rithms for h+ in a number of classical benchmark domains. One obvious question when
designing such domain-dependenth+ implementations is whether we can come up with
sub-exponential algorithms by exploiting that we only have to deal with, e. g., LOGIS-
TICS or BLOCKSWORLD tasks. For the domains we study in this paper, we answer this
question by either describing a polynomial-time algorithm or proving that computing
h+ value remains NP-hard even when restricted to tasks of the given domain. These
theoretical results, discussed in Sect. 3, form the first contribution of this paper.

In addition to this theoretical study, we provide empirical results obtained by using
our domain-specific h+ implementations as a heuristic in an A∗-based planner. These
results, discussed in Sect. 4, form the second contribution of this paper. Of course, run-
time results obtained through domain-dependent implementations cannot be directly
compared to domain-independent planners (e. g., using abstraction heuristics) in order
to judge which of the approaches is generally more useful. However, they can tell us
what the theoretical limits of relaxation-based approaches to optimal planning are, so
that we can give an answer whether it is actually worth working on increasingly more
sophisticated methods to compute more and more accurate approximations to h+. To
anticipate our experimental results, it appears that the answer to this question is affirma-
tive: delete relaxations compare very favourably with the state of the art, and it definitely
appears to be worth looking at their application to optimal planning more closely.

2 Background

For the theoretical results of this paper, we use the propositional STRIPS formalism
[4]. (Some of the planning tasks we consider go slightly beyond STRIPS by requiring
conditional effects, but we omit the formal details for these because they are not relevant
to the abbreviated proofs we can present within the limited space of this paper.)
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Definition 1. A planning task is a 4-tuple Π = 〈V,O, I,G〉, where

– V is a finite set of propositional state variables (also called propositions or facts),
– O is a finite set of operators, each with associated preconditions pre(o) ⊆ V , add

effects add(o) ⊆ V and delete effects del(o) ⊆ V ,
– I ⊆ V is the initial state, and
– G ⊆ V is the set of goals.

A state is a subset of facts, s ⊆ V , representing the propositions which are currently
true. Applying an operator o in s results in state (s \ del(o)) ∪ add(o), which we denote
as s[o]. The notation is only defined if o is applicable in s, i. e., if pre(o) ⊆ s. Applying
a sequence o1, . . . , on of operators to a state is defined inductively as s[ε] := s and
s[o1, . . . , on+1] := (s[o1, . . . , on])[on+1]. A plan for a state s (s-plan, or plan when s
is clear from context) is an operator sequence π such that s[π] is defined and satisfies all
goals (i. e., G ⊆ s[π]). The objective of optimal planning is to find an I-plan of minimal
length (called an optimal I-plan) or prove that no plan exists.

Heuristic functions or heuristics are a key ingredient of heuristic search planners.
A heuristic is a function h : 2V → N0 ∪ {∞} with the intuition that h(s) estimates
the length of an s-plan. The perfect heuristic h∗ maps each state to the length of an
optimal s-plan (infinite if no s-plan exists). A heuristic h is admissible if h(s) ≤ h∗(s)
for all states s. All common heuristic search algorithms for optimal planning require
admissible heuristics. If h(s) ≥ h′(s) for all states s, we say that h dominates h′.

Relaxation heuristics estimate the distance to the goal by considering a relaxed task
Π+ derived from the actual planning task Π by ignoring all delete effects of operators,
i. e., replacing each operator o by a new operator o+ with the same preconditions and
add effects as o and del(o+) = ∅. The h+ heuristic [3] uses the length of an optimal
s-plan in Π+ as the heuristic estimate h+(s) for a state s of the original task Π .

3 Theory: Complexity of Computing h+

Computing h+ estimates for states of a planning task is an NP-equivalent problem [4].
It is due to this computational complexity that h+ has not previously been used in an
actual planning system designed to solve planning tasks of interesting size. However, far
from being optimal, all approximations to h+ discussed in the introduction can actually
be arbitrarily far off from the correct h+ values, i. e., h(s)/h+(s) can be arbitrarily large
for the inadmissible heuristics h discussed there, and h+(s)/h(s) can be arbitrarily
large for the admissible ones. We now prove that there is a theoretical reason for this.

Theorem 2. If P �= NP, then there exists no constant c > 0 and no polynomial-time
algorithm for computing an admissible heuristic function h such that for all states s,
h(s) ≥ c · h+(s). This is true even when only allowing planning tasks where each
operator has only a single precondition and only a single add effect.
Proof sketch: We present an approximation-preserving reduction (see the textbook by
Ausiello et al. [18]) from MINIMUM SET COVER to planning for delete relaxations.
Since MINIMUM SET COVER has no constant-factor approximations unless P = NP
[18, problem SP4], the claim follows. Given a MINIMUM SET COVER instance with set
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S and subsets C1, . . . , Cm ⊆ S, the reduction generates operators o1i , o
2
i , . . . , o

N
i for

each subset Ci such that all these operators need to be applied (in sequence) in order
to achieve a fact ai that marks that Ci has been selected. From ai, facts corresponding
to the elements of Ci can then be directly achieved using operators which have precon-
dition ai and add one element of Ci at a time. To satisfy the goal, which consists of
all facts corresponding to elements of S, we must select enough subsets Ci to cover S
completely. By choosing N appropriately (e. g., N = |S|), we can ensure that the over-
all plan length is dominated by the number of subsets chosen, and hence short relaxed
plans correspond to small set covers.

Theorem 2 shows that we cannot hope to find a polynomial algorithm that is guaran-
teed to find good approximations to h+. However, since theoretical results of this kind
tend to rely on somewhat pathological problem instances, this does not mean that com-
puting or approximating h+ is necessarily difficult for practically interesting planning
tasks. Hence, to get a handle on the complexity of computing h+ in more typical cases,
we now investigate the behaviour of h+ in specific planning domains used as bench-
marks in the planning community, specifically the domains considered by Helmert and
Mattmüller in their theoretical study of admissible planning heuristics [17].

It turns out that, at least for these domains, the situation is not quite as bleak. In
all cases, we can compute constant-factor approximations to h+ in polynomial time,
and in some cases we even have polynomial algorithms for the perfect h+ value, de-
spite the fact that in most of these domains (all except GRIPPER and SCHEDULE [19]),
computing the actual goal distance h∗ is NP-hard.

For space reasons, we refer to the literature for formal definitions of these common
planning benchmarks [19] and only provide very brief proof sketches. An extensive
discussion of these results, including full proofs, can be found in Betz’s thesis [20].

Theorem 3. There exists a polynomial-time algorithm for computing h+(s) for arbi-
trary reachable states s of BLOCKSWORLD tasks.
Proof sketch: The subgoal ordering issues that make optimal BLOCKSWORLD plan-
ning hard in general [21] do not exist in the delete relaxation where simple greedy
criteria are sufficient to decide which blocks to pick up and, after all pick-ups have been
performed, where to drop them. See Betz’s thesis for details [20, Corollary 6.1].

Theorem 4. There exists a polynomial-time algorithm for computing h+(s) for arbi-
trary reachable states s of GRIPPER tasks.
Proof sketch: Due to symmetries in GRIPPER tasks, a closed formula for h+ can be
given. This formula can be evaluated in linear time [20, Theorem 5.1].

Theorem 5. Computing h+(s) for arbitrary reachable states s of LOGISTICS tasks is
NP-hard, but polynomial-time constant-factor approximations exist.
Proof sketch: Hardness is proved by a reduction from SET COVER. There is one truck
corresponding to each candidate subset, which is loaded with one package for each
element of that subset. The instance is then constructed in such a way that a subset of
trucks need to visit a special location, called the Ω-location, and the overall quality
of a relaxed plan is determined by how many trucks visit the Ω-location. In optimal
relaxed plans this subset corresponds to an optimal set cover [20, Theorem 8.3]. For the
constant-factor approximation result, we refer to Betz’s thesis [20, Theorem 8.5].
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We remark that polynomial h+-algorithms for LOGISTICS exist if we only consider
valid initial states, where vehicles are required to be empty [20, Theorem 8.2], and also
when there is only one truck per city and only one airplane [20, Theorem 8.1].

Theorem 6. There exists a polynomial-time algorithm for computing h+(s) for arbi-
trary reachable states s of MICONIC-STRIPS tasks.
Proof sketch: This follows directly from the previous remark due to the similarity of
MICONIC-STRIPS to LOGISTICS with only one truck [20, Theorem 3.1].

Theorem 7. Computing h+(s) for arbitrary reachable states s of MICONIC-SIMPLE-
ADL tasks is NP-hard, but polynomial-time constant-factor approximations exist.
Proof sketch: In MICONIC-SIMPLEADL, computing h+ is closely related to comput-
ing h∗, and the known results for h∗ [22] carry over [20, Theorem 3.2].

Theorem 8. Computing h+(s) for arbitrary reachable states s of SATELLITE tasks is
NP-hard, but polynomial-time constant-factor approximations exist.
Proof sketch: The proof [20, Theorem 7.1] is again based on a reduction from SET

COVER and uses similar ideas to the proof that establishes NP-hardness for h∗ [22].

Theorem 9. There exists a polynomial-time algorithm for computing h+(s) for arbi-
trary reachable states s of SCHEDULE tasks.
Proof sketch: A simple algorithm that achieves the goals one object (“part”) at a time
is sufficient [20, Theorem 4.1].

4 Practice: Using h+ Inside an Optimal Planner

As noted in the introduction, delete relaxation heuristics are state of the art for satisfic-
ing planning. For optimal planning, however, the literature suggests that the admissible
representatives of the family, hmax and hcs, lag behind other approaches such as ab-
straction. For example, merge-and-shrink abstractions (hm&s in the following) clearly
outperform hmax [15], and hcs is empirically even worse than hmax [6]. Does this in-
dicate that delete relaxation heuristics are generally not useful for optimal planning,
or is this a specific weakness of hmax and hcs? To answer that question, we have added
domain-specific implementations of the h+ heuristic to a state-of-the-art A∗-based opti-
mal planner [15] and empirically compared it to hmax, to see how far current admissible
relaxation heuristics are from what is possible, and to hm&s, to see if relaxation heuris-
tics may be competitive with the state of the art in optimal planning.

Experiments were conducted under the usual planning competition settings. Table 1
shows the results. Note that while our h+ implementations are domain-dependent, the
estimates themselves are fully domain-independent, and hence comparisons of heuris-
tic quality (e. g., number of A∗ state expansions) are meaningful. We compare on all
domains considered in the previous section except for those not supported by the un-
derlying planner, MICONIC-SIMPLEADL and SCHEDULE. Note that this includes the
LOGISTICS and SATELLITE domains where computing h+ is NP-hard; in these cases,
each state evaluation in our implementation can require exponential time. Table 1 in-
dicates that the time per state expansion is indeed very high for SATELLITE, but h+
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Table 1. Experimental comparison of h+, hm&s and hmax. Parameters for hm&s are hand-tuned per
domain. We report heuristic values for the initial state (h), number of expanded states (Exp.), and
runtime in seconds (Time) for the largest tasks solved in each domain. Dashes indicate running
out of time (30 minutes) or memory (2 GB). Best results for each task are highlighted in bold.

h+ hm&s hmax

Inst. h∗ h Exp. Time h Exp. Time h Exp. Time

BLOCKSWORLD (hm&s: one abstraction of size 50000)
#9-0 30 16 13215 0.65 16 971774 191.12 9 3840589 85.00
#9-1 28 16 360 0.02 16 60311 69.25 10 1200345 32.06
#9-2 26 17 594 0.04 16 54583 90.12 9 1211463 32.15

#10-0 34 18 241489 15.42 18 19143580 367.82 9 — —
#10-1 32 19 29144 1.82 16 12886413 316.28 8 — —
#10-2 34 19 83007 5.68 18 — — 10 — —
#11-0 32 19 63891 4.35 21 7291064 199.01 8 — —
#11-1 30 21 59340 4.64 17 — — 4 — —
#11-2 34 19 53642 3.39 19 — — 9 — —
#12-0 34 22 58124 4.54 21 — — 10 — —
#12-1 34 22 6284 0.48 21 — — 11 — —
#13-1 44 25 9990123 1078.59 23 — — 12 — —
#14-0 38 25 100499 10.64 19 — — 10 — —
#14-1 36 27 160352 19.99 20 — — 6 — —
#15-0 40 28 3540691 420.91 18 — — 7 — —

GRIPPER (hm&s: one abstraction of size 5000)
#1 11 9 82 0.00 11 12 0.00 2 208 0.00
#2 17 13 1249 0.00 15 975 0.10 2 1760 0.01
#3 23 17 10304 0.06 11 11506 0.34 2 11616 0.08
#4 29 21 65687 0.44 13 68380 1.04 2 68468 0.56
#5 35 25 371726 2.86 14 376510 3.59 2 376496 3.51
#6 41 29 1974285 17.79 16 1982018 16.19 2 1982016 21.57
#7 47 33 10080252 97.60 18 10091970 79.83 2 10091968 119.64

LOGISTICS-1998 (hm&s : one abstraction of size 200000)
#1 26 24 8623 2.91 25 375885 67.64 6 — —
#5 22 22 30 0.03 20 527498 99.94 4 — —

#17 42 42 67 0.62 — — — 6 — —
#31 13 12 68 0.02 13 14 7.22 4 32282 0.57
#32 20 18 116 0.02 20 21 1.97 6 81156 1.00
#33 27 25 88629 21.80 27 28992 81.01 4 — —
#35 30 29 1682 2.65 22 — — 5 — —

h+ hm&s hmax

Inst. h∗ h Exp. Time h Exp. Time h Exp. Time

LOGISTICS-2000 (hm&s: one abstraction of size 200000)
#8-0 31 29 3269 0.32 31 32 26.75 6 — —
#8-1 44 41 43665 3.87 44 45 28.17 6 — —
#9-0 36 33 14090 1.62 36 37 37.58 6 — —
#9-1 30 29 707 0.10 30 31 37.49 6 — —

#10-0 45 41 193846 26.39 45 196342 79.12 6 — —
#10-1 42 39 165006 24.88 42 518215 86.22 6 — —
#11-0 48 45 156585 28.81 48 12822 87.99 6 — —
#11-1 60 55 5649882 775.53 59 2608870 187.85 6 — —
#12-0 42 39 116555 22.25 42 272878 117.98 6 — —
#12-1 68 63 — — 68 828540 137.67 6 — —

SATELLITE (hm&s: three abstractions of size 10000)
#1 9 8 10 0.00 9 10 0.00 3 59 0.00
#2 13 12 14 0.02 13 14 0.09 3 940 0.00
#3 11 10 21 0.07 11 12 4.01 3 6822 0.11
#4 17 17 26 0.15 17 237 7.57 3 180815 3.37
#5 15 14 34 5.02 12 38598 44.66 3 — —
#6 20 18 526 16.23 16 375938 48.73 3 10751017 371.43
#7 21 20 812 250.37 15 — — 3 — —
#9 27 26 264 1350.72 17 — — 3 — —

#10 29 29 40 401.41 16 — — 3 — —

MICONIC-STRIPS (hm&s: one abstraction of size 200000)
#28-4 92 92 123 0.05 54 — — 3 — —
#29-0 94 94 126 0.06 54 — — 3 — —
#29-1 91 91 184 0.08 53 — — 3 — —
#29-2 95 95 155 0.06 55 — — 3 — —
#29-3 97 96 178 0.07 56 — — 3 — —
#29-4 99 99 141 0.05 55 — — 3 — —
#30-0 95 95 138 0.06 55 — — 3 — —
#30-1 98 98 150 0.06 55 — — 3 — —
#30-2 97 96 130 0.04 55 — — 3 — —
#30-4 99 99 124 0.05 53 — — 3 — —

still scales much further than the other approaches due to the accuracy of the heuristic.
Aggregating results over all domains, h+ convincingly outperforms the other heuristics
considered, including the state-of-the-arthm&s. This suggests that the comparatively bad
results obtained with earlier delete relaxation heuristics are mostly due to their inability
to accurately approximate h+ rather than a general weakness of delete relaxations.

5 Conclusion

Starting from the observation that many current planning heuristics are based on delete
relaxations, we have taken a deeper look at the optimal delete relaxation heuristic, h+,
which all these heuristics strive to approximate. Theoretically, we have seen that h+ is
in general not just hard to compute (as proved already by Bylander), but also hard to
approximate. However, these worst-case results do not carry over to most planning do-
mains, for which we could show much better theoretical results – including polynomial-
time algorithms for h+ in four of the seven benchmark results considered.

Experimentally, we have shown that h+ is very informative across a range of plan-
ning domains, improving on the state of the art in domain-independentoptimal planning.
Hence, it appears worth investigating practically efficient general implementations of
h+, or alternatively better admissible approximations, more closely. In our opinion, de-
spite the multitude of existing approaches, there is still considerable scope for research
on delete relaxation heuristics, in particular admissible ones. Our results presented here
can serve as a useful methodological basis for such future work by allowing, for the
first time, direct comparisons of practical relaxation heuristics to h+.
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Abstract. Hybrid planning provides a powerful mechanism to solve
real-world planning problems. We present a domain-independent, mixed-
initiative approach to plan generation that is based on a formal concept
of hybrid planning. It allows for any interaction modalities and mod-
els of initiative while preserving the soundness of the planning process.
Adequately involving the decision competences of end-users in this way
will improve the application potential as well as the acceptance of the
technology.

1 Introduction

As efficient automated AI planning systems may be, for many real-world domains
they are neither applicable nor accepted [1]. On the one hand, human users
want to be in authority for key decisions made by the systems. On the other
hand, we may assume that hardly any automated system is able to take into
account all relevant aspects within a particular application domain. Given these
considerations, the role of users has changed from external observers to active
partners involved in the planning process. Not surprisingly, the mixed-initiative
paradigm has attracted more and more attention [2,3]. According to thisview,
the best way to realize collaboration is to establish a dialog between the user and
the planning system, which is particularly fruitful for solving a planning problem
because the partners contribute in their area of expertise. Humans bring their
experience and their intuition for making decisions to the table; they have a
global, high-level view on the application domain. Planning systems are able to
explore systematically the underlying search space with all its details. The key
to success would ideally be to pass control opportunistically to that partner with
the best knowledge about which decision to make next.

There exist some interactive approaches for specific planning paradigms and
applications. Ai-Chang et al. have developed MAPGEN, a mixed-initiative plan-
ning system, that generates daily plans off-line for exploration rovers on Mars
[4]. Tate et al. have designed and implemented the I-X planner, which is based
on a standard Hierarchical Task Network approach with a constraint model [5].
Ambite et al. have proposed Heracles, a constraint-based framework that sup-
ports the interaction with a human user [6]. Ferguson and Allen have developed
the planner TRIPS, which follows a dialog-driven collaborative problem-solving
approach [7].
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In this paper, we propose a domain-independent, mixed-initiative approach to
hybrid planning that is based on a formal framework for refinement-planning.
Contrary to existing work, it can realize any model of initiative or interaction
modality without jeopardizing the soundness of the plan generation procedure
or the consistency of the results. We will conclude with an example application.

2 A Formal Framework for Refinement-Based Planning

The mixed-initiative approach is based on a hybrid planning framework that
integrates partial-order causal-link planning and hierarchical planning [8]. This
framework uses an adl-like representation of states and basic actions (primitive
tasks). States, preconditions, and effects of tasks are specified through formulae
of a fragment of first-order logic. Abstract tasks can be refined by so-called de-
composition methods, which provide task networks (partial plans) that describe
how the corresponding task can be solved. Partial plans may contain abstract
and primitive tasks. With that, hierarchies of tasks and associated methods can
be used to encode the various ways to accomplish an abstract task.

A domain model D = 〈T, M〉 consists of a set of task schemata T and a set M of
decomposition methods. A partial plan is a tuple P = 〈TE,≺, VC,CL〉, which
consists of a set of plan steps, a set of ordering constraints that impose a partial
order on plan steps, variable constraints, and causal links. The latter are the
usual means to establish and maintain causal relationships among the tasks in
a partial plan. A planning problem π = 〈D,Pinit〉 consists of a domain model D
and an initial task network Pinit. The solution of a planning problem is obtained
by transforming Pinit stepwise into a partial plan P that meets the following
solution criteria: (1) all preconditions of the tasks in P are safely supported by
causal links; (2) the ordering and variable constraints of P are consistent; (3) all
steps in P are primitive tasks.

Transforming partial plans into their refinements is done by using so-called
plan modifications. Given a partial plan P = 〈TE,≺, VC,CL〉 and domain model
D, a plan modification is defined as m = 〈E⊕, E�〉, where E⊕ and E� are
disjoint sets of elementary additions and deletions of plan elements over P andD.
Consequently, all elements in E� are from TE, ≺, VC or CL, respectively, while
E⊕ consists of new plan elements. This generic definition makes the changes
explicit that a modification imposes on a plan. With that, a planning strategy is
able to compare the available refinement options qualitatively and quantitatively
and can choose opportunistically among them [9]. Applying a modification m =
〈E⊕, E�〉 to a plan P returns the plan P ′ that is obtained from P by adding
all elements in E⊕ and removing those of E�. Hybrid planning distinguishes
various classes of plan modifications such as task expansion and task insertion.

For a partial plan P that is a refinement of the initial task network of a
given problem, but is not yet a solution, so-called flaws are used to make the
violations of the above solution criteria explicit. Flaws list those plan elements
that constitute deficiencies of the partial plan. We distinguish various flaw classes
including the ones for unsupported preconditions of tasks and inconsistencies of
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variable and ordering constraints. A large number of search strategies can be
realized in this planning framework by using a modification trigger function
that relates flaws to modifications that are suitable to eliminate them.

The planning procedure works as follows: (1) the flaws of the current plan are
collected; if no flaw is detected, the plan is a solution. (2) suitable modifications
are generated using the modification trigger; if for some flaws no modification
can be found, the plan is discarded (dead-end). (3) selected modifications are
applied and generate further refinements of the plan. (4) the next candidate plan
is selected and we proceed with (1).

3 Mixed-Initiative Hybrid Planning

In the context of mixed-initiative planning, the presented formal framework has
three essential properties that make it particularly suitable for interactive plan
generation: (1) Refinement-based planning operates on the plan space, i.e., all
intermediate results are partial plans and thus accessible at any time during
plan generation. (2) Explicit flaws and plan modifications can explain plan de-
velopment in terms of deficiencies and refinement options at any stage of the
plan generation process. (3) Flexible strategies allow us to change opportunis-
tically the focus of the plan generation process to the appropriate areas of the
refinement space.

Planning
Engine

Domain ExpertPlanning Expert

User Interface

Gesture

Speech

Graphics

Text

Application
Mediator

Initiative
Model

Plan Space

Fig. 1. The structure of the interactive framework for hybrid planning

In this setting, mixed-initiative planning is a mediated process between a
domain-independent semi-automated plan generation and an interactive domain-
specific application. The basic idea is to deploy the planning engine concurrently
to the application in order to incrementally construct solutions to the given
problem. At the same time, the user interactively focuses on those parts of the
refinement space that are of interest to him or her, using application-specific
modalities, that means, representations of (classes of) plans, their development
alternatives, and interaction mechanisms.
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Fig. 1 outlines the architecture: The “planning engine” is a hybrid planning
system that acts as the planning expert and provides an autonomous, incremen-
tal construction of the refinement-space in which we search for solutions [10]. The
perception of the plan generation process of the human user is defined by the
domain-specific interface that supports multiple modalities for interacting with
the application. The application mediator finally synchronizes the focus areas of
the planning and the domain expert according to an application-specific model
of initiative. It also provides primitives for defining user interface representations
of plan components and interaction commands that imply focus changes.

Encapsulating Plan Generation. It is a consequent requirement to decouple the
plan generation process, which deals with the tedious details in search of a so-
lution, from the more long-term strategic engagements of a human user. Thus,
synchronizing the construction of the refinement space with the applications’
focus in an adequate manner becomes the most challenging problem in mixed-
initiative planning, given that the respective “experts” differ significantly in their
modus operandi. During operation, the planning system constructs the refine-
ment space that is induced by a problem specification π up to the planning
horizon, i.e., those plans, for which no refinement has yet been generated. The
horizon has a static part of solutions and discarded inconsistent plans, about
which the application mediator has perfect information by definition and which
it can directly communicate on request via the interface representations. The
dynamic part of the planning horizon is called the system fringe, which consists
of all plans that are currently under investigation by the planning system. The
focus of the human user is represented by a second set of plans, the application
fringe, out of which the interface components build the user- and domain-specific
representations. Any interaction with the system will result in a change of the
user’s focus and hence in a shift of the application fringe.

Given these two focal ar-
Pinit

u

as i

Planning
Horizon

Fig. 2. Plans that are focused during mixed-
initiative planning

eas, it is the responsibility
of the application mediator
to synchronize the fringe ma-
nipulations accordingly. The
trivial case is obviously to
manage focus access on so-
lutions and discarded plans,
which does not require fur-
ther actions beyond notifying
the user interface. The appli-
cation mediator also has to
ensure that the user is always
able to change focus onto any
plan that is a refinement of
an application fringe element.
I.e., that the system fringe has to advance such that it is a projection of the ap-
plication fringe development. The mediator accomplishes this task by adapting
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the planning system’s strategy, if the system fringe is approached too closely
according to the application’s representation needs (see section on representa-
tion below). Furthermore, the more the mediator knows about the refinement
space ahead of the application fringe, the better informed the interactions can
be processed. In particular, this means propagating information about solutions
and necessary failures up to the refinement paths into the application fringe.

The planning system’s focus adaptation is realized in our refinement-planning
framework by means of the flexible strategy concept [9]. We deploy in fact a strat-
egy triple that is continuously parameterized and balanced by the application
mediator; Fig. 2 illustrates their co-operation in a prototypical situation during
interactive planning: The figure shows the refinement-space that is induced by
π. The human user’s focus is represented by Pu as one plan of the application
fringe and the grey area depicts the refinement subspace into which the user
may focus next (prior focus areas may be revisited but are omitted here). The
planning system is guided in this situation by three strategies that concurrently
propose the next plan in the system fringe that is to be processed. During nor-
mal operation, an explorative general-purpose strategy is choosing a candidate
Ps amongst the refinements of Pu in order to find a solution within the subspace
or to reveal inconsistent refinements. This strategy may be any kind of search
control that seems appropriate for the given domain and problem, it is only re-
stricted in its input to the fringe fragment that lies inside the subspace. If the
application fringe approaches the system fringe, the user-imitating strategy is
preferred, which chooses a plan Pi that appears to be the most probable focus
area of the human user at this point. Techniques for learning user preferences
from refinement traces are out of the scope of this paper; it is, however, worth
pointing out that a simple estimation like the ratio of flaw and modification
classes in the refinement history provides a suitable set of candidates for stretch-
ing the planning horizon. Since the user usually needs some time to explore the
new options, the system has enough time to gather alternative refinements by
the general-purpose strategy. If the user’s focus area is sufficiently covered, the
application mediator activates an alternatives providing strategy, which selects
plans Pa from system fringe candidates outside the focus subspace. Usually, this
strategy is the inverse function of the user-imitating one.

Modeling Changing Initiative. The mixed-initiative paradigm emphasizes a dy-
namic notion of initiative, i.e., the roles of the experts is subject to change during
the plan generation episode. In particular, mixed initiative is not necessarily re-
duced to a dialog scenario in a question and answer or command and response
pattern. Our framework uses petri nets for modeling events that induce a change
of initiative and for specifying the control flow of the application.

An example for such a trigger event is the discovery of a solution that is a
refinement of a plan in the current user focus. At this occasion, the system takes
the initiative in order to notify the user and passes the initiative to him/her
afterwards. The user is then asked in a direct dialog to focus on the solution or
to defer this for later exploration. If the system finds a solution in the alternative
refinement-space, an accordingly specified rule just triggers a more unobtrusive
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notification, which is processed concurrently without changing the interaction
mode. Our prototypical framework instances implement also a similar rule for
discarded inconsistent plans: if all refinements of a plan are marked as discarded,
the plan becomes marked itself. In this way, information about necessarily futile
development options is propagated into the application fringe.

In addition to such generic information processing rules, mixed-initiative
applications typically require more domain-specific triggers, because a typical
domain expert would not be presented every refinement option but only an
adequate subset. The system may retain initiative until a pre-specified set of al-
ternatives is available. E.g., when the application fringe includes two plans with
different implementations of a certain abstract task: The system then switches
into a dialog mode in which the user is asked for the preferred way of imple-
menting the task. In this application, all further details are worked out by the
system autonomously.

Representing Plans and Interaction. As shown in Fig. 1, the architecture sup-
ports multiple interaction modalities, which naturally requires a broad repertoire
of representation capabilities as well as mediation facilities between different
representations; this includes in particular mediating between different levels of
information abstraction. To this end, we have developed user-interface primi-
tives and component structures that define visualizations (or verbalizations) for
both information display and interaction metaphors. With the application me-
diator providing the appropriate mappings, e.g., a plan can be displayed as a
Gantt-chart in which all parameter bindings are formatted in a human-readable
fashion but which hides causal relationships and detailed variable constraints;
the interface representation does not change unless the user does focus a plan
that differs in terms of this view. The interactions however may use another
modality and level of detail. In the example: The application fringe is developed
automatically as long as it can be synchronized with the user focus, i.e., as long
as the Gantt-chart representation is the same, until the initiative changes due
to the encounter of a specific constellation of detected flaws and offered plan
modification options. Depending on the trigger, the interaction may manipulate
the Gantt-chart with mouse gestures, because a causal conflict makes it nec-
essary to insert an ordering constraint. It may also use the natural language
modality in a dialog metaphor, asking the user explicitly to choose between pre-
defined modification discriminators. In this way, the user is, e.g., not presented
“task expansions” that implement attending a project meeting but is instead
asked, whether to “delegate the appointment” or to “attend personally”. The
paraphrases can be easily defined for any application domain.

It is important to point out, that the framework’s representation mecha-
nism realizes a complete encapsulation of the interface’s display and interaction
metaphor, including their level of detail with respect to the information con-
veyed and granularity in relation to the plan generation process. In particular,
the user’s focus and commands do not necessarily have to correspond to a single
plan and plan refinements. The interface may display several plans in the user
focus by one representative element from the application fringe, e.g., two plans
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that only differ in a hidden detail. An interface command like “delegate this task
to someone else” may be translated into a sequence of several refinement steps
in which the appropriate tasks are inserted, expansions are performed, and fi-
nally parameters are set. In this context of more complex focus and interaction
representations, the above mentioned distance between system and application
fringes, and consequently the configuration of the planning strategy components
becomes an essential feature of the mixed-initiative planning framework.

4 An Interactive Planning Assistent

We instantiated the mixed-initiative framework in a domain-independent inter-
active planning application for explaining hybrid planning to students and for
debugging domain models and problem definitions. Fig. 3 shows a screenshot
from a graphical planning editor, i.e., it realizes a visual modality that provides
a detailed representation of single plans and it interacts via the tool metaphor
through mouse gestures. The application realizes an interaction model that re-
turns the initiative to an expert user after each plan selection decision as soon
as the application fringe is completely processed.

Fig. 3. An interactive planning application

The screenshot shows the graphical representation of a partial plan after ap-
plying some refinement steps for solving a planning problem in an observation-
satellite domain. Each rectangle represents a primitive task, together with its
name and parameter values. Black arrows symbolize ordering constraints, grey
open arrows illustrate causal links (the annotated protected condition can be
inspected by moving the mouse over the link). The round markings exhibit plan
flaws and are placed next to the associated flawed plan elements; detailed de-
scriptions are shown as tool-tips by clicking on the icons. E.g., a causal threat
and an open precondition are associated with the task that calibrates a satel-
lite’s instrument. The open precondition exists because the calibration requires
the instrument to be powered on, which is not the case in the initial state. Once
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the user selects a flaw to be addressed next, a set of available refinement options
are shown; a menu appears that gives the options the user can select by clicking
on them. E.g., once the user clicks on the open precondition flaw, a menu at
the bottom of the screen appears that gives the user the possibility to insert a
“switch on” task that powers on the underlying instrument.

The triggering mechanism of this application fills a list of solutions that have
been found (autonomously by the planning system or guided by the user) and
notifies the user, if the currently focused plan necessarily fails. Apart from the
plan modification “tools”, the user can undo operations by backtracking over the
focus plan as well as bookmark plans for direct access.

5 Conclusion

We have presented a generic framework for mixed-initiative planning, which
enables broad acceptance of the powerful and flexible hybrid-planning technol-
ogy. Moreover, implementations of this approach serve as efficient debugging
tools and development support for complex application domains. Future work
includes the reasearch on suitable interaction modalities and on plan and plan
modification representations with respect to their usability aspects.
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Abstract. The paper develops vector frontier search, a new multiobjective search
strategy that achieves an important reduction in space requirements over previous
proposals. The complexity of a resulting multiobjective frontier search algorithm
is analyzed and its performance is evaluated over a set of random problems.

1 Introduction

The Multiobjective Search Problem is an extension of the Shortest Path Problem that
allows the evaluation of a number of distinct attributes for each path under consideration
[1][2]. In multiobjective graphs arcs are labeled with vector costs. Each component in a
vector cost stands for a different relevant attribute, e.g. distance, time, or monetary cost.

This paper deals with best-first algorithms like Dijkstra’s and A* [3], and their mul-
tiobjective counterparts [4] [5] [6]. Frontier search [7] is a new best-first technique that
exploits the monotonicity of evaluation functions to discard already explored nodes.
This reduces the space complexity over standard search for certain classes of problems.

There are two previous approaches to multiobjective frontier search. Node frontier
search [8] attempted also the elimination of explored nodes. However, the reduction in
space requirements was limited, and incurred in an important time overhead. Bicriterion
frontier search [9] eliminates explored cost vectors. The space reduction is large, but
limited to uninformed bicriterion problems.

This paper extends bicriterion frontier search to the general uninformed multiobjec-
tive case. Section 2 highlights key issues in scalar frontier search. Sections 3, 4 discuss
fundamentals and complexity results of multiobjective best-first search. Sections 5, 6
describe a new efficient pruning strategy and the scheme for vector frontier seach. Ex-
perimental results are presented in section 7. Finally, conclusions and future work are
outlined.

2 Scalar Frontier Search

The shortest path problem can be stated as follows: Let G be a locally finite labeled
directed graph G = (N,A, c), of |N | nodes, and |A| arcs (n, n′) labeled with positive

� This work is partially funded by/Este trabajo está parcialmente financiado por: Consejería de
Innovación, Ciencia y Empresa. Junta de Andalucía (España), P07-TIC-03018.
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costs c(n, n′) ∈ R. Given a start node s ∈ N , and a set of goal nodes Γ ⊆ N , find the
minimum cost path in G from s to a node in Γ .

Scalar best-first algorithms, like Dijkstra’s, build a search tree rooted at the start node
with the best paths found to each generated node. Nodes already expanded are called
Closed nodes, while those awaiting for expansion are called Open nodes. Function
g(n) denotes the cost of the best known path reaching node n. By virtue of the optimal-
ity principle, new paths to node n are pruned whenever their cost exceeds g(n).

The success of scalar frontier search is based on the combination of three different
elements. First of all, frontier search assumes that evaluation functions are monotonic.
Under this assumption, once a node n is selected for expansion, we can guarantee that
the cost of the path reaching n is optimal. Therefore, any new paths reaching n can be
discarded straightaway without further consideration. We do not even need to check the
values of g(n) to be sure that any new path will be suboptimal.

Secondly, frontier search keeps in memory only Open nodes, eliminating Closed
ones. We know that new paths to closed nodes will be suboptimal, therefore all that is
needed is a guarantee that once a node is closed and eliminated from memory, it will
never be regenerated again. This is achieved using a special technique that keeps used
operator vectors within each node. This idea can be applied to algorithms like Dijkstra’s
and A*. With monotonic evaluation functions, and the same tie-breaking rule, frontier
search algorithms mimic the sequence of node expansions performed by their standard
best-first counterparts. Therefore, they are admissible under the same assumptions, and
terminate returning the goal node and its optimal cost in the same number of steps.

In exponential search spaces, like trees with constant branching factor b, the Open
list is generally larger than the Closed list. Therefore, frontier search can reduce mem-
ory requirements by a constant factor 1/b. However, in polynomial search spaces, like
m-dimensional square grids, the frontier is typically an order of magnitude smaller than
the set of expanded nodes. In this case, worst-case memory complexity is reduced from
O(dm) to O(dm−1) for square grids with depth d and m dimensions.

In standard search, the solution path is recovered tracing back pointers kept in closed
nodes. However, these are missing in frontier search. The third element of frontier
search is a recursive formulation that reconstructs the solution path after the goal node
is reached. The idea is to identify some midline node n′ traversed by the solution, and
then call frontier search recursively from the start node to n′, and from n′ to the goal.

3 Fundamentals of Multiobjective Search

The multiobjective search problem can be stated as follows: Let G be a locally finite
labeled directed graph G = (N,A, c), of |N | nodes, and |A| arcs (n, n′) labeled with
positive vectors c(n, n′) ∈ Rq. Given a start node s ∈ N , and a set of goal nodes
Γ ⊆ N , find the set of all non-dominated cost paths in G from s to nodes in Γ .

The main distinguishing feature of multiobjective problems is the fact that cost vec-
tors c(n, n′) induce only a partial order preference relation ≺ called dominance,

∀g, g′ ∈ Rq g ≺ g′ ⇔ ∀i gi ≤ g′i ∧ g �= g′ (1)

where gi denotes the i-th element of vector g.
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Given two vectors, it is not always possible to rank one as better than the other, e.g.
none of (2, 3), (3, 2) dominates each other, but both are dominated by vector (1, 1).

Definition 1. Given a set of vectorsX , we shall define nd(X) the set of non-dominated
vectors in set X in the following way, nd(X) = {x ∈ X | �y ∈ X y ≺ x}.

Most multiobjective best-first algorithms follow a similar scheme [4] [6]. These build
an acyclic search graph SG rooted at s to store all nondominated paths found to each
node. Whenever a new path is found to a known node n, its cost is compared to those
already reaching n. Nondominated paths are kept, and dominated ones are pruned. Two
different sets are associated to each node: Gop(n) denotes the set of cost vectors of
paths reaching n that can be further explored, while Gcl(n) denotes the set of those
that have already been expanded. The set of OPEN paths in SG that can be further
explored is made up of all labels (n, g) where g ∈ Gop(n).

In this paper we shall consider only uninformed search. Particularly, we shall look
for alternatives to the same standard multiobjective (MO) algorithm used by [9] (see
table 1). In order to guarantee admissibility, MO search needs to select for expansion
an open path P (i.e. a label (n, g)) with a cost vector g nondominated in OPEN . Two
sets, GOALN and COSTS, keep track of goal nodes and costs of non-dominated
solutions found so far. Each time a new solution is found, dominated alternatives are
filtered from OPEN and search proceeds until OPEN is empty.

In multiobjective search many different non-dominated paths may reach a given
node. Therefore, it is the number of cost vectors stored in Gop(n) and Gcl(n) that
dominates space requirements, while the number of nodes plays only a minor role.
Regrettably, the expansion of a non-dominated path to node n does not prevent other
non-dominated paths to enter Gop(n) at later stages of the search, even with monotonic
cost functions [5](lemma 20). Standard MO search algorithms keep vector costs of ex-
panded paths in the Gcl(n) sets in order to prune new dominated paths reaching already

Table 1. A standard multiobjective search algorithm (blind NAMOA*)

1. Initialize an acyclic search graph SG with root in s, a set of labels OPEN = {(s, g(s)) },
and two empty sets, GOALN , COSTS.

2. If OPEN is empty, return paths in SG with costs in COSTS reaching nodes in GOALN .
3. Remove from OPEN a non-dominated label (n, gn).
4. If n is a goal node, then: (a) Put n in GOALN and gn in COSTS; (b) Eliminate from

OPEN all labels (x, gx) such that gn ≺ gx; (c) Go back to step 2
5. If n is not a goal node, then

(a) Move gn from Gop(n) to Gcl(n).
(b) For all successors nodes m of n, such that gm = gn + c(n, m) is not dominated by

COSTS, and that do not produce cycles in SG do:
– If m is new, then put (m, gm) in OPEN , and gm in Gop(m) pointing to n. else,

i. Remove from Gop(m) and Gcl(m) all vectors dominated by gm.
ii. If gm is not dominated by Gop(m) nor by Gcl(m), put it in Gop(m) with a

pointer to n, and put label (m, gm) in OPEN .
– Go back to step 2.
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explored nodes. In order to reduce the space requirements of multiobjective search the
size of the Gcl(n) sets should be reduced as much as possible.

4 Complexity Issues in Multiobjective Search

Memory is an important practical limiting factor of multiobjective best-first search. The
algorithms need to store every known node n, as well as the set of non-dominated cost
vectors of paths reachingn, i.e. theGop(n) andGcl(n) sets. The number of distinct non-
dominated costs is known to grow exponentially with node depth in the worst case for
the general case [4]. However, the number of costs to any node grows only polynomially
with depth in the worst case assuming arc costs are integer, positive, and bounded.

Let us assume that all components of each arc cost are integers in the interval [ci, ca],
where ci, ca > 0, and denote the range of distinct integer values for each arc cost com-
ponent by r = ca−ci+1. What is then the maximum number of distinct non-dominated
cost vectors that can reach any node n at depth d? Let us consider the cost of paths to
n depending on their length. Let us also consider for simplicity the two-dimensional
case. The shallowest paths reaching n have depth (length) d. Each component of the
cost vectors will have a value in the range [d× ci, d× ca]. By definition of node depth,
there will always be at least one path with length d. Therefore, no path with cost domi-
nated by u = (d× ca, d× ca) will ever take part in the Pareto front of n (i.e. the set of
nondominated costs to n), regardless of the path’s length. This is illustrated graphically
in figure 1(left).

There are also possibly paths of lengths greater than d reaching n. For paths of length
d+1 each component of the cost vectors will have a value in the range [(d+1)×ci, (d+
1)×ca]. Figure 1(center) shows the feasible cost space for paths of length d+1 reaching
a node n at depth d. Obviously, for some length d + k (k > 0) all path costs will be
dominated by u. This is the case where (d+k)× ci ≥ d× ca, i.e. k ≥ d× (ca− ci)/ci.
Therefore, the feasible cost space for any node is bounded and finite. Figure 1(right)
shows such space for a particular case (d = 3, costs in [1, 2]), and the largest possible
Pareto front that fits into that space.

Since the feasible cost space for any given node is bounded and finite, it is also
possible to bound the size of the largest Pareto front that fits into that space. For a node
at depth d and q objectives, the maximum size of the Pareto front is O((dr)q−1). This
is also the worst-case number of cost vectors stored in any node at depth d.

Now, what is the worst-case number of iterations (or cost-vectors) in a polynomial
state space? When monotonic evaluation functions are used, each new label (n, g) se-
lected for expansion must stand for a new non-dominated path to n. Therefore, the
worst-case number of iterations amounts to the addition of the number of all non-
dominated cost vectors reaching every node in the graph.

Let us consider the case of an m-dimensional square grid that extends uniformly
from a central node s outwards up to some depth D. The number of nodes in the grid is
O(Dm), i.e., the size of the state space grows polynomially with depth. As a particular
case, consider a bidimensional grid. There are exactly 4d nodes at depth d, and in a
complete grid with depth D there are exactly 1 +

∑D
d=1 4d nodes, i.e. O(D2).

For example, in a complete bidimensional grid with two objectives there are ex-
actly 4d nodes at depth d and, a Pareto front of size O(dr) at each node. Therefore,
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in the worst case search will explore O(d2r) cost vectors at depth d. The number of
such vectors in the complete grid grows with depth D as O(D3r). With three objec-
tives, the largest Pareto front at depth d has O((dr)2) optimal vectors, and the num-
ber in a complete bidimensional grid becomes O(D4r2). For a general m-dimensional
grid with q objectives, the number of iterations (or cost vectors) in the worst case is
O(Dm+q−1rq−1).

5 Efficient Path Pruning in Multiobjective Search

In this section, we shall develop a new way to test the optimality principle that does not
require all non-dominated cost vectors typically stored in the Gcl(n) sets.

Standard MO search algorithms apply the optimality principle to prune non-
promising paths (see step 5(b)ii, table 1). When monotonic evaluation functions are
used, and a label (n, g) is selected for expansion, we can be sure g is a non-dominated
cost to n. Accordingly, g is placed in Gcl(n). Whenever a new path P reaches some
node n with cost g′′, and g′′ is dominated by some vector in Gcl(n), then P can be
safely pruned and its cost vector discarded straightaway. Therefore, all standard MO
search algorithms keep large Gcl sets to guarantee efficient pruning.

We shall make the following assumption regarding MO search algorithms,

Assumption 1. The path selection procedure is monotonic nondecreasing in the first
component of cost vectors, i.e. if label (n, g) is selected for expansion before label
(n′, g′), then g1 ≤ g′1, where g1 is the first component of vector g.

Definition 2. Given a vector v = (v1, v2, . . . vn), we shall define its truncated vector
t(v) as vector v without its first component, i.e. t(v) = (v2, . . . vn).

In order to apply the optimality principle under assumption 1, we do not need to check
the cost of every new path reaching some node n against the whole Gcl(n) set. The
reason is illustrated graphically in figure 2 for the three objective case. Let us assume
three different optimal paths have been found to some node n with non-dominated cost
vectors x = (3, 3, 2), y = (4, 2, 3), and z = (6, 1, 1). Therefore, Gcl(n) = {x,y, z}.

Fig. 1. Left: feasible cost space for paths of length d, vector u = (d× ca, d× ca) is marked with
a cross. Center: feasible cost space for paths of length d + 1. Right: complete feasible cost space
for depth 3, costs in [1, 2], and largest Pareto front (crosses).
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Fig. 2. Sample Gcl set for some node n

According to assumption 1, these costs will have been selected exactly in this order,
and all paths with cost v such that v1 < 6 have already been explored. Let us further
assume some new path with cost w = (w1, w2, w3) reaches node n. Since w1 is greater
or equal than the first component of all previously selected cost vectors, in order to
dermine if w should be pruned we need to check only if t(w) is dominated by some
of t(x), t(y), or t(z). These two-dimensional cost vectors are shown in figure 2 as
a, b, and c. Notice that in two-dimensional cost space, a and b are dominated by c.
Therefore, in order to determine if w is dominated by Gcl we only need to check if
t(w) is dominated by t(z).

Definition 3. Let X(n) = nd{t(x) |x ∈ Gcl(n)} be the set of non-dominated
truncated closed vectors to node n. Let Gcl1(n) and Gcl2(n) be defined such that
Gcl1(n) ∪ Gcl2(n) = Gcl(n), Gcl1(n) ∩ Gcl2(n) = ∅, and Gcl1(n) = {y |y ∈
Gcl(n) ∧ t(y) ∈ X(n)}.

In figure 2 we have Gcl1(n) = {z} and Gcl2(n) = {x,y}.

Result 1. Let (n,w) be a new label selected for expansion. Under assumption 1, ∃x ∈
Gcl(n) |x � w if and only if ∃y ∈ Gcl1(n) |y � w.

Proof. The implication to the left is trivial, since Gcl1(n) ⊆ Gcl(n). Let us consider
the implication to the right. Let x ∈ Gcl1(n), then the result is trivial. Otherwise, if
x /∈ Gcl1(n) it is because ∃z ∈ Gcl1(n) | t(z) � t(x). From the transitivity of the
dominance relation it follows that t(z) � t(x) � t(w). From assumption 1 we know
that z1 ≤ w1. Combining these results yields z � w.

Corolary 1. Under assumption 1, the workings of best-first MO algorithms are unaf-
fected if pruning of new paths is carried out with the Gcl1 sets instead of the Gcl ones.

The proof is trivial since from result 1 both sets prune exactly the same vectors.

6 Vector Frontier Search

The development of a vector frontier search (VFS) algorithm is simple from the previ-
ous section under assumption 1. Each time a new label (n, g) is selected for expansion,
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we update the Gcl1(n) set. Vectors that would fall into Gcl2(n) can be simply removed
from memory since they are not necessary for pruning and, in practice, are only useful
in the algorithms for path recovery purposes.

Notice that, as described in section 4, the size of Gcl(n) for a node of depth d with
q objectives is O((dr)q−1). However, truncating cost vectors reduces the worst-case
size of the Pareto front to that of a cost space with q − 1 objectives, and therefore, the
size of Gcl1(n) is just O((dr)q−2). This effectively reduces the space requirements in
polynomial state spaces to O(Dm+q−2rq−2). The approach is valid for any q ≥ 2.

A bicriterion frontier search algorithm (BCFS) was presented in [9]. BCFS uses a
lexicographic order to select Open paths, which is monotonic in the first component of
cost vectors, as required by assumption 1. For each node n BCFS replaces closed cost
vectors by an upper bound b on the second component. All new cost vectors reaching
n whose second component are greater than the bound can be shown to be dominated.
Truncating cost vectors (gi

1, g
i
2), i = 1..k results in a set of scalar values gi

2. The optimal
of these values is precisely the single scalar bound b = mink

i=1g
i
2 used in [9]. Therefore,

the BCFS algorithm is exactly the particular case of VFS for two objectives.
Finally, since VFS simply replaces the standard multiobjective pruning procedure

with an equivalent memory-efficient one, it follows that with the same tie-breaking rule,
VFS will expand the same labels in the same order as standard MO search. Therefore,
it will reach the same goal nodes finding the same sets of non-dominated costs. A sec-
ond recursive search phase is needed for path recovery. The same recovery procedures
developed for node frontier search [10] can be applied to VFS as well.

7 Experimental Tests

Experimental results were presented in [9] for BCFS applied to two-objective problems.
This section uses a similar experimental setup to confirm reductions in space require-
ments for VFS in problems with three objectives. A set of two-dimensional square grids
of increasing size was generated with uniformly distributed random integer costs in the
range [1, 10]. For each grid, search was conducted from one corner to the opposite.

Figure 3(left) reveals similar time requirements for standard MO search and VFS
(excluding path recovery) as a function of grid size. Figure 3(right) shows the maximum
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number of cost vectors simultaneously stored in memory by standard MO search, VFS,
and the size of the completely labeled solution subgraph. For the analyzed state space
the problem of space requirements seems technically solved, since the memory needed
to run VFS is actually smaller than the size of the solution subgraph. The experiments
show a dramatic reduction in space requirements for vector frontier search. In a grid of
size 58 (solution depth 116), standard search stored 8912157 cost vectors, while VFS
stored only 368178 (4’13 %). Standard MO search exhausted memory for the first time
while searching a 59 x 59 grid. However, using vector frontier search harder problems
can be solved, for example, VFS could explore a 70 × 70 grid (solution depth 140) in
14’5 hours, storing only 539504 cost vectors. Although standard search could not solve
this problem we can estimate its space requirements from the number of iterations of
VFS which was 14877038, i.e. VFS stored only 3’62 % of the cost vectors that standard
search would have required.

8 Conclusions and Future Work

The paper describes vector frontier search, a new general framework for multiobjec-
tive search that achieves a reduction in worst-case memory complexity for polynomial
state spaces with bounded positive integer costs. This result is validated experimentally
over a set of random grid search problems with three objectives. Bicriterion frontier
search is shown to be a particular case of vector frontier search. For the class of prob-
lems analyzed time is now the major practical limiting factor. Future research involves
improving time requirements and analyzing the time needed for solution recovery.
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Abstract. In this paper we design minimum perfect hash functions on
the basis of BDDs that represent all reachable states S ⊆ {0, 1}n. These
functions are one-to-one on S and can be evaluated quite efficiently. Such
hash functions are useful to perform search in a bitvector representation
of the state space. The time to compute the hash value with standard
operations on the BDD G is (n|G|), the time to compute the inverse
is O(n2|G|). When investing O(n) bits per node, we arrive at O(|G|)
preprocessing time and optimal time O(n) for ranking and unranking.

1 Introduction

In many cases, BDDs [5] provide a compact representation of state spaces [2].
For some challenges, even an exponential gap between the number of repre-
sented states and the number of BDD nodes to represent them has been for-
mally shown [8]. In general game playing [16], BDDs have been used to count all
reachable states. In smaller games like Peg-Solitaire, a full classification is possi-
ble using BDDs [9]. For larger games like Connect-Four, however, a bottom-up
procedure posterior to the reachability analysis to determine the game theoret-
ical value of each state fails. Multi-player games are more difficult to analyze,
first approaches with BDDs are described in [9].

A minimal perfect hash function is a mapping from the state space S ⊆ {0, 1}n

to the set of indices {0, . . . , |S| − 1} that is one-to-one on S. Recent results [3,4]
show that given the explicit state space on disk, minimum perfect hash functions
with a few bits per state can be constructed I/O efficiently. If the state space
is provided by a BDD, to the authors’ knowledge so far no algorithm has been
proposed to compute a perfect hash value and its inverse efficiently. We describe
several constructions. We assume that the state space S is given by some BDD
with some ordering of the variables. We will never change this ordering, and for
simplicity will assume it is (s1, . . . , sn), the natural ordering. The construction
works with an arbitrary fixed ordering, and the hash function depends on the
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ordering, which means that it does not necessarily represent a natural ordering
of S.

The motivation is the search in state spaces that have been compressed to a
bitvector. For example, in Peg-Solitaire 187,636,298 states are reachable [10]. A
hash function, mapping each state with 0 ≤ p ≤ 33 pegs to {0, . . . ,

(33
p

)
− 1},

requires 8,589,860,936 bits in total. For the Connect-Four problem the precise
number of states reachable from the initially empty board is 4,531,985,219,092 [9]
(which compares to an estimate of 70,728,639,995,483 reachable states [1]). When
using BDDs, 84,088,763 nodes suffice to represent all states.

As described in [14], external two-bit breadth-first search integrates a tight
compression method into an I/O-efficient algorithm. This approach for solv-
ing large-scale problems relies on applying an efficient minimum perfect hash
function (ranking) and its inverse (unranking). It applies a space-efficient rep-
resentation of the state space in BFS with two bits per state [15], an idea that
goes back to [6]. With 2 bits per state Connect-Four requires a size of about
1 TB, which, nowadays, is a standard equipment for a PC. In case of explicit
representation, for a state encoding with two bits for each cell plus one for the
current player nearly 43.8 terabytes would be necessary.

In this paper we discuss an appropriate design of a rank and unrank function
for satisfying assignments in a BDDs. The perfect hash value will compute a rank
in {0, . . . , sat-count(G)−1}, where sat-count(G) denotes the number of satisfying
inputs in the BDD G. Its inverse is unrank with respect to lexicographic ordering
of the bit strings in S and both are based on the given variable ordering. Given
a BDD G with n variables and an input s = (s1, . . . , sn), the running time
for computing the rank from scratch takes time O(n|G|). Unranking, namely
to compute the binary state vector given the hash value costs O(n2|G|) steps.
An alternative approach that precomputes and stores values at each node takes
O(|G|) preprocessing time, and O(n) time for each call to rank and unrank.

2 Ordinary BDD without Preprocessing

Reduced and ordered BDDs can be constructed by repeatedly applying two
reduction rules, namely R1 and R2 to the (ordered) decision tree that represents
the truth table of a given function: R1 omits nodes whose successors are identical
and R2 merges two nodes with identical successor pairs.

Given a variable ordering that all paths must obey, the BDD representation
is unique. There are many libraries (like CUDD and Buddy) for BDD manipu-
lation that provide basic functionality including the evaluation of assignments,
counting the number of satisfying assignments, applying Boolean connectors and
quantifiers, computing an image wrt. a set of states and a set of operators, and
routines for finite domain arithmetics. By applying iterated images BDD can be
used to perform a reachability analysis of a state space [17].
Computing the Hash Function: Ranking. Let BDD G with n variables represents
a set of reachable states and let a satisfying assignment s = (s1, . . . , sn) represent
the query state. The task is to find a unique value in {0, . . . , sat-count(G) −1}.
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Algorithm 1. Ranking a state

rank(s,G)

if (eval(s,G) = 0) return Error("state not reachable")

G’ := lexicographic-split(G,s)

return sat-count(G’)-1

Algorithm 2. Splitting a BDD G at s (wrong version with counter-example)

lexicographic-split(G,s)

start at root of G; i := 1

while (i <= n)

if there is a node for x_i

if (s_i = 1)

follow 1-edge

if (s_i = 0)

link 1-edge to 0-sink

follow 0-edge

i := i+1

0

1

x1

x2 x2

x3x3

x4 x4

0

1

In the core routine of Alg. 1 operations eval and sat-count are available and take
time O(n) and O(|G′|), respectively. The lexicographic split problem is defined
as follows. Let s = (s1, . . . , sn) be the state vector and G be the input BDD.
We are looking for a BDD H which represents all states s′ with a lexicographic
(binary) value smaller than or equal to s. The first solution shown in Alg. 2
has a subtle problem. If we take a standard BDD for the even parity function
wrt. variable order (x1, . . . , x4) (see figure) for input state vector s = (1001), the
above algorithm eliminates the 1-edge emanating from node x3 that is reached
by 10. Now the satisfying input s′ = (0110) has been eliminated although that
it is lexicographic smaller than the input s = (1001).

A possible fix is Alg. 3. The BDD replicas remain untouched, BDD reduction
is postponed. The blow-up in the BDD-size is at most a factor O(n), as up to
O(n) BDDs of worst-case size O(|G|) are created.

An alternative approach, also yielding O(n|G|) complexity requires only oper-
ations that are provided in common libraries. Suppose that we have a BDD for
LessThanEqual(x, y) which accepts all pairs (x, y) ∈ ({0, 1}n)2 with x being lex-
icographically smaller than y and a BDD representing y = s. Then we can com-
pute a BDD for the predicate H(x) = (∃y.LessThanEqual(y, x) ∧ (y = s))∧G(x).
Fortunately LessThanEquals(x) = (∃x.LessThanEqual(x, y)∧ (y = s)) has a lin-
ear structure that can be constructed directly. This BDD has one node for each xi

with si = 0. The 1-edge out of this node leads to the 0-sink, the 0-edge to the next
(existing) node in the variable ordering. The conjunction of LessThanEquals(x)
with G(x) yields the same BDD H(x) as the explicit ranking algorithm above.
Unranking One solution, shown in Alg. 4, calls the rank function in a binary
search manner. We first observe that ranking can be extended to non-satisfying
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Algorithm 3. Splitting a BDD G along s (corrected version)

lexicographic-split(G,s)

start at root of G; i := 1

while (i <= n)

if there is a node for x_i

if (s_i = 1)

link 0-edge to a COPY of the BDD of the 0-successor

follow 1-edge

if (s_i = 0)

link 1-edge to 0-sink

if the 0-successor is an x_k node

insert new x_j-nodes on the path, i<j<k, for s_j=0,

with parallel edges

follow 0-edge

i := i+1

Algorithm 4. Unranking based on Ranking

unrank(G,r)

s := (s_1,...,s_n) with s_1 := ... := s_n := 1

for i := 1 to n do

s_i := 0;

if (rank(G,s) < r) then s_i := 1

return s

assignments. The invariant is that the target vector t with rank(G, t) = r satisfies
sj = tj for 1 ≤ j < i. This is true initially since the condition is void. Now con-
sider round i. From the invariant it follows that rank(G, (s1, . . . , si−1, 0, . . . , 0)) ≤
r ≤ rank(G, (s1, . . . , si−1, 1, . . . , 1)). If rank(G, (s1, . . . , si−1, 0, 1, . . . , 1) < r) we
can conclude that ti = 1, otherwise ti = 0, hence the conditioned assignment
makes sure that the invariant is satisfied when the next round begins. At the
end the invariant implies that s = t.

As rank is called n times, the algorithm runs in time O(n2|G|). Not only is
this quite a large value, but the frequent changes of the BDD structure are a
big problem for practical applications, as they dynamically allocate substantial
space, which is assumed to be limited in bitvector state space search. We first
give a solution for a simpler structure, before we get back to ordinary BDDs.

3 Quasi-Reduced BDDs with Preprocessing

In a BDD with all variables appearing on every path, sat-counting is rather
trivial. Note that a BDD variable is eliminated only in reduction rule R1. If
we do not apply R1, or reinsert eliminated nodes pointing to the same successor
(bottom-up) along the edges and prior to the root, then we have a structure that
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Algorithm 5. Ranking based on Preprocessed Quasi-Reduced BDD

lexicographic-count(G*,s,v)

if v is 0-sink return 0

if v is 1-sink return 1

if v is node labeled x_i with 0-succ. u and 1-succ. w

if (s_i = 1) return sat-count(u) + lexicographic-count(G*,s,w)

if (s_i = 0) return lexicographic-count(G*,s,u)

rank(G*,s)

return lexicographic-count(G*,s,root of G*)-1

Algorithm 6. Unranking based on Preprocessed Quasi-Reduced BDD

unrank(G*,r)

i := 1

start at root of G

while (i <= n)

at node v for x_i with 0-succ. u and 1-succ. w

if (r >= sat-count(u))

r := r - sat-count(u)

follow 1-edge to w, record s_i := 1

else follow 0-edge to u, record s_i := 0

i := i+1

Holzman and Puri [13] called Minimized Automaton. We call it a quasi-reduced
BDD [18].

The blow-up between an ordinary BDD G and a quasi-reduced BDD G∗ is at
most a factor of n+1, i.e., |G∗| ∈ O(n|G|). The worst-case example is the trivial
0 or 1 function with one sink, which is enlarged to n+ 1 nodes.

Sat-count works as follows. The 1-sink gets a sat-count-value of 1 and the
0-sink gets a sat-count-value of 0. We propagate the following rule bottom-up:
if a xi labeled node v has an xi+1 labeled node u as 0-successor and another
xi+1 labeled node w as 1-successor we compute sat-count(v) = sat-count(u) +
sat-count(w) until we reach the root, which yields the return value. The algorithm
requires time and space of at most O(|G∗|).
Ranking. As the BDD for the perfect hash function will not be changed we
conserve all possible sat-count values. Alg. 5 computes the lexicographic count,
given the sat-count values stored in the extended BDD G∗ and the query state
s = (s1, ..., sn). The algorithm runs in time linear to the number of variables n.
Unranking If the rank r is given and the satisfying assignment s is sought,
provided that the sat-count values are stored and made accessible, we can select
the edges. In difference to the above unranking procedure, Alg. 6 works directly
on the annotated BDD. Again, the sat-count annotation of G∗ runs in O(|G∗|),
while unrank itself runs in O(n) for each call. Let t = (t1, . . . , tn) be the correct
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Algorithm 7. Ranking based on Preprocessed Ordinary BDD

lexicographic-count(G,s,v)

if v is 0-sink return 0

if v is 1-sink return 1

if v is an x_i node with 1-succ. w for x_k and 0-succ u for x_j

if (s_i = 1)

r_1 := lexicographic-count(G,s,w)

d_1 := binary value of (s_{i+1},...,s_{k-1})

return 2^{j-i-1} * sat-count(u) + d_1 * sat-count(w) + r_1

if (s_i = 0)

r_0 := lexicographic-count(G,s,u)

d_0 := binary value of (s_{i+1},...,s_{j-1})

return d_0 * sat-count(u) + r_0

rank(G,s)

if root is labeled with x_i

d := binary value of (s_1,...,s_{i-1})

return (d+1) * lexicographic-count(G,s,root) - 1

input with rank r. The invariant in the algorithm is that r is the rank of the
input (ti, . . . , tn) among all sat-count(v) inputs (si, . . . , sn) that are accepted
when starting at node v (which is an xi-node). This is true at the beginning
since r is given. When we consider node v with label xi, sat-count(u) many of
the inputs (0, si+1, ..., sn) will be accepted, and sat-count(w) many of the inputs
(1, si+1, ..., sn) will be accepted. The test r ≥ sat-count(u) finds out whether the
input with rank r ∈ {0, . . . , sat-count(u) + sat-count(w)} starts with a 1.

4 Ordinary BDDs with Preprocessing

The above algorithm can be adapted to reduced BDDs. The core change is to
take care of nodes that have disappeared and thus represent don’t cares covering
both possible values assignments si = 0 and si = 1. This induces some book-
keeping and multiplications with factor 2 in the sat-count procedure.

Recall the sat-count algorithm for BDDs, as e.g. already provided in [5].
This is achieved by a DFS in G that associates a value sat-count(v) with ev-
ery node v. If we reach a 1-sink v we set sat-count(v) = 1, and if we reach a
0-sink v we set sat-count(v) = 0 For an internal node v labeled with xi and
0-successor u (labeled with xj) and 1-successor w (labeled with xk). we compute
sat-count(v) = 2j−i−1 · sat-count(u) + 2k−i−1 · sat-count(w). If we arrive at the
root labeled xi, we multiply its sat-count value with 2i−1 and return the result.
Ranking Alg. 7 computes the lexicographic count of some BDD G wrt. state
s = (s1, . . . , sn). The time and space complexity for pre-processing the graph
is O(|G|), while each rank computation then requires O(n) time. Each node is
annotated with an n-bit number, which requires O(n|G|) extra bits of space.
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Algorithm 8. Unranking based on Preprocessed Ordinary BDD

unrank(G,r)

start at root of G

if root of G is labeled x_i

(s_1...s_{i-1}) := binary representation of r div sat-count(root)

r := r mod sat-count(root)

i := 1

while (i <= n)

if v is an x_i node with 1-succ. w for x_k and 0-succ u for x_j

if (r >= 2^{j-i-1} * sat-count(u))

record s_i := 1; r := r - 2^{j-i-1} * sat-count(u)

(s_{i+1}...s_{k-1}) := binary representation of r div sat-count(w)

r := r mod sat-count(w)

follow 1-edge to w

if (r < 2^{j-i-1} * sat-count(u))

record s_i := 0

(s_{i+1}...s_{j-1}) := binary value of r div sat-count(u)

r := r mod sat-count(u)

follow 0-edge to u

i := i + 1

Unranking. The inverse is analogous, starting with value r at the root. Again,
one can perform the correct decision and determine the value to be subtracted
from r to continue. This leads to Alg. 8. The time and space complexies are the
same as for ranking. Pre-processing the graph amounts to O(|G|) for performing
sat-count and storing values at each node. Each unrank then requires O(n) time.

5 Conclusion

We have shown how to exploit BDDs to provide a minimum perfect hash function
for satisfying assignments and their inverse. Thereby we provide an important
link from a symbolic to a bitvector representation of the state space. Given the
BDD of all reachable states, two-bit BFS can compute the BFS-level of each
state. As BDD are constructed via BFS, this is of limited interest on the first
glance. However, for the construction of pattern databases [7] backward BFS
levels are needed such that a forward BFS traversal with BDDs can be exploited
to define the bit-vector for the backward BFS.

Besides two-player game playing, there are many different applications for
such perfect hash functions. First there are semi-external and flash-memory
based algorithms that have, e.g., been applied in model checking [11,12]. As
the state vector has to be processed anyway, the time O(n) for ranking and un-
ranking is fact optimal. In terms of flash media like solid state disks, we highlight
that only n random read accesses are needed to rank and unrank.

It is an open question, if the additional storage of O(n|G|) bits can be avoided.
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Abstract. Keeping planning problems as small as possible is a must in
order to cope with complex tasks and environments. Earlier, we have
described a method for cascading Description Logic (dl) representation
and reasoning on the one hand, and Hierarchical Task Network (htn)
action planning on the other. The planning domain description as well
as the fundamental htn planning concepts are represented in dl and
can therefore be subject to dl reasoning. From these representations,
concise planning problems are generated for htn planners. We show by
way of case study that this method yields significantly smaller planning
problem descriptions than regular representations do in htn planning.
The method is presented through a case study of a robot navigation
domain and the blocks world domain. We present the benefits of using
this approach in comparison with a pure htn planning approach.

1 Introduction

AI action planning algorithms have gained much in efficiency in recent years, as
can be seen, for example, in planning system contests like International Plan-
ning Competition (ipc). Still, planning remains computationally intractable in
theory, depending on the problem description size. Now consider a planning ap-
plication in robot control, where a planner should generate a high-level plan for
execution by a robot working in, say, a six-storey office building, performing
delivery and manipulation tasks. No single plan in this scenario would typically
be of impressive length, involving in fact only a tiny fraction of all the rooms,
locations, or objects that the robot has to know about in its environment. Only
a small fraction of individuals are normally relevant for the given planning prob-
lem at hand. Yet, the planner has no chance of knowing or estimating what is
relevant until it has generated a plan, as it is unable to reason about the domain
in any other way, bogged down by the full domain representation.

Gil [1] stated that a challenging area of future research is to integrate ex-
isting planning algorithms with rich representations of domain-specific knowl-
edge about planning tasks and objectives, actions and events. In her survey [1],
she presented previous work on combining planning techniques with Descrip-
tion Logics (dl) to reason about tasks, plans, and goals. Although the surveyed
� Thanks to Iman Awaad for her support on this work.
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approaches and systems have used dl, it has not been incorporated in state-of-
the-art planning algorithms or systems.

In previous work [2], we have described a method for cascading dl representa-
tion and reasoning on the one hand, and htn action planning on the other. The
idea is to deliver to the planner a substantially filtered version of the complete
domain representation to work on for any individual planning problem. The
planner type used is an htn planner. The environment is primarily represented
in terms of a dl ontology, as are basic htn planning notions. The problem de-
scription for a concrete planning problem is generated algorithmically from the
dl representation by expanding in terms of the dl ontology the concepts (meth-
ods, operators, state facts) that are part of the start and goal formulations in
dl. In most cases, this process extracts only a small fraction of the full set of
domain individuals to send to the planner, and it does so efficiently.

In the current paper, we compare the pure htn planning approach and our
approach in two examples: a robot navigation domain and then the blocks world.
We analyse how irrelevant states affect the overall planning performance. The
rest of the paper is organised as follows: First the dl and htn planning back-
ground is sketched. Then we recapitulate our approach from [2]. After that, an
implementation and some experiments are described. Finally, results and con-
clusions are presented.

2 Description Logics and HTN Planning

Description Logics (dl) [3] is a family of state-of-the-art formalisms in knowledge
representation. It is inspired by the representation and reasoning capabilities of
classical semantic networks and frame systems. Yet, it is a well-defined, decid-
able subset of first order logic, where some exemplars are even tractable. A
dl knowledge base or ontology consists of two components, namely, TBox and
ABox: The TBox (terminology) defines objects, their properties and relations;
the ABox (assertions) introduces individuals into the knowledge base. Typical
reasoning tasks in dl are consistency checks, entailment, satisfiability checks,
and subsumption.

Planning systems [4] also define a family of knowledge representation for-
malisms, yet one of a different ontological slicing than dls. They model state
facts, actions, events and state transition functions as a planning domain. The
reasoning performed by a planning system is mainly to search the domain for a
set and ordering of actions whose execution would lead to a goal state. Apart
from algorithmic differences, planners differ in the assumptions that they make
about planning domains and their representations. htn planning [4, Ch. 11] is
able to exploit procedural knowledge coded into the action representation. Stan-
dard procedures of elementary actions in the domain are modeled in a hierarchi-
cal way into compound tasks, which have to be disassembled during planning.
The objective then is to perform some set of tasks, rather than achieving a set of
goals. htn planning has been used widely in applications, owing to this option
of pre-coding procedural domain knowledge into the task hierarchy [4].
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However, note that there is no way to do dl-type reasoning in an htn for-
malism, as these deal with incommensurable aspects of representing a domain.
Yet, it turns out that htn planning can profit from dl reasoning in the domain
in the sense that dl reasoning is able to determine that some subset of objects
is irrelevant for a concrete planning problem. Therefore, we will recapitulate in
the next section our approach to cascading htn planning and dl reasoning [2].

3 General Approach and Implementation

3.1 Integration of DL and HTN

The basic idea is to split tasks between dl reasoning and htn planning as
shown in Fig. 1. The planning domain, as well as basic htn planning concepts,
are modeled in dl. dl reasoning is then used to automatically extract a tailored
representation for each and every concrete planning problem for the planning
system. Note that the dl model can be much larger than the proper planning
domain. It may include any information that we want our system to have; in
particular, information that we would otherwise model in separate planning do-
main descriptions for planning efficiency reasons. htn planning is dedicated to
finding a solution within the representation extracted by dl, which is reduced
by facts, operators, and events found irrelevant by the previous dl reasoning.

[2] details the modelling of htn Planning in dl. In addition to the dl reasoner,
our approach uses two algorithms for extracting the filtered planning problem
from the inferred dl model. Their complexity for extracting the initial states
(s0) is linear in the size of the sets of methods/operators and of the ontology [2]:
Let � be set of method instances and � the set of operator instances in dl; let
m = (|�|+|�|); let n be the cardinality of concepts in the ontology except those
that represent the planning concepts (e.g., operators, planning problem). Then
the run time complexity is O(mn). The complexity for generating the planning
domain (D) is linear in m. For details see [2]. The current paper examines the
performance gain of our approach compared to standard htn planning.

DL

Domain
A

Domain
B

Robot1

Room1

Domain
B

Room1 Domain
A

DL
Reasoner

filtered Planning Problem

Domain
A

Room1

Robot1

HTN
Planner

Fig. 1. The schema of how a full domain representation in dl is filtered into a planning
problem description, and then passed to the htn planner
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3.2 Implementation

We have used the Web Ontology Language (owl) to implement the dl for-
malism; in particular, we have used the owl-dl variant [5,6] for representing
knowledge, to achieve the compromise between expressiveness and reasoning
complexity. In our implementation, we use Pellet (an open source owl-dl rea-
soner in Java) [7] as the inference engine with owl-dl. Other inference engines
may also be used such as FaCT++ [8] or RacerPro [9].

For the htn component of our system, we use Jshop2, the open source
Java variant of shop2. The Java implementation is a major reason for choosing
Jshop2, because we need to integrate planning and reasoning into a coherent
system. In addition, Jshop2 compiles each domain description into separate
domain-specific planners, thus providing a significant performance increase in
the speed of planning [10]. Other htn planners might be used alternatively.

4 Experiments

For the case studies in this paper, we use a mobile robotic navigation domain
and the blocks world domain.

Navigation Domain. The goal here is to find a sequence of actions to bring
the robot to some target destination. Domain concepts need to be defined ac-
cordingly in the dl system. There are two basic concepts, namely, Actor and
Fixed-Object. In our case, Robot is an actor; Building, Room, Corridor are
fixed objects.

We use the following concepts for modeling the robot’s opportunities for ac-
tion: Door, OpenDoor, DriveableRoom, and DriveableRoomInBuilding. Once
these concepts are defined, we can assert data for the system. As usual, dl rea-
soning can deduce inferred instances, in this case, DriveableRoom, Driveable
RoomInBuilding and OpenDoor instances are automatically inferred.

The navigation domain has two methods, namely, mnavi1 and mnavi2. They
serve the same purpose, but differ in parameters. mnavi1 expects three parame-
ters: actor, current-location, and destination. mnavi2 is an abstraction of mnavi1,
requiring only two parameters: actor and destination.

The ontology enables objects of some type to be distinguished from those
of the same type that have a given required property. For example, there are
Rooms and DrivableRooms, i.e., those which are known from sensor data or
other information to be currently accessible. Note that the robot cannot open
doors by itself in our example domain. This distinction is exploited when a goal is
to be instantiated; we can generate a sufficiently specialised goal instance to filter
out irrelevant objects. For example, by specializing sroom and sadjacent−room

with sdriveableroom and sadjacent−driveableroom, the generated planning problem
will have only states involving rooms with an open door.

In our dl navigation domain we had 12 methods, 8 operators and 3 planning
problems for the test. A user can choose which domain or goal to use for plan-
ning, as described above. Choosing dnavi−domain or mnavi2 will always produce
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Fig. 2. Test instances for (a) the navigation domain and (b) the blocks world domain

a correct planning problem description, which has only 2 methods and 3 oper-
ators. However, mnavi1 produces a smaller planning problem description with 1
method and 3 operators, yet it allows valid plans to be generated.

Blocks World Domain. We are using blocks world as the well-known bench-
mark for investigating the complexity of domains [11]. The goal here is to arrange
blocks in a configuration as defined in the initial task network w. We adopt the
“small problem” for blocks world from an example in the regular Jshop2 dis-
tribution package. The domain has to be modelled in the dl representation in
order to ensure that the dl reasoner can deduce a valid planning domain and
its problem description.

The BlocksWorld concept represents all individuals that are involved in the
domain. Blocks are defined either as members of Block or UsedBlock. The
UsedBlock concept contains blocks that are explicitly defined in the initial task
network w. Any other blocks should be defined under the Block concept.

The individual concepts InvolvedBlock, UsedBlockOn, UsedBlockOnTable,
and UsedBlockClear are automatically inferred by applying the dl reasoner
to the domain representation. InvolvedBlock is a concept for inferring blocks
that are not explicitly defined in initial task network w, but are deduced to be
necessary for producing a valid problem description. If, for example, the goal
state is changed to block b1 on block b3, we need only to define state sb1 and
state sb3 in the initial task network w since the dl reasoner will automatically
deduce state sb2 and state sb4 (see Fig. 2 (b)) as members of the InvolvedBlock
concept. These blocks are required to represent a valid model such that the
generated plan is itself valid.

The UsedBlockOn, UsedBlockOnTable and UsedBlockClear concepts are
helper concepts in the blocks world domain. They are needed for generating
certain blocks’ states such as son, son−table and sclear in the initial state so.

5 Results

In this section, we present empirical comparisons between our approach and a
pure htn representation for the navigation and the blocks world domains. They
demonstrate the system’s performance when the domain is enlarged to include
additional individuals.
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5.1 Navigation Domain

We defined two actors in the navigation domain, namely robot1 and robot2. The
goal is to navigate them from room-start to room-goal. Fig. 2 (a) shows a test
scenario map for the navigation domain.

We analyse the performance iteratively by adding new rooms between room-
start and room-goal as depicted in Fig. 2 (a). Initially, the test starts with room-
start, corridor-1 and room-goal. At each step, a room is added to the model. It
has two closed doors, one is connected to the previous room and the other is
connected to corridor-1.

To guarantee that the dl-filtered and the unfiltered htn planning problem
descriptions differ only in the domain filtering, we generate them both auto-
matically from the dl domain representation: one time transforming strictly all
domain individuals into the planning problem description, the other time apply-
ing the domain filtering, as described.

The number of different plans that exist for the problem schema shown in
Fig. 2(a) is (n + 2)2, where n is the number of added rooms, i.e., n = 0 for
no added room. The htn planner working on the filtered planning problem
descriptions produces constantly four plans, independent of rooms added to the
dl domain representation; in contrast, the pure htn planning approach generates
the full set of (n + 2)2 plans.

Fig. 3 shows the required time for generating the plans in relation to the
number of rooms. In the pure htn approach, the planning time increases com-
mensurately with the number of rooms in the problem description. The planning
time is less than 2 s for less than 25 rooms. It is 193 s for 83 rooms and for more
than this, the planner has failed to generate a plan.

In our approach, the overall planning time consists of dl-reasoning time plus
htn-planning time. Therefore, for n < 25, our approach requires more time than
pure htn planning. However, the average overall time for up to 200 rooms is 3.5 s.

Fig. 3. Computation time (logarithmic scale) in the navigation domain
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The overall time increases in average around 17ms for each added room. This
is less than 0.5% of the overall time and shows the scalability of the approach.

5.2 Blocks World Domain

In the blocks world domain, we use four blocks in the initial task network w,
namely sb1, sb2, sb3 and sb4. These are modelled as instances of UsedBlock.
Fig. 2(b) depicts the blocks world domain test scenario.

Initially, only these blocks are modeled in the representation. Additional blocks
are added at each step. In our approach, the added blocks are modelled as in-
stances of the Block concept. In the pure htn approach, these blocks are added
directly to the basic planning problem description. Each added blocki is modelled
as son−table blocki, sblocki and sclear blocki in the htn problem description.

The pure htn planning approach produces 2 ∗ (n + 2)! plans, where n is
the number of added blocks. The basic Jshop2 implementation has successfully
planned for up to 5 additional blocks. As in the navigation example, the filtering
method makes the htn planning independent of the added blocks. Our approach
produces a constant number (four) of plans regardless of the number of blocks
in the dl model.

The computation time for the blocks world problem is shown in Fig. 4. As
previously mentioned in the navigation domain results, our approach needs ex-
tra computation time for the dl reasoner. This can be clearly seen in this fig-
ure. For n < 4, computation time in our approach takes longer than for the
pure approach. Additional blocks increase the overall computation time slightly.
However, this increase is relatively small: for up to 50 blocks the overall time is
2 s. The average overall time is 2.1 s. The average extra time for each additional
block is 1ms. This is, on average less than 0.2% of the overall computation time.

The pure htn approach needs 19 s to extract the plan when 5 blocks are
added into the problem description. It needs 104 s to plan with 6 additional

Fig. 4. Computation time (logarithmic scale) in the blocks world domain
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blocks, but returns no plan due to high memory consumption. This can be seen
by the dashed line in Fig. 4 (b).

6 Conclusions

We have presented benchmark results for our previously [2] described approach
for amalgamating dl reasoning and htn planning to enhance the planning pro-
cess by reducing problem size. Domain concepts are represented in dl rather
than in some special-purpose planning domain representation format like pddl.
Using dl inference, the information provided for the htn planner is filtered, al-
lowing more compact planning problems to be generated, and thereby reducing
the planner’s search space.

This has been exemplified by two case studies where adding irrelevant objects
to the domains increases the overall planning time. Our approach can filter
the domain representations and generate smaller planning problem descriptions.
Moreover, additional information can be kept in the dl domain representation
without affecting the overall planner performance. We also use this approach
in the Johnny Jackanapes robot to plan some tasks in the RoboCup@Home
competitions scenarios (e.g., fetch & carry, demo challenge); the robot has scored
first in the 2009 RoboCup in Graz.
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Abstract. Flexible temporal planning is a general technique that has demon-
strated wide applications possibilities in heterogeneous domains. A key problem
for widening applicability of these techniques is the robust connection between
plan generation and execution. This paper describes how a model-checking veri-
fication tool, based on UPPAAL-TIGA, is suitable for verifying flexible temporal
plans. Moreover, we further investigate a particular perspective, i.e., the one of
verifying dynamic controllability before actual plan execution.

1 Introduction

Timeline-based planning has been shown well suited for applications, e.g., [9]. A prob-
lem for a wider diffusion of such technology stems in the limited community that has
been studying formal properties of this approach to planning. In a preliminary work
[1], we have listed several directions for contamination between timeline-based plan-
ning and standard techniques for formal validation and verification, then we have started
addressing properties to develop a robust connection between plan generation and exe-
cution. In this context, plan verification is a crucial verification task most of the V&V
tasks considered in [1] rely on. In particular, our approach allows to deploy general
purpose techniques, such as model checking, to this aim. Moreover, in real domains, a
generated temporally flexible plan is to be executed by an executive system that man-
ages controllable processes in the presence of exogenous events. In this scenario, the
duration of the execution process is not completely under the control of the executive.
Thus, verifying a temporal flexible plan before its actual execution requires particular
attention and major efforts. In this paper, we present a formalization used for addressing
the flexible plan verification problem that makes use of Timed Game Automata [6] and
UPPAAL-TIGA [4], a well known model-checking tool for verification. Other works
addressed similar problems [10,2] but, up to our knowledge, the present paper is the
first dealing with flexible plan verification. Moreover, we show how plan verification
can also be exploited to address the controllability problem [11,7]. Finally, we discuss
some experimental results collected using the verification tool.

2 Timeline-Based Planning and Execution

Timeline-based planning is an approach to temporal planning [9] where the generated
plans are represented by sets of timelines. Each timeline denotes the evolution of a
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particular feature in a dynamic system. A planning domain encodes the possible evo-
lutions of the timelines whose time points have to satisfy temporal constraints, usually
represented as Simple Temporal Problem (STP) restrictions.

Here, we assume that the timelines in a planning domain are incarnations of multi-
valued state variables as in [9]. A state variable is characterized by a finite set of
values describing its temporal evolutions, and by minimal and maximal duration for
each value. More formally, a state variable is defined by a tuple 〈V , T ,D〉 where:
(a) V = {v1, . . . , vn} is a finite set of values; (b) T : V → 2V is the value tran-
sition function; (c) D : V → N × N is the value duration function, i.e. a function
that specifies the allowed duration of values in V (as an interval [lb, ub]). Given a state
variable, its associated timeline is represented as a sequence of values in the tempo-
ral interval H = [0, H). Each value satisfies previous (a-b-c) specifications and is
defined on a set of not overlapping time intervals contained in H. We suppose that
adjacent intervals present different values. A timeline is said completely specified over
the temporal horizon H when a sequence of non-overlapping valued intervals exists
and its union is equal to H. A timeline is said time-flexible when is completely speci-
fied and transition events are associated to temporal intervals (lower and upper bounds
are given for them), instead of exact temporal occurrences. In other words, a time-
flexible timeline represents a set of timelines, all sharing the same sequence of val-
ues. It is worth noting that not all the timelines in this set are valid (satisfies a-b-c).
The process of timeline extraction from a time-flexible timeline is the process of com-
puting (if exists) a valid and completely specified timeline from a given time-flexible
timeline. In timeline-based planning, a planning domain is defined as a set of state
variables {SV1, . . . ,SVn} that cannot be considered as reciprocally decoupled. Then,
a domain theory is defined as a set of additional relations, called synchronizations,
that model the existing temporal constraints among state variables. A synchronization
has the form 〈T L, v〉 −→ 〈{T L′

1, . . . , T L′
n}, {v′1, . . . , v′|T L′|},R〉 where: T L is the

reference timeline; v is a value on T L which makes the synchronization applicable;
{T L′

1, . . . , T L′
n} is a set of target timelines on which some values v′j must hold; and

R is a set of relations which bind temporal occurrence of the reference value v with
temporal occurrences of the target values v′1, . . . , v

′
|T L′|. A plan is defined as a set of

timelines {T L1, . . . , T Ln} over the same interval for each state variable. A plan is
valid with respect to a domain theory if every temporal occurrence of a reference value
implies that the related target values hold on target timelines presenting temporal inter-
vals that satisfy the expected relations. A plan is time flexible if ∃T Li ∈ {T L1, . . . ,
T Ln} such that T Li is time flexible.

At execution time, an executive cannot completely predict the behavior of the con-
trolled physical system because the duration of certain processes or the timing of ex-
ogenous events is outside of its control. In these cases, the values for the state variables
that are under the executive scope should be chosen so that they do not constrain uncon-
trollable events. This controllability problem is defined, e.g. in [11] where contingent
and executable processes are distinguished. The contingent processes are not control-
lable, hence with uncertain durations, instead the executable processes are started and
ended by the executive system. Controllability issues have been formalized and investi-
gated for the Simple Temporal Problems with Uncertainty (STPU) in [11] where basic
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formal notions are given for dynamic controllability (see also [8]). In the timeline-based
framework, we introduce the same controllability concept defined on STNU as follows.
Given a plan as a set of flexible timelines PL = {T L1, . . . , T Ln}, we call projec-
tion the set of flexible timelines PL′ = {T L′

1, . . . , T L′
n} derived from PL setting

to a fixed value the temporal occurrence of each uncontrollable timepoint. Consider-
ing N as the set of controllable flexible timepoints in PL, a schedule T is a mapping
T : N → N where T (x) is called time of timepoint x. A schedule is consistent if all
value durations and synchronizations are satisfied in PL. The history of a timepoint x
w.r.t. a schedule T , denoted by T {≺ x}, specifies the time of all uncontrollable time-
points that occur prior to x. An execution strategy S is a mapping S : P → T where
P is the set of projections and T is the set of schedules. An execution strategy S is
viable if S(p) (denoted also Sp) is consistent for each projection p. Thus, a flexible plan
PL is dynamically controllable if there exists a viable execution strategy S such that
Sp1{≺ x} = Sp2{≺ x} ⇒ Sp1(x) = Sp2(x) for each controllable timepoint x and
projections p1 and p2.

3 Timed Game Automata

A fundamental concept in Timed Automata is time. First, we give the formal definition
of clocks and relations that can be defined over them. We call clock a nonnegative,
real-valued variable. Let X be a finite set of clocks. We denote with C(X) the set of
constraints Φ generated by the grammar: Φ ::= x ∼ c | x − y ∼ c | Φ ∧ Φ, where
c ∈ Z , x, y ∈ X , and ∼∈ {<,≤,≥, >}. We denote by B(X) the subset of C(X) that
uses only constraints of the form x ∼ c.

Definition 1. A Timed Automaton (TA) [3] is a tuple A = (Q, q0,Act, X, Inv, E),
where: Q is a finite set of locations, q0 ∈ Q is the initial location, Act is a finite set of
actions, X is a finite set of clocks, Inv : Q → B(X) is a function associating to each
location q ∈ Q a constraint Inv(q) (the invariant of q), E ⊆Q×B(X)×Act×2X ×Q

is a finite set of transitions and each transition (q, g, a, Y , q′) is noted q
g,a,Y→ q′.

A valuation of the variables in X is a mapping v from X to the set R≥0 of nonnegative
reals. We denote with RX

≥0 the set of valuations on X and with 0 the valuation that
assigns the value 0 to each clock. If Y ⊆ X we denote with v[Y ] the valuation (on
X) assigning the value 0 (v(z)) to any z ∈ Y (z ∈ (X − Y )). For any δ ∈ R≥0 we
denote with (v+ δ) the valuation such that, for each x ∈ X , (v+ δ)(x) = v(x) + δ. Let
g ∈ C(X) and v be a valuation. We say that g satisfies v, notation v |= g if constraint
g evaluated on v returns true. A state of TA A is a pair (q, v) that q ∈ Q and v is a
valuation (on X). We denote with S the set of states of A. An admissible state for A
is a state (q, v) that v |= Inv(q). A discrete transition for A is 5-tuple (q, v) a→ (q′, v′)

where (q, v), (q′, v′) ∈ S, a ∈ Act and there exists a transition q
g,a,Y→ q′ ∈ E that

v |= g, v′ = v[Y ] and v′ |= Inv(q′). A time transition for A is 4-tuple (q, v) δ→ (q, v′)
where (q, v) ∈ S, (q, v′) ∈ S, δ ∈ R≥0, v′ = v+ δ, v |= Inv(q) and v′ |= Inv(q). A run
of a TA A is a finite or infinite sequence of alternating time and discrete transitions of A.
We denote with Runs(A, (q, v)) the set of runs of A starting from state (q, v) and write
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Runs(A) for Runs(A, (q,0)). If ρ is a finite run we denote with last(ρ) the last state
of run ρ. A network of TA (nTA) is a finite set of TA evolving in parallel with a CSS
style semantics for parallelism. Formally, let F = {Ai | i = 1, . . .n} be a finite set of
automata with Ai = (Qi, q

0
i ,Act, X, Invi, Ei) for i = 1, . . .n. Note that the automata in

F have all the same set of actions and clocks and disjoint sets of locations. The network
of F (notation ||F) is the TA P = (Q, q0,Act, X, Inv, E) defined as follows. The set
of locations Q of P is the Cartesian product of the locations of the automata in F , that
is Q = Q1 × . . .Qn. The initial state q0 of P is q0 = (q0

1 , . . . q0n). The invariant Inv
for P is Inv(q1, . . . qn) = Inv1(q1) ∧ . . . Invn(qn). The transition relation E for P is
the synchronous parallel of those of the automata in F . That is, E consists of the set
of 5-tuples (q, g, a, Y , q′) satisfying the following conditions: 1. q = (q1, . . . qn), q′ =
(q′1, . . . q′n); 2. There are i ≤ j ∈ {1, . . .n} such that for all h ∈ {1, . . .n}, if h �= i, j
then qh = q′h. Furthermore, if i = j then action a occurs only in automaton Ai of F . 3.

Both automata Ai and Aj can make a transition with action a. That is, qi
gi,a,Yi→ q′i ∈

Ei, qj
gj ,a,Yj→ q′j ∈ Ej , g = gi ∧ gj , Y = Yi ∪ Yj .

Definition 2. A Timed Game Automaton (TGA) is a TA where the set of actions Act
is split in two disjoint sets: Actc the set of controllable actions and Actu the set of
uncontrollable actions.

The notions of network of TA, run, configuration are defined in a similar way for TGA.
Given a TGA A and three symbolic configurations Init, Safe, and Goal, the reacha-

bility control problem or reachability game RG(A, Init, Safe, Goal) consists in finding
a strategy f such that starting from Init and executing f , A stays in Safe and reaches
Goal. More precisely, a strategy is a partial mapping f from the set of runs of A starting
from Init to the set Actc ∪ {λ} (λ is a special symbol that denotes ”do nothing and just
wait”). For a finite run ρ, the strategy f(ρ) may say (1) no way to win if f(ρ) is unde-
fined, (2) do nothing, just wait in the last configuration ρ if f(ρ) = λ, or (3) execute the
discrete, controllable transition labeled by l in the last configuration of ρ if f(ρ) = l.
A strategy f is state-based or memory-less whenever its result depends only on the last
configuration of the run.

4 Building TGA from Timeline-Based Planning Specifications

The main contribution of this work is the description of how flexible timeline-based plan
verification can be performed solving a Reachability Game using UPPAAL-TIGA. To
this end, this section describes how a flexible timeline-based plan, state variables and
domain theory can be formalized as an adequate nTGA. Timelines and state variables
are mapped into TGA. In addition, a Observer TGA checks for both illegal values oc-
currences and synchronizations violations. Here, we distinguish between controllable
and uncontrollable state variables/timelines to simplifying the formalization.

Given a flexible plan P = {T L1, . . . , T Ln}, we define a TGA for each T Li. For
each valued interval in the timeline (also called plan step), we consider a location in
the automaton. An additional final location, labeled goal, is considered. We consider a
unique plan clock cp over all the timelines automata. Then, for each planned flexible
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timeline T L, we define a Timed Game Automaton AT L = (QT L, q0, ActT L, XT L,
InvT L, ET L) as follows. For each i-th valued interval in T L, we consider li in QT L,
plus the final location lgoal (q0 is l0). For each allowed value v ∈ SV i, we consider
an action av . If the related state variable is controllable (uncontrollable) we add av in
ActcT L (ActuT L). The overall plan clock cp is considered in XT L. For each i-th valued
interval in T L and the related value vp associated with the flexible interval timepoint

[lb, ub], we define InvT L(li) := cp ≤ ub and we define a transition e = q
g,a,Y→ q′ in

ET L, where q = li, q′ = li+1, g = cp ≥ lb, a = vp!, Y = ∅. Finally, we define a

final transition e = q
g,a,Y→ q′ in ET L, where q = lpl (where pl is the plan length),

q′ = lgoal, g = ∅, a = ∅, Y = ∅. The set Plan = {AT L1 , ...,AT Ln
} represents the

planned flexible timelines description as a nTGA.
For each state variable SV , we have a one-to-one mapping into a Timed Game Au-

tomaton ASV = (QSV , q0, ActSV , XSV , InvSV , ESV ). In fact, for each allowed value
v in V , we consider a location lv in QSV (q0 is set according to the initial value of
the related planned timeline). Then, for each allowed value v ∈ V , we consider an ac-
tion av . If the state variable is controllable (uncontrollable), we consider av in ActcSV

(ActuSV ). A local clock csv is considered in XSV . Finally, for each allowed value
v ∈ V and both the associated T (v) = {vs1, ..., vsn} and D(v) = [lb, ub], we define

InvSV (v) := csv ≤ ub and we define a transition e = q
g,a,Y→ q′, where q = lv, q′ = lvsi

in ESV , g = csv ≥ lb, a = avsi?, Y = {csv}. The set SV = {ASV1 , ...,ASVn} rep-
resents the State Variables description. Note that the use of actions as transitions label
implements the synchronization between state variables and planned timelines.

A last TGA is the Observer that monitors synchronizations and values over SV
and Plan. Basically, two locations are considered to represent correct and error sta-
tus. For each possible cause of error, an appropriate transition is defined, forcing the
Observer to hold the error location. In this sense, we define a TGA AObs = (QObs,
q0, ActObs, XObs,InvObs, EObs) as follows. We consider QObs = {lok, lerr} (q0 is
lok), ActuObs = {afail}, XObs = {cp}. InvObs is undefined. For each pair plan step
and associated planned value (sp, vp) for each timeline T L and the related variable

SV , we define an uncontrollable transition e = q
g,l,r→ q′ in EObs, where q = lok,

q′ = lerr, g = T Lsp ∧ ¬SVvp , l = afail, r = ∅. Moreover, for each synchronization
〈T L, v〉 −→ 〈{T L′

1, . . . , T L′
n}, {v′1, . . . , v′n} ,R〉, we define an uncontrollable transi-

tion e = q
g,a,Y→ q′ inEObs where q= lok, q′= lerr, g=¬R(T Lv, T L

′
1v

′
1
, . . . , T L′

nv′
n
),

a = afail, Y = ∅.
The nTGA PL composed by the set of automata PL = SV ∪ Plan ∪ {AObs}

encapsulates Flexible plan, State Variables and Domain Theory descriptions.

5 Verifying Time Flexible Plans

Given the nTGA PL defined above, we can define a Reachability Game that ensures,
if successfully solved, plan validity. In particular, we define RG(PL, Init, Safe, Goal)
by considering Init as the set of initial locations of each automaton in PL, Safe = {lok}
and Goal as the set of goal locations of each T Li in PL. By construction, it is possible
to show that we use a one-to-one mapping between flexible behaviors defined by P and
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automata behaviors defined by Plan ∪ SV. While, the Observer holds the error location
iff either an illegal value occurs or a synchronization is violated. Then, PL adequately
represents all and only the behaviors defined by the flexible plan P .

In order to solve such a reachability game, we use UPPAAL-TIGA [4]. This tool
extends UPPAAL [5] providing a toolbox for the specification, simulation, and veri-
fication of real-time games. If there is no winning strategy, UPPAAL-TIGA gives a
counter strategy for the opponent (environment) to make the controller lose. Given a
nTGA, a set of goal states (win) and/or a set of bad states (lose), four types of winning
conditions can be issued [4]. We ask UPPAAL-TIGA to solve the RG(PL, Init, Safe,
Goal) checking the formula Φ = A [ Safe U Goal] in PL. In fact, this formula means
that along all the possible paths, PL stays in Safe states until Goal states are reached.
In other words, winning the game corresponds to ask UPPAAL-TIGA to find a strat-
egy that, for each possible evolution of uncontrollable state variables, ensures goals to
be reached and errors to be avoided. Thus, verifying with UPPAAL-TIGA the above
property implies validating the flexible temporal plan.

Moreover, we show the feasibility and effectiveness of our verification method by
addressing the relevant issue of plan controllability. In fact, we may notice that each
possible evolution of uncontrollable automata corresponds to a timeline projection p.
Each strategy/solution for the RG corresponds to a schedule T . And a set of strategy
represents an execution strategy S. Thus, the winning strategies produced by UPPAAL-
TIGA constitute a viable execution strategy S for the flexible timelines. The use of
forward algorithms [4] guarantees that S is such that Sp1{≺ x} = Sp2{≺ x} ⇒
Sp1(x) = Sp2(x) for each controllable timepoint x and projections p1 and p2. That is,
the flexible plan is dynamically controllable.

6 Case Study and Preliminary Experiments

Fig. 1. Timeline synchronizations in a plan

Figure 1 sketches a generic space domain
in which the main timeline for a remote
space agent should be synthesized. The
planning goal is to allocate the temporal
occurrences of science and maintenance
operations as well as the agent’s ability
to communicate. There are two uncon-
trollable state variables pos and ava both
representing orbit events. Variable pos
models the position of the spacecraft with
respect to a (given) deep space planet and
takes values: “PERI” (pericentre, i.e. the
orbital position closest to the planet) and
“APO” (apocentre, i.e. the orbital position more far away from the planet). Variable
ava (taking values Available and Unavailable) models the availability of the ground
station opportunity windows, i.e., the visibility of the spacecraft with respect to Earth.
The controllable state variable modeling the timeline should be synchronized with the
above described uncontrollable variables.
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This domain is a nondeterministic version of a real domain authors are working with
[1], where the uncertainty is associated with the ground station availability. Any valid
plan needs synchronizations among the agent controllable timeline (Figure 1, middle)
and the uncontrollable timelines (see dotted arrows in Figure 1): science operations
must occur during Pericentres, maintenance operations must occur in the same time
interval as Apocentres and communications must occur during ground station visibility
windows. In addition to those synchronization constraints, the operative mode timeline
must respect transition constraints among values and durations for each value specified
by the domain for the agent.

����Φ
plan size

10 20 35

3 35.6 ±0.8 36.6±1.7 37.4 ±0.5
6 35.2 ±0.4 36 ±0 37.4 ±0.5
9 36 ±1.8 36.2 ±0.4 39.2 ±1.9
12 34.8 ±0.4 36.4 ±0.5 37.8 ±0.4
15 35 ±0 36.2 ±0.4 43.6 ±10.2
18 35 ±0 40 ±8 39 ±0

Fig. 2. Experimental results collected varying
plan length and the number of flexible time points
(Timings in msecs)

Here, we present some experimental
results on preliminary tests focusing on
the analysis of the dependency of plan
verification performance from the de-
gree of flexibility. We generate a flexi-
ble plan by introducing flexibility into
a completely instantiated plan. This is
done by replacing a time point t = τ in
the instantiated plan with a time interval
t ∈ [τ −Δ, τ + Δ] in the flexible plan.
The main parameters we consider are: the number Φ of time points that are replaced
with time intervals and the width (duration) Δ of such intervals.

����Φ
Δ

1 5 10 15 20

3 40±6 37.4±0.5 37.8±0.4 51±7.8 37.8±1
6 38.4±0.5 38.6±1.2 38±0 44.4±8.5 38.2±0.4
9 38.4±0.5 38±0 39.2±1.9 39±0 38.8±0.4
12 52.4±10.3 38.8±0.4 38.4±0.5 39±0 39.4±0.5
15 39.2±0.4 52±13 39.2±0.4 39.2±0.4 39.8±0.4
18 39.6±0.5 39.6±0.8 40.4±1.5 48.8±9.1 40±0.6

Fig. 3. Experimental results collected with a fixed plan
length (Timing in msecs.)

We perform two kind of exper-
iments. First, keeping Δ constant
(Δ = 10), we study how plan ver-
ification time depends on the plan
size (i.e., the number of plan time
points) and on the number of flexi-
ble time points Φ. Second, keeping
constant the plan size (to 35 time
points), we study how plan verifi-
cation time depends on the number

of flexible time points Φ and on the duration Δ. Given Φ and Δ, an experiment consists
in choosing at random Φ plan time points, replacing such chosen time points with time
intervals of durationΔ, running the UPPAAL-TIGA verifier and, finally, measuring the
verification time. For each configuration we repeat our experiment 5 times and com-
pute the mean value (in msecs.) and variance (±var) for the verification time1. We note
that not all experiments relative to given values for Φ and Δ yield a satisfiable flexible
temporal plan. In fact, since the plan is only flexible at certain time points, the degrees
of freedom may not suffice to recover from previously delayed (or anticipated) actions.
Of course this is particularly the case when Φ is small with respect to the plan size. Ac-
cordingly, our verification times refer to passing (i.e., the given flexible temporal plan
is dynamically controllable) as well as failing (i.e., the given flexible temporal plan is
not dynamically controllable) experiments. Figure 2 shows our results for the first kind
of experiments depicting the homogeneous performances of the verification tool over

1 We run experiments on a linux workstation with 64-bit AMD Athlon 3.5GHz and 2GB RAM.
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all the configurations. In Figure 3, the second kind of experiments shows that the verifi-
cation tool handles well flexible plan with higher and higher degrees of flexibility both
in terms of Φ and Δ.

7 Conclusion

In this paper, we presented a method to represent and verify dynamic controllability
of flexible plans using TGA and UPPAAL-TIGA. In particular, the paper describes the
verification method, detailing the formal representation and the modeling methodology.
Preliminary tests shows the feasibility of the approach. Few related approaches have
been proposed in literature. For instance, [10] proposes a mapping from Contingent
Temporal Constraint Networks (a generalization of STPUs) to TGA which is analogous
to the one exploited here. In this work, the use of a model checker is only suggested to
obtain a more compact representation and not to verify plan properties. Closely related
is the work [2] which proposes a mapping from temporal constraint-based planning
problems into UPPAAL-TIGA game-reachability problems and presents a comparison
of the two planning approaches. Here, the approach to problem modeling is similar,
however, in that work the flexibility issue remains open.

Acknowledgments. Cesta, Fratini, Orlandini and Tronci are partially supported by the
EU project ULISSE (Call “SPA.2007.2.1.01 Space Science”. Contract FP7.218815).
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Abstract. Non-determinism arises naturally in many real-world appli-
cations of action planning. Strong plans for this type of problems can
be found using AO* search guided by an appropriate heuristic func-
tion. Most domain-independent heuristics considered in this context so
far are based on the idea of ignoring delete lists and do not properly
take the non-determinism into account. Therefore, we investigate the
applicability of pattern database (PDB) heuristics to non-deterministic
planning. PDB heuristics have emerged as rather informative in a de-
terministic context. Our empirical results suggest that PDB heuristics
can also perform reasonably well in non-deterministic planning. Addi-
tionally, we present a generalization of the pattern additivity criterion
known from classical planning to the non-deterministic setting.

Keywords: Heuristic search,non-deterministicplanning,PDBheuristics.

1 Introduction

Non-deterministic planning problems arise naturally as soon as the agent seek-
ing a goal is confronted with an environment that may have an unpredictable
influence on action outcomes. Specifically, in this work, we are concerned with
finding strong plans [1] for non-deterministic planning tasks in fully observable
and static environments. In general, approaches to tackle non-determinism in-
clude planning as model checking [1,2], QBF-based approaches, and heuristically
guided explicit state techniques [3,4,5,6]. Here, we follow the latter approach
and compute strong plans by explicitly constructing the relevant portion of the
AND/OR graph encoding the dynamics of the world, and returning the plan
corresponding to a solution subgraph. The construction of the graph follows the
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AO* algorithm [7] and is guided by a pattern database (PDB) heuristic that
estimates the cost of the solution subgraph rooted at a given node [8]. Given
an informative node evaluation function, more promising parts of the graph are
likely to be expanded before the less promising ones, resulting in a relatively low
number of node expansions before a solution has been found.

As has been shown in earlier work [3,4,5], using the AO* algorithm in con-
junction with an informative heuristic can be an efficient way to find plans of
high quality. Since the evaluation functions employed so far rarely take non-
determinism into account properly, in this work we investigate the use of PDB
heuristics, since the abstractions underlying the PDBs can be built in a way that
preserves the non-determinism of the original problem.

PDB heuristics have been studied before extensively, both for deterministic
and non-deterministic problems, and both with problem-specific patterns and
with problem-independent pattern selection techniques. In this work, we de-
scribe how to use given PDBs in a generic non-deterministic planner. Problem-
independent ways to come up with patterns are left for future work. Our main
practical contribution is the development of a non-deterministic planner for static
and fully-observable problems based on AO* search guided by PDB heuristics
that is domain-independent except for the lack of an automated pattern selection.
On the theoretical side, we present a generalization of the additivity criterion for
sets of patterns known from classical planning [9] to non-deterministic planning.

2 Non-deterministic Planning

We consider non-deterministic planning problems under full observability. In
contrast to classical planning, the actions can have several outcomes, only one
of which takes effect non-deterministically.

Formally, a non-deterministic planning problem P consists of a finite set Var of
state variables, a finite set A of actions, an initial state s0 and a goal description
G ⊆ Var. The set of states S = 2Var is the set of all valuations of the state vari-
ables, and a state s is a goal state iff G ⊆ s. Each action a ∈ A is a pair consisting
of a set of preconditions pre(a) ⊆ Var and a set eff(a) of non-deterministic effects
〈addi, deli〉, i = 1, . . . , n, each consisting of add and delete lists addi, deli ⊆ Var.
We call the set of all variables mentioned in the add and delete lists of an action
a its effect variables and denote them as effvar(a) :=

⋃n
i=1(addi∪deli). An action

a is applicable in a state s if pre(a) ⊆ s and its application leads to the successor
states app(s, a) := { (s \ del) ∪ add | 〈add, del〉 ∈ eff(a) }.

We want to find a strategy that is guaranteed to transform the initial state
into an arbitrary goal state within a finite number of steps no matter what
the outcomes of the non-deterministic actions are. Such a strategy is a partial
function mapping states to applicable actions. Cimatti et al. [1] call such a
strategy a strong plan. We formalize strong plans by means of solution graphs
as follows. A planning problem P induces an AND/OR graph G = 〈V,C〉, where
V = S is the set of nodes and C is the set of connectors. For each non-goal node
v ∈ V and a ∈ A with pre(a) ⊆ v, there is a connector c = 〈v, app(v, a)〉 ∈ C. We
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call pred(c) := v the predecessor of c and succ(c) := app(v, a) the successors of
c. The AND/OR graph of P is defined as the connected component of G which
contains s0. A solution graph G = 〈V,C〉 is a connected acyclic subgraph of the
AND/OR graph of P which contains s0, where for all v ∈ V , either v is a goal
state or there is exactly one c ∈ C such that pred(c) = v, and where for all c ∈ C,
pred(c) ∈ V and succ(c) ⊆ V .

We use solution graphs to define the cost value of states. Since we prefer
strong plans with a low worst-case number of action applications along the way
to a goal state, we define the cost of a state s ∈ S as cost∗(s) := minG depth(G),
where G ranges over all solution graphs rooted at s.

Example 1. As an example, consider the following problem with variables a, b,
c, d, and e, actions a1, . . . , a9, s0 = {a}, and G = {b, c, d, e}, where a1 =
〈a, b ∧ ¬a | c ∧ ¬a〉, a2 = 〈b, e | d〉, a3 = 〈c, e | d〉, a4 = 〈b ∧ d, c〉, a5 = 〈c ∧ d, b〉,
a6 = 〈b∧e, c〉, a7 = 〈c∧e, b〉, a8 = 〈b∧c∧d, e〉, and a9 = 〈b∧c∧e, d〉. Preconditions
and effects are written in logical notation and different non-deterministic effects
are separated by vertical bars. Fig. 1a shows the AND/OR graph of P . There
exists only one subgraph encoding a strong plan, shown in Fig. 1b.
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Fig. 1. The AND/OR graph and a solution graph for P

3 Search Algorithm

We use AO* [7] graph search to traverse the AND/OR graph induced by a
planning problem. AO* starts with the empty graph and successively expands
it until a solution graph has been found or the AND/OR graph of P has been
completely generated. The performance of AO* heavily relies on the quality of
the heuristic function applied to the fringe nodes.
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4 Pattern Database Heuristics

Pattern database heuristics are a special case of abstraction heuristics. The ba-
sic idea is to obtain heuristic values by optimally solving abstractions of the
planning problem and using abstract costs as heuristic values. The abstractions
are precomputed before the actual search is performed. During the search, no
costly calculations are necessary. The heuristic values are merely retrieved from
the pattern database, in which the cost values of the abstract states have been
stored during the preprocessing stage. Each abstraction can be regarded as a
simplification of the planning problem obtained by restraining it to a given pat-
tern, i.e., a subset of the state variables.

Formally, an abstraction P i of P with respect to a pattern Pi ⊆ Var is the
planning problem with variables Vari = Pi and states Si = 2Vari

, where all
conditions and effects are restricted to Pi. More precisely, for var ⊆ Var, let
vari := var ∩ Pi. Then P i contains an action ai for each a ∈ A, where pre(ai) =
pre(a)i, and eff(ai) contains pairs 〈addi, deli〉 of add and delete lists for all pairs
〈add, del〉 in eff(a). Finally, si

0 = s0 ∩ Pi and Gi = G ∩ Pi. Given a pattern Pi,
we define the heuristic function hi by hi(s) := cost∗i (s) := cost∗i (s

i), where the
abstract costs are defined analogously to the concrete costs of a state, i.e., as the
depth of a depth-minimizing (abstract) solution graph rooted at si.

We calculate the heuristic values in a preprocessing step by complete exhaus-
tive search. Since the size of the abstract state space grows exponentially in the
size of the pattern, reasonable patterns should not be too large.

Given a pattern collection P consisting of patterns Pi, i = 1, . . . , k, such that
each hi is admissible, i.e., never overestimates the true cost of a state, we can
define the heuristic function hP (s) := maxPi∈P hi(s) without violating admis-
sibility. Since we want to maintain as informative heuristic values as possible,
however, maximization is often not sufficient.

We call a pattern collection P consisting of patterns P1, . . . , Pk additive if∑k
i=1 h

i(s) ≤ cost∗(s) for all states s ∈ S. Given a set M of additive pattern col-
lections P , we can define the heuristic function hM(s) := maxP∈M

∑
Pi∈P hi(s).

While hM is still admissible, it is in general more informative than any of the
heuristics hP . If admissible heuristics are used in combination with an appropri-
ate search algorithm like LAO* [6], one can guarantee to find an optimal plan
(if one exists). Admissible heuristics using a set M of additive pattern collec-
tions have another benefit: If the choice of M is sufficiently good, the result-
ing heuristic values can be even more appropriate than those of non-admissible
heuristics. In classical planning, Edelkamp [9] provides a general criterion for
testing whether a pattern collection is additive. It is easy to see that the ana-
logous criterion also holds for the non-deterministic setting, and in particular,
that every single hi is admissible.

Theorem 1. A pattern collection P is additive if for all actions a ∈ A and for
all patterns Pi ∈ P , if Pi ∩ effvar(a) �= ∅, then Pj ∩ effvar(a) = ∅ for all j �= i.

Proof. The proof is by induction on the true cost cost∗(s) of s. The base case
for cost∗(s) = 0 is trivial (since in this case, all abstractions of s are abstract
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goal states and we only sum up costs of zero for all abstractions). For the in-
ductive case, consider a concrete solution graph G minimizing cost∗(s). Let c be
the root connector of G, a an action inducing c, and s′ a successor of s in G,
s′ ∈ succ(c), along a cost-maximizing path. In the following, for any concrete
state ŝ and pattern Pi, cost∗i (ŝ) denotes the abstract cost of ŝi, i.e., the depth of
a depth-minimizing abstract solution graph rooted at ŝi. Without loss of gener-
ality, assume that there is a pattern, say P1, in P such that P1 ∩ effvar(a) �= ∅.
Then, by assumption, Pj ∩effvar(a) = ∅ for j = 2, . . . , k. Now let s′′ be a succes-
sor of s, s′′ ∈ succ(c), such that (s′′)1 maximizes the cost∗1 among the abstract
successors of s1. For all patterns Pi other than P1, we have (s′′)i = si. Applying
the induction hypothesis to s′′, we obtain

k∑
i=1

cost∗i (s
′′) ≤ cost∗(s′′) , (1)

whereas by assumption and by the definition of cost∗, we get

cost∗(s′′) + 1 ≤ cost∗(s′) + 1 = cost∗(s) . (2)

On the other hand,

k∑
i=1

cost∗i (s) ≤ cost∗1(s
′′) + 1 +

k∑
i=2

cost∗i (s
′′) =

k∑
i=1

cost∗i (s
′′) + 1 . (3)

Taking all this together, by (3), (1), and (2) we obtain that

k∑
i=1

cost∗i (s) ≤
k∑

i=1

cost∗i (s
′′) + 1 ≤ cost∗(s′′) + 1 ≤ cost∗(s′) + 1 = cost∗(s) .

Since the heuristic values hi(s) are defined as cost∗i (s), this is the same as∑k
i=1 h

i(s) ≤ cost∗(s). ��

Corollary 1. The heuristic hi is admissible for any pattern Pi. ��

Finding an appropriate pattern collection P1, . . . , Pk is in itself a challenging
problem. Different approaches include clustering variables with strong interac-
tion into one pattern, or to perform local search in the space of pattern collections
[10,11], starting from singleton patterns for all goal variables and extending the
collection until an evaluation function estimating the number of node expansions
in a search using the current pattern collection reaches a local optimum. In the
following, however, we will focus on how to use a given pattern collection during
search, not on how to obtain it in the first place.

Example 2. Consider the problem from Example 1 and its two abstractions P1

and P2 with respect to the patterns P1 = {a, b, c} and P2 = {d, e}. Then
s10 = {a}, s20 = ∅, G1 = {b, c}, G2 = {d, e}, and the abstract actions are
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a1
1 = 〈a, b ∧ ¬a | c ∧ ¬a〉, a1

2 = 〈b,	〉, a1
3 = 〈c,	〉, a1

4 = 〈b, c〉, a1
5 = 〈c, b〉,

a1
6 = 〈b, c〉, a1

7 = 〈c, b〉, a1
8 = 〈b ∧ c,	〉, and a1

9 = 〈b ∧ c,	〉 for pattern P1, and
a2
1 = 〈	,	〉, a2

2 = 〈	, e | d〉, a2
3 = 〈	, e | d〉, a2

4 = 〈d,	〉, a2
5 = 〈d,	〉, a2

6 = 〈e,	〉,
a2
7 = 〈e,	〉, a2

8 = 〈d, e〉, and a2
9 = 〈e, d〉 for pattern P2, respectively.

The two graphs to the right show the optimal
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solution graphs for both abstract problems (left:
P1, right: P2). We get a more accurate heuristic
value by summing over all patterns, since the
pattern collection {P1, P2} is additive. E.g.,

h({a}) = cost∗1({a}1) + cost∗2({a}2)
= cost∗1({a}) + cost∗2(∅)
= 2 + 2 = 4 = cost∗({a}).

Hence, in this case, the heuristic even computes
the true cost value.

5 Experimental Results

We have encoded several instances of non-deterministic planning problems and
solved them with our AO*-based planner and two different heuristics (FF heuris-
tic [12,5] and PDB heuristics), as well as with Gamer [2], the winner of the fully
observable non-deterministic (FOND) track of the uncertainty part of the Inter-
national Planning Competition 2008 (IPPC’08). For the comparison, we did not
use the domains from the IPPC’08, since those problems only allow for strong
cyclic plans which our planner cannot find. The results, which were obtained on
a machine with an AMD Turion 64 X2 processor (1600 MHz per core), and 1500
MB memory, are summarized in Tables 1 and 2.

In the first domain, Chain of Rooms [13], a number of rooms are sequentially
connected by doors. A robot starting in the leftmost room has to visit each
room at least once. It can move between rooms if the connecting door is open.
Before a door can be passed or opened, the robot has to observe whether the
door is open or closed. This observation action is modeled as turning on a light
which changes the state of the door from undefined to either open or closed
non-deterministically.

In the second domain, Coin Flip, there are n coins, which are initially con-
tained in a bag. The coins have to be tossed exactly once each, in an arbitrary
order. Tossing results in the coin showing heads or tails non-deterministically.
After a coin has been tossed, it can be turned from heads to tails or vice versa,
depending on which side is currently up. The goal is to have all coins on the
table showing heads.

For the PDB heuristics and the Chain of Rooms domain, we used one pattern
collection for each instance, where each pattern holds all state variables that
belong to four neighboring rooms (24 Boolean variables). We omitted one room



Solving Non-deterministic Planning Problems with PDB Heuristics 63

Table 1. Experimental results from the Chain of Rooms domain. The numbers given
in the columns pre, search, and sum are preprocessing, search, and overall times in
seconds, mem denotes RAM in MB (for PDB plus concrete search space), |PDB| the
overall number of PDB entries, nodes the number of generated nodes in the AND/OR
graph, and |BDD| is the number of BDD nodes. Dashes indicate that the time-out of
30 minutes or the memory bound of 1500 MB was exceeded.

#rooms AO* Planner, FF AO* Planner, PDB Gamer
search mem nodes pre search sum mem |PDB| nodes search |BDD|

20 2 3 236 4 1 5 3 315 274 6 16699
40 15 13 873 7 2 9 17 679 1138 23 130657
60 69 33 1909 16 6 22 46 1043 2602 — —
80 250 69 3346 26 15 41 100 1407 4666 — —
100 655 133 5183 41 33 74 190 1771 7330 — —
120 1497 214 7419 61 73 134 319 2135 10594 — —
140 — — — 91 117 208 495 2499 14458 — —
160 — — — 127 194 321 736 2863 18922 — —
180 — — — 177 314 491 1050 3227 23986 — —

Table 2. Experimental results from the Coin Flip domain

#coins AO* Planner, FF AO* Planner, PDB Gamer
search mem nodes pre search sum mem |PDB| nodes search |BDD|

20 — — — 2 1 3 4 60 1125 — —
40 — — — 3 4 7 27 120 4645 — —
60 — — — 4 19 23 85 180 10565 — —
80 — — — 7 60 67 180 240 18885 — —
100 — — — 11 217 328 366 300 29605 — —
120 — — — 18 306 324 597 360 42725 — —
140 — — — 23 533 556 905 420 58245 — —
160 — — — 34 908 942 1307 480 76165 — —

between each group of four rooms to meet the condition of Theorem 1, thus
dividing a problem with n rooms into �n/5� subproblems. In the Coin Flip
domain, we represented each of n coins by a corresponding pattern (giving us
n patterns containing 3 Boolean variables each). Since those subproblems are
completely independent, we achieve perfect heuristic values and no unnecessary
nodes are expanded.

It is worth mentioning that Gamer will always find optimal solutions, whereas
our AO*-based planner in general only finds suboptimal solutions.

6 Conclusion and Future Work

We have presented and evaluated a planner for fully-observable non-deterministic
planning problems based on AO* search guided by PDB heuristics. Additionally,
we have shown a generalization of the pattern additivity criterion known from
classical planning, which allows for more informative heuristics while
maintaining admissibility. The experimental results show that PDB heuristics
are a promising tool to guide heuristic search algorithms for non-deterministic
planning problems.
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So far, the patterns are still selected manually. Obviously, a reasonable au-
tomated pattern selection technique is necessary to obtain a truly domain-
independent planner. In classical planning, local search in the space of pattern
collections [10,11] is often used to automatically select patterns. We believe that
this approach will result in good patterns for the non-deterministic case, too.
Besides pattern selection, future work includes the adaptation of our implemen-
tation to multi-valued state variables and the generalization of the algorithm
from strong planning to strong cyclic planning [1].

Acknowledgments. We want to thank Peter Kissmann for providing us with
the Gamer planning system and his help in using it.
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An Exploitative Monte-Carlo Poker Agent
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Abstract. We describe the poker agent AKI-REALBOT which participated in
the 6-player Limit Competition of the third Annual AAAI Computer Poker Chal-
lenge in 2008. It finished in second place, its performance being mostly due to
its superior ability to exploit weaker bots. This paper describes the architecture
of the program and the Monte-Carlo decision tree-based decision engine that was
used to make the bot’s decision. It will focus the attention on the modifications
which made the bot successful in exploiting weaker bots.

1 Introduction

Poker is a challenging game for AI research because of a variety of reasons [3]. A poker
agent has to be able to deal with imperfect (it does not see all cards) and uncertain infor-
mation (the immediate success of its decisions depends on random card deals), and has
to operate in a multi-agent environment (the number of players may vary). Moreover,
it is not sufficient to be able to play an optimal strategy (in the game-theoretic sense),
but a successful poker agent has to be able to exploit the weaknesses of the opponents.
Even if a game-theoretical optimal solution to a game is known, a system that has the
capability to model its opponent’s behavior may obtain a higher reward. Consider, for
example, the simple game of rock-paper-scissors aka RoShamBo [1], where the optimal
strategy is to randomly select one of the three possible moves. If both players follow
this strategy, neither player can gain by unilaterally deviating from it (i.e., the strategy
is a Nash equilibrium). However, against a player that always plays rock, a player that
is able to adapt its strategy to always playing paper can maximize his reward, while a
player that sticks with the “optimal” random strategy will still only win one third of the
games. Similarly, a good poker player has to be able to recognize weaknesses of the
opponents and be able to exploit them by adapting its own play. This is also known as
opponent modeling.

In every game, also called a hand, of fixed limit Texas Hold’em Poker, there exist
four game states. At the pre-flop state, every player receives two hole cards, which are
hidden to the other players. At the flop, turn and river states, three, one and one commu-
nity cards are dealt face up respectively, which are shared by all players. Each state ends
with a betting round. At the end of a hand (the showdown) the winner is determined by
forming the strongest possible five-card poker hand from the players’s hole cards and
the community cards. Each game begins by putting two forced bets (small blind and big
blind) into the pot, where the big blind is the minimal betting amount, in this context
also called small bet (SB). In pre-flop and flop the betting amount is restricted to SBs,
whereas on turn and river one has to place a big bet (2× SB). At every turn, a player
can either fold, check/call or bet/raise.
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In this paper, we will succinctly describe the architecture of the AKI-REALBOT

poker playing engine (for more details, cf. [7]), which finished second in the AAAI-08
Computer Poker Challenge in the 6-player limit variant. Even though it lost against the
third and fourth-ranked player, it made this up by winning more from the fifth and sixth
ranked player than any other player in the competition.

2 Decision Engine

2.1 Monte-Carlo Search

The Monte Carlo method [6] is a commonly used approach in different scientific fields.
It was successfully used to build AI agents for the games of bridge [5], backgammon
[8] and Go [4]. In the context of game playing, its key idea is that instead of trying to
completely search a given game tree, which is typically infeasible, one draws random
samples at all possible choice nodes. This is fast and can be repeated sufficiently fre-
quently so that the average over these random samples converges to a good evaluation
of the starting game state.

Monte-Carlo search may be viewed as an orthogonal approach to the use of evalu-
ation functions. In the latter case, the intractability of exhaustive search is dealt with
by limiting the search depth and the use of an evaluation function at the leaf nodes,
whereas Monte Carlo search deals with this problem by limiting the search breadth at
each node and the use of random choice functions at the decision nodes. A key advan-
tage of Monte Carlo search is that it can deal with many aspects of the game without the
need for explicitly representing the knowledge. Especially for poker, these include hand
strength, hand potential, betting strategy, bluffing, unpredictability and opponent mod-
eling [2]. These concepts, for which most are hard to model explicitly, are considered
implicitly by the outcome of the simulation process.

In each game state, there are typically three possible actions, fold, call and raise.1

AKI-REALBOT uses the simulated expected values (EV) for them to evaluate a deci-
sion. These EVs are estimated by applying two independent Monte-Carlo searches, one
for the call action and the other one for the raise action (cf. Figure 1). Folding does
not have to be simulated, since the outcome can be calculated immediately. Then at
some point, these search processes are stopped by the Time Management component
[7], which tries to utilize the available time as effective as possible. Since an increase
in the number of simulated games also increases the quality of the EVs and therefore
improves the quality of the decision, a multi-threading approach was implemented.

Our Monte-Carlo search is not based on a uniformly distributed random space but the
probability distribution is biased by the previous actions of a player. For this purpose,
AKI-REALBOT collects statistics about each opponent’s probabilities for folding (f ),
calling (c), and raising (r), thus building up a crude opponent model. This approach
was first described in [2] as selective sampling. For each played hand, every active
opponent player is assigned hole cards. The selection of the hole cards is influenced
by the opponent model because the actions a player takes reveal information about the
strength of his cards, and should influence the sample of his hole cards. This selection

1 The AAAI rules restrict the number of bets to four, so that a raise is not always possible.



An Exploitative Monte-Carlo Poker Agent 67

Fig. 1. Monte Carlo Simulation: the figure depicts an example situation on the turn, where AKI-
REALBOT is next to act (top). The edges represent in general the actions of players or that of the
chance player. For the decisions call or raise (middle and right path), two parallel simulations
are initiated. The path for the call decision for example (in the middle), simulates random games
until the showdown (the river card is Qd, the opponent cards are estimated as KsQs, and both
players check on the river.) and the estimated loss of 70$ is backpropagated along the path.
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is described in detail in Section 3. After selecting the hole cards, at each player’s turn,
a decision is selected for this player, according to a probability vector (f, c, r), which
are estimated from the previously collected data.

Each community card that still has to be unveiled is also randomly picked when-
ever the corresponding game state change happens. Essentially the game is played to
the showdown. The end node is then evaluated with the amount won or lost by AKI-
REALBOT, and this value is propagated back up through the tree. At every edge the
average of all subtrees is calculated and represents the EV of that subtree. Thus, when
the simulation process has terminated, the three decision edges coming from the root
node hold the EV of that decision. In a random simulation, the better our hand is, the
higher the EV will be. This is still true even if we select appropriate samples for the op-
ponents’ hole cards and decisions as long as the community cards are drawn uniformly
distributed.

2.2 Decision Post-processing

AKI-REALBOT post-processes the decision computed by the Monte-Carlo search in
order to increase the adaptation to different agents in a multiplayer scenario even further
with the goal of exploiting every agent as much as possible (in contrast to [2]). The
exploitation of weak opponents is based on two simple considerations:

1. Weak players play too tight, i.e. they fold too often
2. Weak players play too loose (especially post-flop), which is the other extreme: they

play too many marginal hands until the showdown

These simply defined weak players can be easily exploited by an overall aggressive
play strategy. It is beneficial for both types of players. First, if they fold too often, one
can often bring the opponent to fold a better hand. Second, against loose players, the
hand strength of marginal hands increase, such that one can win bigger pots with them
than usual. Besides the aggressive play, the considerations imply a loose strategy. By
expecting that AKI-REALBOT can outplay the opponent, it tries to play as many hands
as possible against weaker opponents.

This kind of commonly known expert-knowledge was explicitly integrated. For this
purpose, so-called decision bounds were imposed on the EVs given by the simulation.
This means that for every opponent, AKI-REALBOT calculates dynamic upper and
lower bounds for the EV, which were used to alter the strategy to a more aggressive one
against weaker opponents. E(f) will now denote the EV for the fold path, while E(c)
and E(r) will be the values for call and raise respectively. Without post-processing,
AKI-REALBOT would pick the decision x where E(x) = maxi={f,c,r}E(i).

Aggressive Pre-flop Value. The lower bound is used for the pre-flop game state only.
As long as the EV for folding is smaller than the EV for either calling or raising (i.e.,
E(f) < max(E(c), E(r))), it makes sense to stay in the game. More aggressive players
may even stay in the game if E(f) − δ < max(E(c), E(r)) for some value δ > 0. If
AKI-REALBOT is facing a weak agent W it wants to exploit its weakness. This means
that AKI-REALBOT wants to play more hands against W . This can be achieved by
setting δ > 0. We assume that an agent W is weak if he has lost money against AKI-
REALBOT over a fixed period of rounds. For this purpose, AKI-REALBOT maintains
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Fig. 2. Dynamic Decision Bounds

a statistic over the number of small bets (SB) d, that has been lost or won against W
in the last N = 500 rounds. For example, if W on average loses 0.5 SB/hand to AKI-
REALBOT then d = 0.5 × 500 = 250 SB. Typically, d is in the range of [−100, 100].
Then, the aggressive pre-flop value δ for every opponent is calculated as

δ(d) = max(−0.6,−0.2× (1.2)d)

Note that δ(0) = −0.2 (SB), and that the value of maximal aggressiveness is already
reached with d ≈ 6 (SB). That means, that AKI-REALBOT already sacrifices in the
initial status d = 0 some EV (maximal -0.2 SB) in the pre-flop state, in the hope to
outweight this drawback by outplaying the opponent post-flop. Furthermore, if AKI-
REALBOT has won in the last 500 hands only more than 6 SB against the faced oppo-
nent, it reaches its maximal optimism by playing also hands which EVs were simulated
as low as ≈ −0.6 SB. This makes AKI-REALBOT a very aggressive player pre-flop,
especially if we consider that δ for more than one active opponent is calculated as the
average of their respective δ values.

Aggressive Raise Value. The upper bound is used in all game states and makes AKI-
REALBOT aggressive on the other end of the scale. As soon as this upper bound is
reached, it will force AKI-REALBOT to raise even if E(c) > E(r). This will increase
the amount of money that can be won if AKI-REALBOT is very confident about his
hand strength. This upper bound is called the aggressive raise value ρ.

ρ(d) = min(1.5, 1.5 × (0.95)d)

Here, the upper bound returns ρ(0) = 1.5 for the initial status d = 0, which is 1.5 times
the SB and therefore a very confident EV. In fact, it is so confident that this is also the
maximum value for ρ. The aggressive raise value is not influenced if we lose money
against a player. If, on the other hand, AKI-REALBOT wins money against an agent
W , it will slowly converge against zero, resulting in a more and more aggressive play.

As said before, the value of d is calculated based on a fixed amount of past rounds.
It is therefore continuously changing with AKI-REALBOT’s performance over the
past rounds. The idea is to adapt dynamically to find an optimal strategy against any
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single player. On the other hand, it is easy to see that this makes AKI-REALBOT highly
vulnerable against solid, strong agents.

3 Opponent Modeling

In general, the opponent modeling of the AKI-REALBOT, which is used to adjust the
implemented Monte-Carlo simulation to the individual behavior of the other players,
considers every opponent as a straight-forward player. That means, we assume that
aggressive actions indicate a high hand strength and passive actions a low hand strength.
Within the simulation, the opponent’s hand strength is guessed based on the action
he takes. So if a player often folds in the pre-flop phase but calls or even raises in
one special game this means he has probably a strong hand. In addition the opponent
modeling tries to map cards to the actions every player takes.

AKI-REALBOT has two different routines that enables it to guess hole cards accord-
ing to the opponent model. Which routine is used depends on the game state.

Pre-Flop State: In pre-flop, we assume that the actions of a player are only based on
his hole cards. He is either confident enough to raise or to make a high call, whereas
making a small call may indicate a lower confidence in his hand. A high call is indi-
cated by committing more than a big bet. In either case his observed fold ratio f and
call ratio c are used to calculate an upper and lower bound for the set of hole cards.
It is common to divide the set of possible hole cards into buckets, where each bucket
consists of hole cards of similar hand strength, to reduce the space of hole card com-
binations. We used five buckets, U0 being the weakest bucket and U4 (e.g. containing
the cards AA) the strongest. The buckets have the following probability distribution:
p(U0) = 0.65, p(U1) = 0.14, p(U2) = 0.11, p(U3) = 0.07, p(U4) = 0.03.

In the first case of the above example, the upper bound U is set to the maximum
possible bucket value (Uh = 4) because high confidence was shown. The lower bound
is calculated by taking l = c + f and relating this to the bucket. That means, the lower
bound is set to exclude the hole cards, for which the player would only call or fold. If
for example f = 0.71 and c = 0.2, the player raises only in 9% of cases. Since we
assumed a straight-forward or honest player, we imply that he only does this with the
top 9% of hole cards. So, the lower bound is set to U3. Then, the hole cards for that
player are selected randomly from the set of hole cards which lie between the bounds.

Post-Flop State. The second routine for guessing the opponents’ hole cards is used
when the game has already entered a post-flop state. The main difference is that the
actions a player takes are now based on both hidden (his hole cards) and visible in-
formation (the board cards). Therefore, AKI-REALBOT has to estimate the opponent’s
strength also by taking the board cards into account. It estimates how much the oppo-
nent is influenced by the board cards. This is done by considering the number of folds
for the game state flop. If a player is highly influenced by the board he will fold often
on the flop and only play if his hand strength has increased with the board cards or if
his starting hand was irrespectively very strong.

This information is used by AKI-REALBOT to assign hole cards in the post-flop
game state. Two different methods are used here:
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– assignTopPair: increases the strength of the hole cards by assigning the highest
rank possible, i.e., if there is an ace on the board the method will assign an ace and
a random second card to the opponent.

– assignNutCard: increases the strength of the hole cards even more by assigning the
card that gives the highest possible poker hand using all community cards i.e. if
there is again an ace on the board but also two tens the method will assign a ten and
a random second card.

These methods are used for altering one of the player’s hole card on the basis of his fold
ratio f on the flop. We distinguish among three cases based on f , where probability
values pTop and pNut are computed.

(1) f < 1
3 ⇒ pTop = 3(f)2 ∈ [0, 1

3 [ pNut = 0
(2) 1

3 ≤ f < 2
3 ⇒ pTop = 1

3 pNut = 1
3 (3f − 1)2 ∈ [0, 1

3 [
(3) f ≥ 2

3 ⇒ pTop = 1
3 pNut = f − 1

3 ∈ [ 13 ,
2
3 ]

To be clear, assignTopPair is applied with a probability of pTop, assignNutCard is ap-
plied with a probability of pNut and with a probability of 1 − (pTop + pNut) the hole
cards are not altered. As one can see in the formulas, the higher f is, the more likely it is
that the opponent will be assigned a strong hand in relation to the board cards. Note that
for both methods the second card is always assigned randomly. This will sometimes
strongly underestimate the cards e.g. when there are three spade cards on the board
assignNutCard will not assign two spade cards.

4 AAAI-08 Computer Poker Competition Results

AKI-REALBOT participated in the 6-player Limit competition part of the Computer
Poker Challenge at the AAAI-08 conference in Chicago. There were six entries: HY-
PERBOREAN08 RING aka POKI0 (University of Alberta), DCU (Dublin City Univer-
sity), CMURING (Carnegie Mellon University), GUS6 (Georgia State University),
MCBOTULTRA and AKI-REALBOT, two independent entries from TU Darmstadt.

Among these players, 84 matches were played with different seating permutations so
that every bot could play in different positions. Since the number of participants were
exactly 6, every bot was involved in all 84 matches. In turn, this yielded 504000 hands
for every bot. In that way, a significant result set was created, where the final ranking
was determined by the accumulated win/loss of each bot over all matches.2

Table 1 shows the results over all 84 matches. All bots are compared with each other
and the win/loss statistics are shown in SBs. Here it becomes clear that AKI-REALBOT

exploits weaker bots because the weakest bot, GUS6, loses most of it’s money to AKI-
REALBOT. Note, that GUS6 lost in average more than 1.5 SBs per hand, which is
a worse outcome than by folding every hand, which results in an avg. loss of 0.25
SB/Hand. Although AKI-REALBOT loses money to DCU and CMURING it manages
to rank second, closely behind POKI0, because it is able to gain much higher winnings
against the weaker players than any other player in this field. Thus, if GUS6 had not
participated in this competition, AKI-REALBOT’s result would have been much worse.

2 The official results can be found at
http://www.cs.ualberta.ca/˜pokert/2008/results/

http://www.cs.ualberta.ca/~pokert/2008/results/
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Table 1. AAAI-08 Poker Competition Results: pairwise and overall performance of each entry

POKI0 AKI-REAL DCU CMURING MCBOT GUS6
POKI0 65,176 2,655 18,687 29,267 214,840
AKI-REALBOT -65,176 -15,068 -2,769 30,243 348,925
DCU -2,665 15,068 7,250 16,465 90,485
CMURING -18,687 2,769 -7,250 7,549 92,453
MCBOTULTRA -29,267 -30,243 -16,465 -7,549 16,067
GUS6 -214,840 -348,925 -90,485 -92,453 -16,067
Total 330,822 296,293 126,657 76,848 -67,529 -763,091
avg. winnings/game 3934 3579 1512 939 -800 -9042
SB/Hand 0.656 0.588 0.251 0.152 -0.134 -1.514
Place 1. 2. 3. 4. 5. 6.

5 Conclusion

We have described the poker agent AKI-REALBOT that finished second in the AAAI-
08 Poker Competition. Its overall performance was very close to the winning entry, even
though it has lost against three of its opponents in a direct comparison. The reason for
its strong performance was its ability to exploit weaker opponents. In particular against
the weakest entry, it won a much higher amount than any other player participating
in the tournament. The key factor for this success was its very aggressive opponent
modeling approach, due to the novel adaptive post-processing step, which allowed it to
stay longer in the game against weaker opponents as recommended by the simulation.

Based on these results, one of the main further steps is to improve the performance of
AKI-REALBOT against stronger bots. An easy way would be to adopt the approaches
of the strongest competitors of the competition, for which there exists a multitude of
publications. But, we see also yet many possible improvements for our exploitative
approach, which we elaborate in [7] and are currently working on.

References

1. Billings, D.: Thoughts on RoShamBo. ICGA Journal 23, 3–8 (2000)
2. Billings, D., Castillo, L.P., Schaeffer, J., Szafron, D.: Using probabilistic knowledge and sim-

ulation to play poker. In: AAAI/IAAI, pp. 697–703 (1999)
3. Billings, D., Davidson, A., Schaeffer, J., Szafron, D.: The challenge of poker. Artif. In-

tell. 134(1-2), 201–240 (2002)
4. Bouzy, B.: Associating domain-dependent knowledge and Monte Carlo approaches within a

Go program. In: Joint Conference on Information Sciences, pp. 505–508 (2003)
5. Ginsberg, M.L.: Gib: Steps toward an expert-level Bridge-playing program. In: Proc. of the

16th International Joint Conference on Artificial Intelligence (IJCAI 1999), pp. 584–589
(1999)

6. Metropolis, N., Ulam, S.: The Monte Carlo method. J. Amer. Stat. Assoc. 44, 335–341 (1949)
7. Schweizer, I., Panitzek, K., Park, S.-H., Fürnkranz, J.: An exploitative Monte-

Carlo poker agent. Technical Report TUD-KE-2009-02, TU Darmstadt, Knowledge
Engineering Group (2009), http://www.ke.informatik.tu-darmstadt.de/
publications/reports/tud-ke-2009-02.pdf

8. Tesauro, G.: Temporal difference learning and TD-Gammon. Commun. ACM 38(3), 58–68
(1995)

http://www.ke.informatik.tu-darmstadt.de/publications/reports/tud-ke-2009-02.pdf
http://www.ke.informatik.tu-darmstadt.de/publications/reports/tud-ke-2009-02.pdf


Interaction of Control and Knowledge in a
Structural Recognition System

Eckart Michaelsen, Michael Arens, and Leo Doktorski

Research Institute for Optronics and Pattern Recognition FGAN-FOM
Gutleuthausstr. 1, 76275 Ettlingen, Germany
{michaelsen,arens,doktorski}@fom.fgan.de

Abstract. In this contribution knowledge-based image understanding
is treated. The knowledge is coded declaratively in a production system.
Applying this knowledge to a large set of primitives may lead to high
computational efforts. A particular accumulating parsing scheme trades
soundness for feasibility. Per default this utilizes a bottom-up control
based on the quality assessment of the object instances. The point of
this work is in the description of top-down control rationales to accel-
erate the search dramatically. Top-down strategies are distinguished in
two types: (i) Global control and (ii) localized focus of attention and in-
hibition methods. These are discussed and empirically compared using a
particular landmark recognition system and representative aerial image
data from GOOGLE-earth.

1 Introduction

Structural recognition of patterns or objects is an option in cases where the
structure of the target patterns is the property which distinguishes them from
clutter or background best, i. e., for patterns and objects where no obvious
or simple numerical features are at hand which promise satisfying recognition
performance of machine learning or statistical methods. Structural recognition of
patterns or objects should also be considered if the structure of the targets is the
desired output, i. e., if recognition is meant as automatic pattern understanding.
Last but not least structural recognition of patterns or objects may be beneficial
if the number of training examples is low – or none are given at all – while there
is knowledge accessible on the constructive elements and rules that define the
targets, i. e., if the learning data consist of handbooks, CAD-models, thesauri,
or ontologies respectively. Production systems give an approved formalism for
structural recognition of patterns or objects.

The idea to employ high-level knowledge for the guidance or control of low-
level image analysis processes has ever been conceived since the days of early work
of Kanade [5] and, e. g., Tenenbaum and Barrow [13]. Performed on single im-
ages – often termed image understanding, compare [12] – the work of Neumann
[4] and colleagues can be seen as a prominent and current work in the field of
top-down control of low-level image analysis. Work on exploitation of high-level
knowledge in form of expectations or anticipations on time-varying imagery – i. e.

B. Mertsching, M. Hund, and Z. Aziz (Eds.): KI 2009, LNAI 5803, pp. 73–80, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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videos – have been reported by the groups of Dickmanns [3] and Nagel [1], to name
only two. Declarative production rules as means to code knowledge for aerial image
understanding has been introduced, e. g., in the SIGMA system [8]. This includes
a discussion on intelligent control of the search – being aware of the dangerous
combinatorics inherent in such formulations.

2 Knowledge-Based Recognition by Production Systems

Context-free constrained multi-set grammars are discussed in [7] particularly
with regard to graphical languages and computer interfaces. The basic idea is
generalizing the generative string grammars by replacing the concatenation con-
straint by a more general constraint to be tested in higher dimensional space –
such as a picture. This generalized grammar can then be employed to parse an
image – taking basic image features such as lines as input and trying to derive
complex structures: elements of language defined by the grammar. Next to their
symbolic name the instances then have attributes – such as locations, orienta-
tions, etc. Basically, we have a finite set of non-terminals N and terminals T
and a finite set of production rules p : A → Σ where only context free forms are
allowed, i. e., A ∈ N and Σ = BC, Bc, or bc with B, C ∈ N and b, c ∈ T . In [10]
recurrent subsystems of the form {p : A → bb, q : A → Ab} are approximated by
short-cut productions s : A → b . . . b for particular classes of constraints – such
as adjacency or collinearity. Here clustering techniques or accumulator methods
such as the Hough transform are included in a declarative way into the knowl-
edge representation. Actually, this can not only be done on the terminal level
but also with non-terminals yielding the form s : A → B . . . B. The constraint
is tested on a set of instances of the object class in Σ where the size of this
set is not fixed. In order to distinguish this form we call it cluster form, while
the classical production are said to have normal form. An example production
system is given in Table 1. For the classical language of such systems P one root
object R ∈ N must be reduced from a set of primitive instances S:

Lreduce = {S : {R} ∗−→P S} (1)

where the asterisk has the usual meaning of successive right-to-left reduction
using productions from P . In recognition tasks from out-door scenery usually

Table 1. Example production system for recognizing bridges over highways

left-hand constraint right-hand
pprolong longline collinear and overlapping line ... line
pstripe1 road parallel and 6.75m < d < 11.25m longline longline
pstripe2 halfhighway parallel and 16m < d < 19m longline longline
pdstripe highway parallel and 6.0m < d < 8.4m halfhighway halfhighway
pcross bridge crossing the T road highway
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clutter objects have to be tolerated. Thus the language is defined as the set of
all primitive object sets S where a set X is reducible that contains a root object:

Lcluttered = {S : R ∈ X
∗−→P S}. (2)

2.1 Recognition Using the Approximate Any-Time Interpreter

The language definitions given in Section 2 are of combinatorial nature. To the best
of our knowledge there exists no interpretation algorithm of polynomial computa-
tional complexity for such systems. In order to assure feasibility in the
presence of input data containing several thousands of primitives – as they are
commonly segmented from input images or videos – approximate interpretation is
crucial. Algorithm 1 adapted from [6] gives such method in particular forLcluttered.
It works on a constantly growing database (DB) of object instances which is initial-
ized by the set of primitive terminal instances S. It associates working hypotheses
(o, p, h, α) with each instance o in the DB where p is the partner class (i.e. Σ = op
or po), h is the hypothesis type (left-hand side) and α is the priority. All newly
inserted instances cause a working hypothesis initially with p, h = nil and α set
from the quality of the object instance o. When such a hypothesis is encountered
appropriate clones are constructed with p and h according to the productions in
the system. At this point the priority can be changed.

As can be seen from Algorithm 1 production of normal form are treated in the
usual combinatorial way leading to a branching search tree. Productions of clus-
ter form are treated differently: Only the maximal set is reduced. All sub-sets
which also may fulfill the constraint are not reduced. This violates the sound-
ness. Here the algorithm only gives an approximate solution. For the justification
of this see [10] and the definition of the maximal meaningful gestalt in [2]. Clus-
ter analysis is often iterative. Here this means that for a cluster form production
s : A → b . . . b hypotheses h1 = (b, b, A, α) and h2 = (A, b, A, α) are permitted –
the first for triggering objects b and the latter for triggering objects A. For justifi-
cation see again [10]. An example is given with pprolong in Table 1. For each object
longline a hypothesis is formed for further prolonging it. When such hypothesis
triggers, a more accurate query can be posed giving a larger set of line objects to
feed the production.

2.2 Re-evaluation Strategies Control the Search

For all kinds of search control it is demanded that every object concept should
have a quality attribute with it assessing the saliency, relevance, or importance
respectively. This allows comparing instances of the same object concept. In
order to control the search using Algorithm 1 the importance of hypotheses
interrelated with instances of different object concepts have to be compared,
e. g., by weighting factors. So much for the data-driven bottom-up control. But
more can be done. The importance of the hypotheses can be re-assessed with
respect to the state of the DB reached. We distinguish two different classes of
such importance calculation.
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repeat
sort(queue);
set of hypothesis = choose best n(queue);
foreach trigger hypo ∈ set of hypothesis do

if p=nil then
foreach q where trigger obj ∈ right-hand side do

adjust priority(q);
append queue(trigger elem, q, new priority);

end

else
actual query = construct query(trigger hypo);
candidate set = select DB(actual query);
switch p of type do

case normal form
foreach partner ∈ candidate set do

p:new elem ← (trigger elem, partner);
insert DB(new elem);
construct null hypo(new elem);

end

end
case cluster form

p:new elem ← candidate set;
insert DB(new elem);
construct null hypo(new elem);

end

end

end
remove queue(trigger hypo);

end
foreach newly inserted element do

re evaluate all hypotheses;
end

until root R found OR timeout OR queue=∅ ;

Algorithm 1. Approximate Any-time Interpreter for Production Systems

A very simple example for global priority control is delaying hypotheses
(o, p, h, α) for triggering objects o until the set of partner objects p in the DB
is not empty anymore. In the example given in Section 3 this is included in all
variants. When there are multiple hypotheses (o, p, h1, α), . . . , (o, p, hk, α) with
the same triggering instance o there often will be a preference for one of these
inhibiting the others. For the system given in Table 1 actually three hypotheses
are formed for objects longline, namely for pstripe1, pstripe2 and also for pprolong

(see Section 2.1). According to the principle of maximal meaningful gestalts
[2] the hypotheses for further prolonging has high preference over the others.
Only after the prolongation production failed to produce any new instance the
other hypotheses regain their original priority. This is included in all our systems.
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Furthermore, in production systems with a hierarchy on the non-terminals higher
priorities α can be chosen with rising hierarchy. In the example reported in
Section 3 the priorities were chosen as linear functions of the quality αqual in
overlapping intervals with ascending hierarchy hie using appropriate offset v and
factor w:

αmin(hie) ≤ α = v + (wαqual) ≤ αmax(hie) (3)

This leads to a depth first search characteristic. More dynamically, a histogram
of instance numbers for each symbol of the DB can be acquired with low compu-
tational effort. Hypotheses with h being a frequent object type may be punished
and rare ones rewarded. In the beginning of an interpretation run this also leads
to a depth-first search characteristic. Later with rising computation time the
search will get broader. For the sake of simplicity such control has not been used
in the present system.

Local priority control: With every hypothesis tested there is a triggering
object instance, and this instance is located somewhere in the corresponding
attribute space. Also during the last execution of the foreach trigger hypo block
new object instances have been constructed. Of course while inserting them
to the DB it was tested whether they are not already present there. The re-
evaluation is based on the relation between the newly inserted objects and the
triggering objects of the hypotheses. Since here all pairs of new objects and hy-
potheses have to be considered this causes considerable computational effort. In
Table 2 these extra costs are shown in the column titled top down. The first
possibility for such control is general local inhibition: other hypotheses of the
same production with their corresponding triggering object located close to the
instance at hand will lead to similar queries. Such control has been preliminarily
investigated with a very simple toy production system in [11] using a smooth
re-evaluation function. A similar strategy is appositely termed as anticipation
or focus of attention: It uses declarative knowledge from productions that con-
tain both, the newly built object and the object resulting from the triggered
hypothesis. Figure 1 gives an example: On the abscissa here we have distance of
a location from a newly built object long-line. All hypotheses building long-line
objects are re-evaluated. If the corresponding objects are very close their prior-
ity will be multiplied by 0.1. The focus of attention is at a particular distance
interval. Here the weighting factor will be 2. Otherwise, their priority will not be
changed. Qualitatively, this is similar to the smooth re-evaluation functions used
in [11], but has more parameters and is more focused – recall that this has to be
defined for all combinations. Interesting here is that the particular distance and
the width must be taken from ”higher” productions. In the example the priority
of hypotheses with triggering objects line is doubled because an object longline
has been constructed in the vicinity and another such object is needed here in
order to form an object road. The construction of the focus of attention uses the
constraint predicate of the production forming road-stripe objects. This means
that declarative knowledge and control knowledge interact – a dangerous but
successful thing.
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Table 2. Number of fully/partial successful cases with and without anticipation
control strategy and average runtimes in seconds

success partial time out failure production sorting top down complete
with 15 13 6 7 8.22 8.18 0 17.25
without 22 11 2 6 2.03 2.80 3.76 8.89

Fig. 1. Local re-evaluation function automatically derived from ’higher’ productions

3 Experiments

The simple production system used here (compare Table 1) is designed to recog-
nize bridges over highways. Knowledge – such as the expected width of single
carriage ways used in production pstripe2 (and in the localized top-down control)
– can be obtained from Wikipedia. Experiments where made with a set of im-
ages taken during an evaluation run with a test-bed based on Google earth [9].
These images where picked blindly, i. e., the operator sees on the map layer of
Google maps that there should be a landmark consistent with the model at that
location. One of these 41 images actually doesn’t contain a bridge – it is present
in the map, but in the corresponding image there is a construction under way
with the bridge removed. Some other pictures turn out to be difficult: Construc-
tions under way, low contrasts, shadows, similar structures running parallel to
the autobahn, etc. Not every failure of the system may be crucial depending on
the task at hand. We distinguish for classes of recognition behaviour: (1) full
success – the model has been instantiated properly with corresponding contours
in the image, the location is precise; (2) semi success – the model has been in-
stantiated partially correct, the localization is good enough for the task at hand;
(3) no instantiation of the model could be achieved in the time limit – set in
this experiment to 60 seconds; (4) false instantiation of the model to contours
that are really caused by something else. Table 2 gives the success rates with
and without the localized anticipation top-down control function automatically
derived from higher productions and indicated in Figure 1 (right). In particu-
lar in time critical applications we have fewer problems with recognition failure
due to time out constraints. The anticipation control produces only one such
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error – the other time-out is correct because that is the image which contains
no bridge. Whereas, without this control five time-out failures are produced –
and also one correct time-out. All times have been obtained on the same server
machine running eight processors at 3GHz. The instantiation of the productions
is run in parallel threads – thus the time spent on them is not the major part.
The administration of the process queue – in particular sorting and the control
handling – is done serially. We observed one more failure of type (4) with the
default control than with the anticipation control. This cannot be regarded as
significant given the small test sample set. Because this is the most important
type of failure for the assessment of the robustness of the system for the task
at hand we would still like to learn something on this topic from this experi-
ment. We therefore give two examples, where one control works and the other
one fails. Example results can be seen in Figure 2. The sets of primitive objects
are displayed in the left column (usually between 10.000 and 20.000 instances
per picture). The upper example is from a forested area, the lower from a urban
environment. In the forest example the south eastern contour of the bridge is
very weak. Accordingly, the default control concentrates on the strong autobahn
contours – until the time is over. This example counts as a failure of type (3) in
table 1. On the same data the anticipation first instantiates the major contours
of the autobahn. Then it spreads its focus of attention more into the forest. It
also instantiates the critical weak contour of the bridge. However, before this
can trigger any hypotheses other parallel structures in the forest are found to
be consistent with the model. We counted this as a type (4) failure. Thus we see
that the anticipation automatic is not always necessarily better in every single

Fig. 2. Left terminal primitives for this image, center result with bottom up control,
right result with localized top down control, upper row image 17 lower row image 4
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example. The lower example contains many adjacent salient structures that may
well be confused with the landmark. Important contours of the autobahn are
much weaker than some other contours caused by buildings. Such structures at
the south-western part of the image happen to fit the autobahn model. Some
other road structure then forms the desired ”crossing the T”. This is a clear
type (4) failure. Nothing here corresponds correctly and the landmark position
is localized completely wrong. On the very same data the anticipation control
gives a full type (1) success. A fairly tight cluster of landmark instances is found
in the correct position (in fact some of them also refer to the shadow of the
bridge – which we tolerate as still correct).
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Abstract. Attention speeds up information processing. Although this finding 
has a long history in experimental psychology, it has found less regard in 
computational models of visual attention. In psychological research, two 
frameworks explain the function of attention. Selection for perception 
emphasizes that perception- or consciousness-related processing presupposes 
selection of relevant information, whereas selection for action emphasizes that 
action constraints make selection necessary. In the present study, we ask 
whether or how far attention, as measured by the speed-up of information 
processing, is based on selection for perception or selection for action. The 
accelerating effect was primarily based on selection for perception, but there 
was also a substantial effect of selection for action. 

Keywords: visuo-spatial attention, prior entry, selection for action, selection 
for perception. 

1   Introduction 

Most theories of attention assume that attention is beneficial for information processing 
by yielding more accurate and detailed processing of information, see e.g. [4, 6, 9, 13]. 
A wide body of empirical research demonstrated that attention is a pre-condition for 
complex object representations and awareness of these objects [16, 26, 30, 31].  

Two interesting phenomena, which support the assumption that attention is a pre-
condition for awareness, are inattentional blindness [11, 27] and change blindness 
[16]. Simons and Chabris (1999) had observers watch a film of two teams playing 
basketball. They directed observers’ attention by the experimental task to one of the 
teams: counting the ball passes of this team. During the basketball play, a person in a 
gorilla costume respectively a woman with an umbrella walked through the scene. 
Almost half of the observers were “inattentional” and overlooked these unexpected, 
but very prominent events. Studies on change blindness [16, 17] demonstrated that 
observers have difficulties to detect salient changes in static scenes if these changes 
co-occur with dynamic events, such as eye blinks, saccades, or flicker on the screen. 
Change blindness can, however, be attenuated by attention: If a cue directs observer’s 
attention to the part of scene that will change, observers can detect the changes more 
quickly. 
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In this paper we focus on a less familiar, though not less important, consequence of 
attention on information processing: Attention accelerates information processing, 
e.g., it speeds up detection [15]. This acceleration means, for example, that in 
comparison to an unattended stimulus, an attended stimulus is perceived earlier or as 
appearing earlier. Although this notion of “prior entry” of attended stimuli has been 
studied for more than 150 years in experimental psychology [26, 28, 29] it was little 
noticed by models and theories of attention.  

Prior entry is especially interesting and valuable because it allows a direct and 
easily understandable quantification of the effect of attention on information 
processing. The speed-up is the temporal interval by which an attended stimulus can 
trail an unattended stimulus and still be perceived as simultaneous. Psychophysics 
allows to measure it with temporal order judgments.  

In the present paper, we use prior entry to distinguish between attention as 
selection for action and attention as selection for perception. Selection for perception 
is the more established framework, a sort of common sense, which has prevailed in 
psychology and modeling of attention. But the less known selection for action 
framework has some very interesting aspects, especially, if attention is used in 
controlling autonomous agents. 

The underlying idea of selection for perception is that attention is needed for 
coping with the information overload of the sensory system by selecting relevant 
information and rejecting irrelevant information for further processing, e.g .,[4, 10], 
for reviews see [14]. Selection for perception focuses on the input-level of  
information processing and assumes attention-mediated selection as precondition for 
high-level-processing. This perspective is supported by a large body of research: 
Empirical findings, for example, indicate that visual attention speeds up detection [15] 
and finding of targets in an area of distractors, for an overview see [33]. Furthermore, 
attention plays an important role for the integration of features, represented in 
different visual modules, into object files [30]. Ultimately, attention may lead to 
conscious perception. For example, the asynchronous-updating model [13] assumes 
that attention is a necessary, but not a sufficient condition for conscious perception.  

By contrast, selection for action [2] assumes attention as selection mechanism not 
on the input, but on the output level of information processing: Due to the constraints 
of effector systems - humans, for example, have only two arms and hands -, humans 
can direct an action only at one, at most at a few, objects. Although humans can, for 
example, see many apples on the tree, at the same moment, they can pick up at most 
two apples at a given time. Therefore, relevant spatial parameters of the action target 
must be provided to the motor system by excluding effects of action-irrelevant 
distractors. This is selection for action, and attention is necessary to execute this 
selection. 

Selection for perception and selection for action were seen as alternative frameworks: 
A dissociation between perception and action is, for example, demonstrated by brain 
damage participants, which have selectively disrupted perception to visual stimuli, but 
not disrupted action (or vice versa). Additionally some visual illusions are larger if 
measured by perceptual judgments than by actions, e.g., [1].  

But recently evidence for an interaction of selection for perception and for action 
arose, demonstrating that actions have immense influence on information processing, 
often on early processing stages. On the one hand, action-relations between objects 
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(e.g., a bottle and a glass correctly positioned to action or not) affect selection for 
perception: Brain damage patients with visual extinction (difficulty of identifying 
objects on contralesional side, if they appear simultaneously with another object on 
the ipsilesional side) showed reduced extinction, if two objects were correctly 
positioned for action [18]. On the other hand, perception is affected by actions: 
Deubel, Schneider and colleagues showed, e.g., [25] that identification of a stimulus 
is improved, if observers point at the location where the stimulus appears in 
comparison to pointing at another location nearby. Due to the described interaction 
between selection for perception and selection for action, it seems interesting to assess 
both mechanisms in the same experimental paradigm. 

In this study, we assess the contribution of both mechanisms to prior entry. We 
controlled visuo-spatial attention by peripheral cues. Peripheral cues are visual 
abrupt-onset stimuli appearing at a non-foveated location. Several studies showed that 
cues orient attention towards a specific location [15, 35]. According to current 
accounts, this orientation is not “automatic”, “bottom-up”, but rather contingent on 
intentions of the observer [3, 7]. 

As in earlier studies, e.g., [19, 20, 21], we used a cue which was not consciously  
perceivable because it was masked by the target trailing at its location. Under certain  
spatial and temporal conditions, a later visual stimulus can render an earlier stimulus  
completely invisible. For details concerning this so called backward masking see [24]. 
In the present context, directing attention by non-conscious cues has a practical, rather 
than theoretical,  reasons. Mainly, it is more cautious: If they do not perceive the cue, 
observers cannot confuse cue and target stimuli or mistake the cue for a target. Still, 
the control of attention by information which is itself not consciously available is an 
interesting topic which is currently much debated in psychology. To state the most 
interesting finding, this control of attention is not automatic (like parallel information 
processing on saliency maps). Several studies show that it depends on the current 
intentions of the observer [3, 7, 22]. 

2   Experiment 

The present experiment explores the accelerating effect of attention by means of 
visual prior entry. We attempt to separate this acceleration into a part that is due to 
selection for perception and a part that is due to selection for action. Observers judged 
the temporal order of two visual stimuli: an attended target, preceded by a cue, and an 
unattended target. The two targets were presented with variable temporal intervals. 
The cue had either the shape of the attended target (shape-congruent cueing) or the 
shape of the unattended target, which appeared at a different location (shape-
incongruent cueing). This manipulation allows separating the accelerating effect on 
information processing of selection for action from the effect which is due to selection 
for perception: Observers indicate which of the two targets appeared first (square and 
diamond) by pressing different buttons. Although the cue cannot be consciously 
perceived, it may specify a corresponding motor response, e. g. pressing the button for 
“square first”, if it was a square. This direct specification of response parameters 
reflects selection for action. 
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With a shape-congruent cue, prior entry can either be caused by speeded 
perception or by the motor response specified by the cue (selection for action). With a 
shape-incongruent cue, by contrast, the motor response (selection for action) would 
indicate that the uncued (unattended) target, which has the same shape as the cue in 
the incongruent case, was perceived first. Any prior entry found in this condition must 
thus be a true effect of selection for perception. Attention as selection for action can 
be estimated as the difference between prior entry by shape-congruent cueing and 
prior entry by shape-incongruent cueing. 

2.1   Participants, Apparatus, Stimuli, Procedure 

Sixteen voluntary naïve participants, with normal or corrected-to-normal visual acuity 
(10 female, mean age = 22.38) gave their informed consent and received €€  6 or course 
credits. 

Participants sat in a dimly lit room. Viewing distance was fixed at 57 cm by a chin 
rest. The centre of the monitor was at eye level. Stimuli were presented on a 17 in. 
colour monitor with a refresh rate of 60 Hz.  

Targets were a square and diamond (edge length 2.1° of visual angle). Cues were 
smaller replicas of the targets which fitted into their inner contours (edge length 1.6°). 
In each trial, two targets, appeared at two of four possible locations, either below or 
above a fixation cross, which was in the middle of the screen. The horizontal distance 
was 6.3° of visual angle from fixation. In half of the trials, a cue preceded one of the 
targets (attended or cued target). Target intervals (onset asynchronies between the two 
targets) were 68, 51, 34, 17, and 0 ms. The cue appeared, if presented, 68 ms before 
onset of the cued target. There were two experimental blocks. In one block, cueing 
 

 

Fig. 1. Shows an example of a congruent (left) and an incongruent cued trial (right). The trials 
started with the frames on the bottom of the figure. 
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was shape-congruent (cue and cued target had the same shape), in the other block, 
cueing was shape-incongruent (cue and uncued target had the same shape). Order of 
the blocks was balanced over participants. See Figure 1 for an example of a congruent 
and an incongruent cued trial. Targets and cues were deleted after 34 ms.  

The participants fixated a central cross throughout each trial. They judged the 
temporal order of the targets by indicating which appeared first1. The instruction 
emphasized accuracy; there was no time pressure. Every 40 trials, a break was made 
automatically. 

2.2   Results and Discussion 

Acceleration values (prior entry values) were calculated separately for shape-
congruent and shape-incongruent cues (for details see [20, 21, 32]). As expected, both 
cueing conditions revealed a speed-up by attention. This acceleration is, as to be 
expected from earlier studies, primarily due to selection for perception, but in a 
smaller amount due to selection for action. 

Acceleration was 45 ms in the shape-congruent condition and 38 ms in the shape- 
incongruent condition. Note that these values are relative to an upper value: Since the 
cue preceded the target by only 68 ms, the maximum speed-up by attention is this 
same value of 68 ms. Of course, with larger intervals between cue and cued target, 
attention has more time to operate and the respective gains might be much larger [23]. 

The difference of 7 ms between congruent and incongruent cueing can be seen as 
quantitative estimate of selection for action. Prior entry for incongruent cueing can be 
seen as a rather pure (but also conservative) estimate of the acceleration of perception 
by the cue (selection for perception). See Figure 2 for an illustration of prior entry 
effects. Thus, we find a very strong effect of attention, which is most easily 
interpreted as selection for perception, but a much smaller effect of selection for 
action.  

 
Fig. 2. Shows Prior Entry effects for both cueing conditions (congruent vs. incongruent) in ms. 
Errorbars indicate the standard error of the mean. 

                                                           
1 Participants could also judge that both stimuli appeared simultaneously or that they were 

uncertain about temporal order, but these categories are not of interest for the present paper 
and therefore not analyzed here. 
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In statistical terms, there was a temporal advantage for cued stimuli (shape-
congruent-cueing: t(15) = 15.5, p <.001, d = 4.14; shape-incongruent cueing = t(15) = 
13.64, p <.001, d = 3.65). Furthermore, as assumed prior entry was larger for shape-
congruent cueing (45 ms) than for shape-incongruent-cueing (38ms; t(15) = 2.76, p 
<.01, d = 0.73, one-tailed).  

3   General Discussion 

As demonstrated in the large body of literature on prior entry [26, 28, 29, 34], we 
found that perception of an attended (visual) stimulus is accelerated in comparison to 
an unattended stimulus. The main purpose of the present paper was to provide a 
quantification of selection for action and selection for perception in prior entry: To 
this aim, we tested whether the cue draws attention to its location in a perceptual 
manner or whether this effect is related to the motor relevance of the cue. We found a 
substantial accelerating of perception by 38 ms (selection for perception), and a 
smaller effect for specification of motor responses by the cue of 7 ms (selection for 
action). 

Prior entry, the accelerating effect of attention on perception, is well documented 
in experimental psychology. Such a speed-up possibly is an important part of 
prioritized processing of attended information: Information is transferred faster to 
higher levels, such as, internal models or consciousness [12]. To our knowledge, it is 
only rarely entailed in computational models of visual attention. One computational 
model, which incorporates prior entry, is the systems-model of visual attention by 
Fred Hamker, which can explain prior entry by masked peripheral cues with the help 
of early top-down influences [8]. Bröckelmann et al. showed, for example, that target-
like cues attracted attention more effectively than distractor-like, and thus irrelevant, 
cues.  

It is worth noticing that we found that attention was differentially controlled by 
stimuli of different shape. Squares and diamonds, such as we used them here, are 
complex features which are not represented on feature maps. Still, they were able to 
influence attention-mediated information processing, quickly. This finding is in 
accordance with current theories on early reentrant influences by target templates or 
intentions in visual processing [8]. 

Finally, we want to draw attention towards a possible confound in our experiment. 
Although we interpret the difference between congruent and incongruent cueing as a 
difference in specification of motor responses by the cue, that is, selection for action, 
there is an alternative explanation, which cannot be excluded by the present 
experiment. Shape-congruent cues and targets have a larger overlap of sensory 
features than shape-incongruent cues and targets. It is therefore possible that 
difference between prior entry resulting from congruent and incongruent cueing, 
represents, at least partially, sensory priming (sensory detectors which are relevant for 
detecting the cued target were pre-activated by the cue). This question should be 
investigated in further experiments by varying feature overlap between cues and 
targets and task implications of the cues more independently. 

To summarize, attention, which is controlled by non-conscious information 
accelerates information processing. This acceleration is due to selection for perception 
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and selection for action. This finding emphasizes the relevance of action for 
information processing: to modulate attention-mediated specification of motor-
responses (selection for action) seems, especially, interesting for research on the 
control of autonomous agents.  
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Abstract. In this paper we present a real-time scan-line segment based stereo vi-
sion for the estimation of biologically motivated classifier cells in an active vision
system. The system is challenged to overcome several problems in autonomous
mobile robotic vision such as the detection of incoming moving objects and esti-
mating its 3D motion parameters in a dynamic environment. The proposed algo-
rithm employs a modified optimization module within the scan-line framework to
achieve valuable reduction in computation time needed for generating real-time
depth map. Moreover, the experimental results showed high robustness against
noises and unbalanced light condition in input data.

1 Introduction

During the last decade, the importance of depth estimation from stereo images has been
extensively increased active vision applications e.g. autonomous mobile robots. The
research presented in this paper is a building block of a comprehensive system of multi-
object motion analysis in robotic vision which is intended to be included in active vision
applications [1,2]. In such systems the challenge of avoiding multiple moving obstacles
overcoming the ego-motion problem of the mobile robot is raised. In this context, pri-
ority is given to the fast detection and 3D motion estimation of incoming and outgoing
objects towards the mobile robot. Hence, a biologically motivated classifier approach
presented in [3] has been improved to integrate depth information generated from a
developed stereo matching algorithm. The need for developing a real-time stereo ap-
proach is not only constrained by the available computation time in the system, but also
by the available hardware and its power consumption, especially if there is no special-
ized hardware or graphical processing unit (GPU) at hand. Hence, every millisecond
counts.

Stereo algorithms can be classified based on the taxonomy proposed by Scharstein
and Szelinski [4] into two major categories: local methods and global methods. While
most of the global methods attempt to minimize an energy function computed for the
entire image area, local methods determine the stereo correspondence between two
frames by minimizing a matching cost using an aggregation window. Local algorithms
in general are suitable for real-time applications. The main problem is to determine the
suitable size and shape of the aggregation window in order to avoid crossing depth dis-
continuities while covering sufficient intensity variation. Such problems results in noisy
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disparities in texture-less regions and blurred object boundaries. On the other hand,
global methods such as Dynamic Programming (DP) [5], Belief Propagation (BP) [6]
and Graph Cut (GC) [7] make explicit smoothness assumptions on the disparity map.
A major problem in DP approaches is the requirement of enforcing the monotonicity, i.
e., the relative ordering of pixels on a scan-line remains the same between two frames,
which cause errors in case of narrow foreground objects. Although BP and GC algo-
rithms gives impressive results by enforcing the optimization in two-dimensions, they
are computationally expensive and are not suitable for real-time applications as most of
the global algorithms. Between local and global approaches, there are some algorithms
which are based on the minimization of an energy function computed over a subset
of the whole image area or along the epipolar lines. The implemented minimization
strategy is usually based on Dynamic Programming or Scan-line Optimization (SO) [8]
techniques and recently on line segmentation [9].

In this paper, we developed fast SO-based optimization technique for a line
segment stereo approach. The generated depth map is used to update and optimize an
active weight function ω(p) in order to estimate biologically motivated classifier cells
(c− cells).

The remainder of the paper is organized as follows: section 2 gives an account of
the related work, while section 3 describes the proposed algorithm and the structure of
the c− cells. Section 4 discusses the results of experiments and evaluates the proposed
method, while finally, section 5 concludes the paper.

2 Related Work

Recent stereo algorithms have significantly advanced the state-of-the-art in terms of
quality. However, in terms of speed, the best stereo algorithms typically take from sev-
eral seconds to several minutes to generate a single disparity map ([10] gives a perfor-
mance evaluation of cost aggregation strategies proposed for stereo matching). There
are many interesting applications in which depth maps at video rate are needed such
as (autonomous mobile robots, augmented-reality and automatic vehicle guidance).
Hence, the importance of real-time stereo algorithms increases as in [11] where an
adapted recursive formulation is proposed to reduce the computing cost of SAD cost
function of a local approach which in turn inherits the ambiguity problem from the
local algorithms. As a solution to overcome this problem, they implement a post pro-
cessing filter application at the last phase of the algorithm which is considered as an
overhead to the computation time. On the other hand, [12] overcomes the ambiguity
problem in low textured areas by replacing estimates in texture-less regions with fitting
planes. The algorithm starts with window-based multi-view stereo matching followed
by the application of consistency fusion module. Afterword, a plane-fitting phase is ap-
plied by using color segmentation, where a plane is adjusted for each segment. In order
to correct the potential errors and enhance the overall computation time, a GPU hierar-
chical recursive belief propagation approach is implemented. In spite of using a GPU,
the BP-based plane-fitting stereo pipeline runs at about 1 frame per second. The use of
a GPU has been introduced before in global approaches with hierarchical BP [13] and
DP based on adaptive cost aggregation [14]. As the use of a GPU due to hardware con-
straints is not applicable on some platforms, solving the low texture problem using an
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effective variable support based on image segmentation within the SO framework has
been addressed in [15]. While the result is promising, the performance is far from being
real-time (i. e. some minutes). The computational time has been improved by using line
segment techniques and tree dynamic programming as in [9]. The segmentation mod-
ule there contains three steps: computing the initialization marks, repositioning marks,
and removing isolated marks. In order to extract linear planes, a parameter estima-
tion approach is used for fitting planes on sparse correspondence. Afterward, dynamic
programming is used on the constructed tree to minimize the energy function. The al-
gorithm has performed well with an Intel Pentium IV 2.4 GHz processor (processing
time for “tsukkuba” [4] is about 160ms). However, the requirement of enforcing the
monotonicity inherited from the DP techniques still cause the thin foreground objects
problems. On the other hand, a biologically motivated classifier can be derived from
neurophysiological studies [16], which found that there are two classes of neurons in
the middle temporal area (MT) of the mammalian visual cortex which are considered
to encode motion information from the retinal signal: direction selective D-cells and
velocity selective S1-cells. Both cells covering small receptive fields of three types of
neurons which have been identified in the medial superior temporal area (MTS): R-cells
detecting rotation, S-cells for expansion, and D-cells for translation. Furthermore, cells
which combine all three motion types give evidence for the composition of elementary
motions into more complex motion patterns similar to motion templates [17]. In this
module, motion-sensitive cells for the preferential direction will be constructed in order
to measure the response of the sensitive cells to a corresponding motion which helps
predicting hazardous scenarios such as collisions. The generation of the corresponding
map requires calculating a radial symmetric weight function for each cell which is in
term of computation time is very expensive. Developing a fast connection weight func-
tion based on the depth information reduce the time consumption dramatically without
the use of a GPU power as in [18] where a biologically motivated classifier and feature
descriptors are designed for execution on single instruction multi data hardware using
the programmable GPU.

3 Proposed Algorithm

The goal of stereo algorithms is to establish pixel correspondences between the left
image Il and the right image Ir. In order to achieve reasonable results, two geometric
constraints are used: first on the imaging systems, i. e. the input stereo images are rec-
tified where the epipolar lines are aligned with corresponding scan-lines. And second
on the scene, i. e. the smoothness assumption where the disparity map is smooth almost
everywhere except at the border of objects assuming that scene is composed of smooth
structures which in the case of autonomous mobile robots applications is not granted.

The first step of the proposed technique is the line segmentation of the reference
image Ir, in which the epipolar line eply is segmented into different labels li(eply) ∈ Γ
in the label space Γ based on the color differences between a seed pixel P li

s and the
neighborhood pixels of the same epipolar line:

Pr(x+ k, y) ∈ li(eply) ∀ |P li
s − Pr(x+ k, y)| < τc (1)
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where τc is the Euclidean color distance threshold. The correspondence problem is
formulated as an energy minimization function between segments of the input images.

E(dΓ ) = argmin(Eli
data(dΓ ) + E

l(i,d)∈K

smooth (dΓ )) (2)

where E(dΓ ) is the disparity map of line segments and K is an adjacent segment in
a particular epipolar line eply. The data term Eli

data(dΓ ) of the energy function is the
matching cost between a segment li(eply) in the reference image and the opponent

segments li,d(eply) in the target image. The smoothness term E
l(i,d)∈K

smooth (dΓ ) encodes
the smoothness assumption.

3.1 Matching Cost and Optimization

In order to reduce the complexity of calculations, a matching cost CM based on the
absolute color difference between the points of the current segment in the reference
image and all disparity hypotheses is used to evaluate the data term

CM (Pr, Pl,d) =
∑
c∈	

|P c
r (x, y) − P c

l,d(x+ d, y)| (3)

where � is the RGB color space, Pr(x, y) ∈ Ir, Pl,d(x, y) ∈ Il, and d is the hypothe-
sized disparity value.

The data term is computed from the sum of the matching cost along the segment
points

Eli
data(dΓ ) =

P N
r∑

P=Ps

CM (Pr , Pl,d) ∀ Pr ∈ li(eply) (4)

where Ps is the starting seed pixel of a line segment and PN
r is the last point in the same

segment.
In order to enhance the optimization performance, we propose an effective and sim-

plified smoothness term within the SO-framework.

E
l(i,d)∈K

smooth (dΓ ) = λ(�li) . |dli − dlK | (5)

where λ(�li) is an ascending function to the length of the current segment �li used
to penalize depth discontinuities. The concept behind the function is to balance the
relation between the disparity of a segment and the sum of the matching cost of the
segment points. While the matching cost is affected by the length of the segment, only
one disparity value is assigned to all the segment points and the best value is chosen
within a winner take all (WTA) scheme. Considering the inter-scan-line smoothness
resulting from line segmentation leads to overcome the ambiguity problem without the
use of a recursive smoothing function as in BP approaches or facing narrow front objects
problem as in DP algorithms.
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3.2 Biologically Motivated Classifier

In [3], a model neuron for the biologically motivated classifier cell ci(p0) represents the
instantaneous velocity in the preferential direction of the cell

ci(p0) = 1
|V |

∑
p∈V

ω(p0 − p)ψL
i (p)

|ψL
i |2

v(p) (6)

where v(x, y) is a motion vector (MV) at an image point (x, y) generated by a motion
templateψL

i which represents the six infinitesimal generators of a 2D vector field (trans-
lation in x,y,z and rotation around x,y,z axis). V denotes the set of MVs detected in the

image. Instead of using a radial symmetric weight function ω(p) = 1
2πσ2 exp(− 1

2
|p|2
σ2 )

to create a local neighborhood around p0, we use a connection weight function �(p)
based on the depth information generated from the previous stereo module

�(p0 − p) =
{

1 ∀ p ∈ �(p0)
0 otherwise

(7)

where �(p0) is the segment label off point p0. The new connection weight function
enhances the overall computation time as well as it overcomes the blurring effect of
the ω(p) function especially at the edges of an object. Moreover, considering only the
points that belongs to the same depth level improves the estimation process overcoming
the ambiguous interpretation problem.

Generating a response map requires a validation function to measure how well is the
correspondence of a c-cell to a preferential motion.

ξi(p0) = 1
|V |

∑
p∈V

|�(p0 − p)(v(p) − ci(p0)ψL
i (p))| (8)

where ci(p0) is the estimated c-cell, and �(p0 − p) the updated connection weight
function between a point p0 and its neighbor point p.

4 Results and Discussion

In this section, the results of applying the proposed algorithm on different images will
be presented and discussed. In order to analyze the output of our approach in a scalable
complex scene, a virtual environment for simulating a mobile robot platform (SIMORE)
is used [19,20]. The simulator provides a possibility to test the outcome of the proposed
algorithm in different ideal scenarios, where complex 3D motions of multiple objects
are not easily available in a real-time. In this environment, the simulated robot is moving
forward and steering towards the left in front of a stable cube, a moving cone, and a size-
changing ball. The experiments have been performed on a P4 personal computer (PC)
with 3.00 GHz speed and 2 GB RAM.

In an effort to reduce the overall computation time, the depth from the stereo ap-
proach is applied without a refinement step depending on the enhancement done by the
modified smoothing function. Fig. 1 represents a qualitative comparison of the proposed
algorithm to the ground truth of the Middlebury data-set [4,21]. The second row depicts
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(a) (b) (c)

(d)

(e)

Fig. 1. Qualitative comparison of the generated depth map: (a-c) Ground truth data for the three
images from the Middle-bury data-set (Tsukkuba, Teddy, and Cones). Result of the proposed
line segment based stereo algorithm (d) without and (e) with the use of the modified smoothing
function.

the generated depth map without the use of the smoothing function, while the third row
represents the result of the stereo approach using the smoothing function. The result
shows that when the smoothing function is applied, it provides a better quality. How-
ever, the use of the smoothing function increases the processing time by about 5∼9 ms
which is not very critical for real-time application. On the other hand, the result with-
out the smoothing function is affected by noise but this is not very critical to the depth
perception.

The second result as shown in fig. 2 represents the response of the motion sensitive
cells using image sequence from SIMORE. The generated depth maps are implemented
in the estimation of the e cells process, where the first and the second row represent the
response of the motion sensitive cells in the preferential direction of the translation in
x, y, and z and the rotation around x, y, and z axis, respectively. The response maps
are valuable in tackling typical problems in autonomous mobile robotic vision such as
the detection and estimation of a specific motion pattern of multiple moving objects in
a dynamic environment, and the ego-motion problem resulted from the motion of the
mobile robot.
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(a)

(b) (c)

Fig. 2. Response maps of motion sensitive neuron using image sequence from SIMORE. (a) Gen-
erated depth map. (b) Generated MVF. (c) Response map of (e cell)in the preferential directions,
up: in the translation in the x, y, and z axis, down: around the x, y, and z axis.

The overall computation time used for generating the proposed line segment based
depth approach from the Tsukkuba image is about 60∼70 ms without any use of the
GPU due to the energy constraint of the real platform (tele-operated mobile robot). The
computation time enhancement provided by the proposed algorithm is vital to speed-
up the overall estimation process of the biologically motivated classifier cells, which is
intended to be implemented in the tele-sensory mobile robot.

5 Conclusion

In this paper, we have presented a real-time scan-line segment based stereo vision em-
ploying a modified optimization module within the scan-line framework. The achieve-
ment of reducing the computation time provides the ability to implement the generated
depth map into the estimation process of biologically motivated classifier. Moreover,
updating the connection weight function of the motion sensitive cells using the depth
information helps in the fast detection of incoming objects in a dynamic environment.
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Abstract. When a three dimensional scene is projected to the two di-
mensional receptive field of a camera or a biological vision system, all
depth information is lost. Even without a knowledgebase, i. e. without
knowing what object can be seen, it is possible to reconstruct the depth
information. Beside stereoscopic depth cues, also a number of moncular
depth cues can be used. One of the most important monocular depth
cues ist the occlusion of object boundaries. Therefore one of the elab-
orated tasks for the low level image processing stage of a vision sys-
tem is the completion of cluttered or occluded object boundaries and
the depth assignment of overlapped boundaries. We describe a method
for depth ordering and figure-ground segregation from monocular depth
cues, namely the arrangement of so-called illusory contours at junctions
in the edge map of an image. Therefore, a computational approach to
the perception of illusory contours, based on the tensor voting technique,
is introduced and compared with an alternative contour completion re-
alized by spline interpolation. While most approaches assume, that the
position of junctions and the orientations of associated contours are al-
ready known, we also consider the preprocessing steps that are necessary
for a robust perception task. This implies the anisotropic diffusion of the
input image in order to simplify the image contents while preserving the
edge information.

1 Introduction

For technical as well as for biological vision systems, the completion of object
boundaries that are interrupted due to occlusions or low luminance contrast is
essential. This implies the distinction of completions of foreground object bound-
aries, called modal completions, and those of occluded background object bound-
aries, called amodal completions. The entirety of these completions are referred
to as virtual contours. Neurophysical studies have shown that the perception of
modal completions, called illusory contours, can be found in mammals, birds and
insects [10]. The importance of virtual contour perception for object boundary
completion becomes obvious regarding the fact that the brains of these animals

� We gratefully acknowledge partial funding of this work by the Deutsche Forschungs-
gemeinschaft under grant Me1289/7-1.
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(a) (b) (c) (d) (e) (f)

Fig. 1. Some possible depth interpretations for the Kanizsa triangle shown in (a)

have developed independently throughout evolution. Also for technical vision
systems the perception of complete object boundaries is an important issue, as
well for depth perception as for object recognition tasks.

Fig. 1(a) shows the Kanizsa triangle, which is the standard example for an
optical illusion caused by illusory contour perception and for depth ordering
derived from monocular depth cues. Even though there exists a multitude of
correct scene interpretations leading to the same retinal image (Fig. 1(b)-(f)), the
most often perceived depth ordering is the one shown in Fig. 1(b). Consequently,
the aim of a computational approach to scene interpretation cannot be to find
the correct depth ordering but to find the most probable scene interpretation.
One possibility for figure-ground segregation is to consider contours that are
interrupted by other contours. Such T-junctions can be interpreted as contours
that are interrupted by a foreground object boundary and therefore belong to
the background. But, as is stated in [2], where the figure-ground segregation was
based on this principle, “such a simple mechanism can be fooled”. For example,
the stripes of a zebra produce T-junctions at the “object boundary”, which
would lead the mechanism to regard the zebra as the background. In such a case
it is impossible to distinguish a hole from a textured object. In the following we
will show that the ambiguities can be reduced if the possible completions of the
interrupted contour are taken into account.

2 Related Work

The majority of approaches or models dealing with the problem of spatial contour
integration use some kind of bipole connection scheme, as introduced by Grossberg
and Mingolla [1]. This perceptual grouping kernel usually consists of two symmet-
ric lobes encoding the connection strength and orientation. For a detailed overview
of contour integration approaches, see [1] or [9]. In [9], emphasis is placed on mod-
els including illusory contour perception, namely the model of Heitger et al. [2],
and Neumann and coworkers [1] as a neurophysical inspired computational model
while the approach of Zweck and Williams [13] models the Brownian motion of a
particle from source to sink.

For the task of determining the connection path for illusory contours we
present and compare two alternative methods: spline interpolation and the ten-
sor voting technique introduced by Medioni et al. [8]. Tensor voting was applied
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successfully to contour inference problems on synthetic and binary input images
in [8]. In [6], this approach was extended to grayscale images as input, using gabor
filtering as a preceding image processing step. In the tensor voting framework
the grouping kernel, called stick voting field, is orientational, i.e. with angles
from 0◦ to 180◦ and designed for contour inference. Considering illusory contour
perception, the use of this stick voting field could make sense in the context
of a unified treatment of all contour elements, but would lead to interference of
contour elements, especially in the case of amodal completions behind a textured
foreground. What is needed for illusory contours including amodal completions is
a directional communication pattern (with angles from 0◦ to 360◦), e.g. one lobe,
which was already used in [7], but addressed to spontaneously splitting figures
and binary input images. Relatively little computational work has been done so
far on figure-ground segregation derived from illusory contour cues. As mentioned
above, Heitger et al. have implemented a merely rudimentary mechanism for
figure-ground segregation [2]. In [5], the phenomena of unit formation and depth
ordering are treated on a theoretical basis with focus on the neurophysical view.
Furthermore the “identity hypothesis” is proposed, stating that the mechanisms
for modal and amodal completions are identical and that the depth ordering can
be separated from the contour completion process. Regarding the monocular
case in a low level processing step, we will give hints that, for this early stage,
the depth ordering indeed can be realized with the contour completion being
identical for modal and amodal completions.

3 Preprocessing

For the determination of the gradient magnitude and orientation we use a Gaus-
sian based filterbank, which is also used for subsequent preprocessing steps. As
a further preprocessing step we use a threshold-free edge detection and a sub-
sequent corner detection [3]. This is achieved by applying an edge tracking over
edge candidates. The edge candidates are not only local extrema of the used fil-
terbank, but also local extrema of a corner shaped orientation selective filtermask
and zero crossings of a center-surround filter with a LoG-like behaviour.

Regarding the aim of a robust illusory contour perception, also noisy input
images have to be taken into account. While smoothing of the input image
interferes with the edge information, anisotropic diffusion methods are capable
of an edge preserving smoothing. Furthermore, anisotropic diffusion provides the
possibility to scale the level of detail of the input image.

In our approach the discrete image is regarded as a vector ξ0 ∈ R(m·d) with m
being the total number of pixels in the image and d the number of colors used.
The components ξ(x,k)0 of the vector represent the grayscale values for d = 1 or
RGB channel values for d = 3. Here, x is the image coordinate and k is the color
plane. Two assumptions are made about the cost function [4]. First, it should
cause costs if the image elements ξ(x,k) differ from the initial pixel values ξ(x,k)0 .
Second, neighboring elements must satisfy a continuity constraint. This leads to
a cost function of the form
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P (ξ) =
1
2
·

d∑
k=1

m∑
i=1

(ξ(i,k) − ξ(i,k)0 )
2 +

c

4
·

d∑
k=1

m∑
i=1

∑
j∈Ui

wij(ξ(i,k) − ξ(j,k))2 (1)

with ξ = (ξ(1,1), . . . , ξ(m,1), ξ(1,2), . . . , ξ(m,d))T with a smoothness or scaling fac-
tor c. Here, Ux is the neighborhood of a given pixel x with a weighting fac-
tor wxi > 0 with

∑
i∈Ux

wxi ≤ Q :=
∑

i∈Ux
1. Note that wxi �= wix is

allowed. Due to the cost function there must exist a minimum. The mini-
mum ξ must satisfy ∇P (ξ) = 0, which leads to a system of linear equations
∇P (ξ) = A · ξ − ξ0 = 0 with the elements of ∇P (ξ) given by ∂

∂ξ(x,k)
P (ξ) =

ξ(x,k) − ξ(x,k)0 +
c

2
(

∑
j∈Ux

wxj(ξ(x,k) − ξ(j,k))+∑
{i|x∈Ui} wix (ξ(x,k) − ξ(i,k))

)
. Consequently, the matrix A = (ai,j)i,j ∈

R(m·d)×(m·d) is given by

ai,j =
{

1 + c
2 (

∑
k wik +

∑
k wki) for i = j

c
2 (wji + wij) else with wkl = 0 for l /∈ Uk. Obvi-

ously, A is symmetric and positive definite. Therefore, an inverse A−1 must exist
and we have a unique solution of the equation system. For the numeric solution,
we use the gradient descent method. Starting with ξ0 ∈ R(m·d) the vector ξk is
iteratively updated via ξk+1 = ξk −λk∇P (ξk), λk > 0. Instead of using the local
optimal step size, which has to be computed for each iteration and therefore
causes high computational costs, we use a constant step size λ. It can be shown
that λ := 1

1+c·Q ensures the convergence [4]. We receive a step size that is depen-
dent on the scale, i. e. the smoothness factor c and the maximum number of pixels
Q in the neighborhood U . An important advantage of our problem formulation
in (1) is the fact that we are free to choose the weighting factors wij without loos-
ing existence or uniqueness of the solution. To achieve an anisotropic diffusion
behaviour, we use the following definition for the local support area. The orienta-
tion angle associated with a pixel is derived by applying the orientation selective
Gaussian based filterbank to the input image. Due to the given orientation angle
of a pixel the coordinates of its eight-point neighborhood are rotated into the co-
ordinates (x, y) and the corresponding weighting factors wij are determined from

the function f(x, y) =

{
0 for y > 0.7
1.0 + cos

(π · y
0.7

)
else . This ensures a strict dif-

fusion along one direction. For a more generous behaviour, the constants 0 and
0.7 have to be changed. It is clear that Qi = 1

2

∑
k(wik + wki) < Q and hence

f(x, y) is well posed. As it is mentioned above, we use a Gaussian based filter-
bank to derive the orientation angle we need to determine the weighting factors
wij . Unfortunately gradient based filters are very sensitive to noise. In order
to overcome this problem, we apply the anisotropic regularization to the edge
map that is generated by the Gaussian based filterbank, i. e. we apply eq. (1) for
d = 2 to the edge map that is defined by (ξ(x,1), ξ(x,2)) = |∇gx|(cos(αx), sin(αx))
with |∇gx| being the gradient magnitude and αx the associated orientation at
image position x. During the iterative process, eq. (1) is reformulated for each
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iteration step, since the weighting factors depend on the edge values that are
modified. That is, the orientaion of an edgel determines the weighting factors,
that are used for one iteration step. This step changes the edgel and therefore its
orientation. This leads to a self-organization of the edge map, enhancing salient
contours. Note that this proceeding no longer guarantees the uniqueness, the
iteration converges to a solution that depends on the starting vector.

4 Illusory Contour Perception

In [8], Medioni, Lee and Tang describe a framework for feature inference from
sparse and noisy data called tensor voting. The most important issue is the
representation of edge elements as tensors. In the 2D-case, a tensor over R2 can
be denoted by a symmetric 2 × 2 matrix T with two perpendicular eigenvectors
e1, e2 and two corresponding real eigenvalues λ1 > λ2. A tensor can be visualized
as an ellipse in 2-D with the major axis representing the estimated tangent
direction e1 and its length λ1 reflecting the saliency of this estimation. The
length λ2 assigned to the perpendicular eigenvector e2 encodes the orientation
uncertainty. Note that for junctions or corners neither the tensor representation
suffices to encode the at least two different orientations nor is the ball saliency a
trustable measure for junctions, since it is highly dependent on the orientations
of incoming edges. Grouping can be formulated as the combination of elements
according to their so-called stick-saliency (λ1 − λ2) or to their ball-saliency λ2.
In stick-voting, for each oriented input token the grouping kernel called stick-
voting-field is aligned to the eigenvector e1. In the following the input tokens
consist of detected junctions and their associated directions.

The crossing of two possible completions can lead to an undesired interference
of voting fields. This is shown in Fig. 2(c). The directions of completion, that are
generated by the completion of the black bars in Fig. 2(a) lead to Voting fields that
are perpendicular to each other. Consequently, they produce a high orientation
uncertainty. This leads to a corrupted contour completion, as shown in Fig. 2(d).

To overcome this problem, we also implemented an alternative contour com-
pletion in form of a spline interpolation. Here, the crossing of completed contours
leads to no problems, as can be seen in Fig. 2(e).

(a) (b) (c) (d) (e)

Fig. 2. Superposition of two bars and a circle: (a) input image, (b) detected edges with
diirection of possible completions, (c) stick salliency after voting process, (d) contour
completions after tensor voting and (e) after spline interpolation
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5 Figure-Ground Segregation and Depth Ordering

The figure-ground segregation for the results shown in the next section is based
on two simple rules for the crossing of two contours:

If a contour changes its state from real to illusory at a point of interest and if a
crossing contour does not, then the first contour belongs to the background and the
second contour belongs to an occluding foreground surface.

If a contour changes its state from real to illusory and if the illusory part lies within
the bounded region of a closed crossing contour, then the first contour belongs to the
background and the second contour is the closed boundary of an occluding object.

If both contours are closed and both contours have illusory parts that lie within the

bounded region of the other contour, no reasonable decision can be made. This would

be the case of spontaneously splitting figures.

More complex graph based labeling schemes can be found in [12] and [11], but
these two rules already suffice to interpret a variety of situations in an accurate
way, e.g. the second rule is sufficient to describe the complex depth ordering in
the Kanizsa triangle. While the second rule describes a more complex scene un-
derstanding mechanism, the first rule is even simpler and just requires the treat-
ment of local image structure. To ensure that the depth assignment is continuous
even for contours that bound surfaces that change from back- to foreground and
vice versa, we realize the depth ordering with a diffusion processthat is similar
to the one presented above: Let xn be the relative depth of a contour element
with neighbors xn+1, xn+2, xn−1 and xn−2. Depth of a contour means the depth
of the occluding surface if the contour marks the boundary of a surface. Given
a smoothing factor a, the cost term
C = 1

2

∑
n
a · (((xn+1 − xn) − (xn − xn−1))2 + (xn − xn+1)2 + (xn − xn−1)2) +{

(xn − x0)2 if xn belongs to a junction
0 otherwise enforces the smoothness of neighbor-

ing values as well as of the first derivative. Using the gradient descent method
to minimize the cost function leads to − ∂

∂xn
C = −a · (6xn − 4xn+1 − 4xn−1 +

xn+2+xn−2+4xn−2xn+1−2xn−1)−
{

2(xn − x0) if xn belongs to a junction
0 otherwise .

Then, with λ being the step width, the update rule for xn is given by x
(k+1)
n =

x
(k)
n − λ · ∂

∂xn
C. During the dynamic process we update the x0 values at points

of interest according to the figure-ground segregation described above.

6 Results

The impact of preprocessing becomes obvious regarding natural input images.
A proper inetrpretation of the depth constellation is merely impossible for
the input image shown in Fig. 3(a). After anisotropic diffusion the image is
scaled to it’s salient content without loosing localization accuracy (Fig. 3(c)).
In Fig. 3(d)the results for the figure-ground and depth ordering mechanisms
are shown. The contour elements bounding a foreground surface are displayed
lighter while edges being assigned a higher distance to the viewer are displayed
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(a) (b) (c) (d)

Fig. 3. Three coins on a sheet of paper: (a) original image, (b) result of edge detection
applied to the original image, (c) input image after anisotropic diffusion mit with
thesholded weighting factors und (d) result of perceptual organization with completed
contours and depth ordering

(a) (b) (c)

Fig. 4. Pencil with gasket rings: (a) original image and (b) reasult after anisotropic
diffusion with thesholded weighting factors and (c) results of contour completion

(a) (b) (c)

Fig. 5. Pencil image:(a) lateral view of depth ordering results without post processing,
(b) lateral view with post processing assuming that depth values of one contour lie on
an a plane and (c) isometric view of depth values with post processing

darker.This illustrates that the second rule presented in the previous section lets
the mechanism interpret the depth ordering that is identical to human percep-
tion. Also for the pencil image (Fig. 4) the edge and corner detection on the
original image would create problems that can be overcome by applying the
anisotropic diffusion as a preprocessing step. In 4(d) the figure-ground segre-
gation results from the first rule. As can be seen, the dynamic depth ordering
ensures that even with key points changing from figure to ground a continuous
depth signal can be produced.

7 Conclusion

A computational approach was presented for the depth ordering at surface
boundaries in monocular images. The approach includes corner- and edge de-



104 M. Hund and B. Mertsching

tection, illusory contour perception, figure-ground segregation at junctions and
depth ordering for real and completed contours. The illusory contour perception
is based on the Tensor Voting framework, for what we constructed a new com-
munication pattern that allows a clear distinction beween the distance along a
circular path and its curvature. The figure-ground segregation is done by the
application of two simple rules, one regarding local image content and one plac-
ing emphasis on closed contours. Furthermore we invented a diffusion process,
in which the figure-ground segregation at key points is carried to the rest of
the contour. It was shown that this proceeding even works with two surfaces
occluding one another. Consequently, this approach allows an assumption about
an object’s relative position in space, not just a distinctuion between figure and
ground. The promising results presented for these mechanisms may be consid-
ered as an evidence for Kellmanns “identity hypothesis” [5], but on the other
hand, regarding a larger scale, it seems clear that contour perception is also
influenced by top down processes driven by knowledge base.

8 Future Work

Obviously, binocular depth cues belong to the most significant inducers for depth
perception. Our future work will include a fusion of work we have done on stereo-
scopic algorithms with the mechanisms presented here. On the one hand, the
depth ordering presented here can be used as an input to stereoscopic disparity
estimation, on the other hand the results of a stereoscopic algorithm can be
feeded back to the figure-ground segregation step.
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Abstract. The biggest challenge in hand detection and tracking is the high di-
mensionality of the hand’s kinematic configuration space of about 30 degrees of
freedom, which leads to a huge variance in its projections. This makes it difficult
to come to a tractable model of the hand as a whole. To overcome this problem,
we suggest to concentrate on posture invariant local constraints, that exist on fin-
ger appearances. We show that, besides skin color, there is a number of additional
geometric and photometric invariants. This paper presents a novel approach to
real-time hand detection and tracking by selecting local regions that comply with
these posture invariants. While most existing methods for hand tracking rely on
a color based segmentation as a first preprocessing step, we integrate color cues
at the end of our processing chain in a robust manner. We show experimentally
that our approach still performs robustly above cluttered background, when using
extremely low quality skin color information. With this we can avoid a user- and
lighting-specific calibration of skin color before tracking.

1 Introduction

Hand gestures are an intuitive modality of communication. While already used to
control Virtual Reality environments, the interest in harnessing them as a mean of
human-machine-communication has been recently increasing, with consumer electron-
ics getting more and more aware of gestures. This ranges from finger gestures to control
touch tables and smart phones up to hand/arm gestures used by gaming consoles.

All the devices mentioned above use specialized hardware connected with the user to
recognize hand and finger gestures, like data gloves, touchscreens, or hand held inertial-
visual ‘remote controls’. However, detecting hands and hand posture on camera images
only is appealing, since the user does not need to wear or hold additional hardware.
Additionally, cameras are a cheap mass market product, often already pre-installed in
computers and phones and deliver more context information that can be incorporated
into the interaction model.

The biggest challenge in visual hand detection is the high dimensionality of the
hand’s kinematic configuration space of about 30 degrees of freedom (DOFs). This
makes it difficult to find hands in images, due to the huge variance in its projections.
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Forschung, BMBF (project AVILUSplus, grant number 01IM08002).
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Fig. 1. Overview of our approach: First candidates are selected on geometric features only. In the
succeding scoring step the local image content around each candidate is evaluated, integrating
color cues. The candidates are being combined to lines using hysteresis thresholding and taken
as input to a first CAMShift tracker. If the tracker converges, a second CAMShift starts from this
point on the skin color probability image. The direction between the two means is taken as the
hand’s principal axis.

When it comes to tracking, a further challenge is, that the hand and fingers can be moved
at high velocity. This leads to highly dissimilar consecutive images at standard camera
frame rates around 30 fps. The use of a motion model of the hand is only of modest
utility, since accelerations are likely to vary too quickly as well. This will eventually
result in frequent tracking losses and makes (re-)detection an important prerequisite for
practical hand tracking systems.

Constraints on finger apperance

On the projection of a finger, there exist some constraints that are invariant to the hand
pose and posture. Firstly, its bounding edges are always approximately parallel with no
aligned edges in between. Additionally, since the anatomical variance is limited, the dis-
tance of the bounding edges can be approximately estimated by only taking the hand’s
distance from the image sensor into account. Finally, unless the lighting is extremely
ambient, each finger exhibits smooth shading along its profile.

If there is no occlusion by the palm itself or foreground objects, there must always
be at least one finger fully visible in the image with the exception of the finger’s flexion
axis being aligned with the image plane. In this case the finger can occlude itself if
flexed to a certain extent but would still be partly visible. So, both in 2D and 3D, the
approach to detect hands by detecting fingers is feasible.
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The remainder of the paper is structured as follows. Firstly, related work about hand
detection is shortly reviewed. Then our approach to finger resp. hand detection is de-
scribed. In section 4 we outline our algorithm and its results and conclude in section 5.

2 Related Work

Hand detection and tracking has been an important focus of research in the last decade.
Existing approches can be roughly split into:

– appearance or view based that try to learn the image of a certain hand pose, e.g. [1]
or try to match model and image edges, e.g. [2]. The main disadvantage is the lack
of flexibility since only a predefined set of poses can be detected.

– model based approaches, e.g. [3, 4, 5], that use a kinematic hand model instead of
predefined templates, but the high dimensionality of the hand in general restricts
the applicability to tracking of small inter-frame changes.

– contour or silhouette based methods, e.g. [6, 7, 8, 9] that use the hand contour as
feature for tracking.

The method proposed in this paper is in principle contour based, but in contrast to the
other methods, the contour is not calculated using a color based segmentation. Actually,
in our approach, the hand contour is never computed directly and is only implicitly re-
constructable from the outcome of the algorithm. Also we do not make the assumption,
that our contour must also be the boundary between skin-color- and non-skin-color-
pixels. The first advantage of our method is, that we do not need to rely on thresholding
to detect the candidates. Moreover, since we integrate color information in a robust man-
ner, our approach can deal with extremely low quality skin color probability images, as
well as above skin colored background. A field that is quite close to our first candidate
selection step is curvilinear structure extraction [10,11]. The main difference is, that we
already integrate assumptions about the finger appearance in the extraction process and
use a second scoring step to evaluate the local image content around a candidate.

3 Finger Detection

Besides the constraints given in section 1, we integrate another constraint on hand pos-
tures: For the outstretched hand, the pairwise maximum angle between fingers has an
upper bound. In other words, the maximum angle between an outstretched finger and
the principal hand axis is limited. This not only simplifies computation, but also helps
to increase robustness during tracking as we will show later.

Color segmentation is typically one of the first steps in many hand tracking algo-
rithms. Though skin color is a very decisive feature, the problem is, that a threshold
parameter has to be selected to determine, if a pixel is treated as skin color or not. The
success of the whole method then depends on the selection of this parameter. The same
thing applies to edge extraction, which also relies on a threshold. In our approach we
do not rely on any parametric preprocessing at all and only threshold the processing
results. Especially, if two fingers are touching silhouette based methods fail to distin-
guish the fingers. Since the shared contour line typically exhibits a weak magnitude, it
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is also often ignored by edge extraction. We overcome this problem by looking on pairs
of parallel edges in a distinct distance. If only one edge is sufficiently strong, the pairing
one can be emphasized due to the distance constraint. Thus it is not necessary, that both
edges exhibit a strong magnitude.

The detection works in two stages: First a number of pixel-candidates are being
selected by a fast convolution-based method. These candidates are pixels that are most
likely to be located on finger centers as defined through the criteria given in section 1.
The selected candidates still contain a lot of false positives, since the criteria are not
decisive enough. The candidates are then being scored by evaluating the image content
on a scan line through the candidate. In the following subsections, we will describe this
in detail, as well as a fast and robust method to determine the hand’s principal axis.

3.1 Candidate Selection

The leadoff set of candidates is selected by a convolution of the edge image with a
specialized filter kernel. This kernel is a function of the average finger radius expected in
the image r̄, its variance σ̄, and the maximum deviation Δα from the finger orientation
from the principal hand axis α. To shorten notation, we use the helper variables rΔα =
1
2 (r̄+ r̄/cos(Δα)), which denotes the width respectively σΔα = σ̄/

√
cos(Δα) which

denotes the variance, both adapted to accomodate for an angular deviation Δα from the
principal hand axis. The kernel function then becomes

frΔα,σΔα(x) = (δ(|x−wΔα|)∗2NσΔα(x))− 1
σΔα

√
2π

, x ∈ [−rΔα, rΔα], |Δα| < π,

(1)
where δ denotes the Dirac-function,NσΔα the zero-mean normal distribution with vari-
ance σΔα, and ∗ convolution. An example of this function is shown in fig. 2 We apply
this kernel to the component-wise squared directional image derivative perpendicular
to the principal hand axis. The filter emphasizes edges in the distance of the assumed
finger width and penalizes edges in between and is similar to the sign-free first deriva-
tive of a blurred bar profile. Differences are firstly, that we crop the kernel to diminish
influence from the surrounding to be able to cope with cluttered background. Secondly,
we substract a discount from the kernel, to actually penalize image edges in between.
The local maxima of the filter response are chosen as candidates.
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Fig. 2. Example of the kernel function for r̄ = 10, σ̄ = 4, and Δα = 45 degrees. The graph on
the left shows the corresponding kernel function. The two images show the filter response for a
hand above a uniform background (middle) and cluttered background (right).
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3.2 Scoring Candidates

The scoring step is used in two ways: Firstly, to find the exact center and width of
the assumptive finger. Secondly, to retrieve a score for the candidate. This is done

Fig. 3. Illustration of the scoring step. The image is evaluated on a scanline through the candidate
point, integrating color cues. The boundaries are estimated by maximizing eq. 2.

by maximizing a scoring function of the center c and the finger radius r, evaluat-
ing the image along a scan-line through the candidate, perpendicular to the principal
axis. Thus, if the candidate actually lies near a finger center, the scan-line contains the
finger profile as illustrated in fig. 3. Following the intuition that the bounding edges
should be the most salient ones, we chose the difference between the weaker bound-
ing edge and the maximum in-between contrast as one quality measure: φe(c, r) =

min(M(c − r),M(c + r)) − c+r-1
max

x=1-c-r
(M(x)), where M(x) is the gradient magnitude

along the scan-line. Furthermore parallelism of the edges is enforced by φo(c, r) =
Nσp(O(c − r) − O(c + r)), using the local gradient orientation O(x). To account
for the error we make, since the scan-line is generally not perpendicular to the fin-
ger axis, we formulate φw(c, r) = Nσp(r̄ − r cos(O(c − r) − α)) as the distance
score, with a constant variance parameter σp. To describe shading on a finger, we use
the range of brightness values between the boundaries. Since we also penalize hard
edges in between, this is an easy way to enforce smooth shading along the scan-line:

φs(c, r) =
c+r-1
max

x=1-c-r
(Ilum(x))−

c+r-1
min

x=1-c-r
(Ilum(x)). Finally we integrate skin color information

through φc(c, r) =
c+r-1∏

x=1-c-r
(p(skin |I(x)) + 0.5), where p(skin|I(x)) is the probability

of I(x) being a skin color pixel. We add 0.5 before multiplication to prevent a single
probability being close to zero rejecting the whole scan-line. The scoring function is
the product of the parts just described:

(ĉ, r̂) = arg max
c,r

φeφwφoφcφs. (2)

4 Tracking and Results

4.1 Tracking Algorithm

Until now, only local information was incorporated into the generation of the candidates
and scores. Since the candidates are assumed to be located at finger centers, they should
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Fig. 4. Comparison between high (first row) and low (second row) quality of skin color distribu-
tion. The low quality distribution image was generated from virtually gray values only. Results
are very robust even with poor skin color distribution images.

be combineable to a line along the finger. This is done using hysteresis thresholding,
similar to a Canny edge extractor: Starting from candidates with scores above a certain
threshold we combine neighboring candidates in direction of the candidate’s orientation
into lines. This is continued until the score of the next candidate is falling below a
second, lower threshold. Through this step weak isolated candidates or even clusters
of cluttered weak candidates can get rejected while retaining all candidates that are
connected curvilinearly to strongly scored candidates. The white lines visible on the
right half of fig. 4 show typical results of the hysteresis thresholding step. The region of
the image with the candidates scored highest is then chosen as the hand region.

This is done using a continuously adaptive mean shift approach (CAMShift) [12] on
the thresholded candidates. CAMShift is an extension of the mean shift algorithm [13],
that performs hill climbing on discrete distributions, therefore appropriate for use with
images. The mean shift approach iteratively centers a search window according to the
first moment of the distribution calculated over this window. CAMShift additionally
adapts the size of the search window according to the second moment of the distribution.

If the mean shifting does not converge or the sum of candidate scores within the
converged search window lies below a certain threshold, we reset the search window to
the whole image, thus trying to detect the hand in the next frame.

Tracking and principal hand axis determination. If the CAMShift on the candidates
converges we use another CAMShift, this time on the skin color probability distribution
image, using the outcome of the first CAMShift as initial search window. If the skin
color distribution is not entirely degenerated, a mode of the distribution is located at the
hand’s palm, thus attracting the mean during CAMShift iterations. The direction from
the local skin color mean to the local candidate mean is taken as the hand’s principal
axis. If the two means are diverging, i.e. the candidate pixels are completely disjunct
from the color pixels set, this is taken as another criterion for tracker loss. The whole
algorithm is illustrated in fig. 1.
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The skin color probability for each pixel is calculated by using the euclidean distance
between the pxiel’s color value I(x)hsv in a HSV and a constant reference color value
Iref weighted with the column vector w: p(skin|I(x)) = 1.0 − ||wT (I(x)hsv − Iref))||2,
which is then simply clamped to the range [0, 1].

4.2 Results

To demonstrate that the method does not substantially rely on color cues we show the
outcome of the algorithm fig. 4 using different qualities of skin color distribution im-
ages. The low quality skin color distribution was generated by decreasing the weights
for hue and saturation by a factor of 10, thus almost only relying on gray-values. The al-
gorithm was applied to a sequence showing a moving hand above cluttered background
and using the low quality mask. Fig. 5 shows example pictures of the sequence. The
sequence consists of 140 VGA color images. For detection we assume a vertical hand
axis and only slightly adapt it to the recognized one, due to the noisy outcome with this
quality of skin distribution. Still, the skin color distribution CAMShift step converges
approximately in the right direction, depsite the extremely imprecise distribution. This
is due to the fact, that we initialize its search window on a part of the hand in an appro-
priate size. Therefore, the CAMShift iterations take off, focussing the hand area only
and is attracted to the local mode on the hand’s palm without being distracted from sur-
rounding clutter. In the last row of fig. 5, one can see that the hand is still being tracked,
though above the other hand. This is due to the principal axes of the hands are almost
perpendicular, thus ignoring the finger responses of the untracked hand.

Fig. 5. The first row exemplarily shows three low quality skin color distribution images used
for tracking. The six images below show tracking results above cluttered background using this
imprecise distribution.
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5 Conclusion and Future Work

A framework for robust hand detection tracking has been presented, that focusses on ge-
ometric hand posture invariant constraints to find hands in images. The method does not
require any color or foreground based segmentation of the hand but robustly integrates
color cues in a scoring step together with other geometric and photometric features.
Therefore our method can deal with extremely degenerate skin color distributions and
thus does not need to be calibrated to a users skin color before use. The confirmed
candidates also give appoximate finger positions. A succeding posture analysis could
readily incorporate this information.

Next steps include the expansion of this approach to posture classication and fitting
of a hand model in the candidate set. Another promising approach would be to employ
the appearance vector along the candidate’s scan-line as descriptor for use in a tracking
by matching approach.
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Abstract. The selection of the optimal feature subset and the classification has 
become an important issue in the field of iris recognition. In this paper we 
propose several methods for iris feature subset selection and vector creation. In 
this paper we propose a new feature extraction method for iris recognition 
based on contourlet transform. Contourlet transform captures the intrinsic 
geometrical structures of iris image. For reducing the feature vector dimensions 
we use the method for extract only significant bit and information from 
normalized iris images. In this method we ignore fragile bits. At last, the feature 
vector is created by two methods: Co-occurrence matrix properties and 
contourlet coefficients. For analyzing the desired performance of our proposed 
method, we use the CASIA dataset, which is comprised of 108 classes with 7 
images in each class and each class represented a person. Experimental results 
show that the proposed increase the classification accuracy and also the iris 
feature vector length is much smaller versus the other methods.  

Keywords: Biometric, Iris Recognition, Contourlet Transform, Co-occurrence 
Matrix, Contourlet coefficients. 

1   Introduction 

There has been a rapid increase in the need of accurate and reliable personal 
identification infrastructure in recent years, and biometrics has become an important 
technology for the security. Iris recognition has been considered as one of the most 
reliable biometrics technologies in recent years [1, 2]. The human iris is the most 
important biometric feature candidate, which can be used for differentiating the 
individuals. For systems based on high quality imaging, a human iris has an 
extraordinary amount of unique details. Features extracted from the human iris can be 
used to identify individuals, even among genetically identical twins [3]. Iris-based 
recognition system can be noninvasive to the users since the iris is an internal organ 
as well as externally visible, which is of great importance for the real-time 
applications [4]. Based on the technology developed by Daugman [3, 5, 6], iris scans 
have been used in several international airports for the rapid processing of passengers 
through the immigration which have pre registered their iris images. 
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1.1   Related Works 

The usage of iris patterns for the personal identification began in the late 19th century; 
however, the major investigations on iris recognition were started in the last decade. 
In [9], the iris signals were projected into a bank of basis vectors derived by the 
independent component analysis, and the resulting projection coefficients were 
quantized as Features. A prototype was proposed in [10] to develop a 1D 
representation of the gray-level profiles of the iris. In [11], biometrics based on the 
concealment of the random kernels and the iris images to synthesize a minimum 
average correlation energy filter for iris authentication were formulated. In [5, 6, 12], 
the Multiscale Gabor filters were used to demodulate the texture phase structure 
information of the iris. In [13], an iris segmentation method was proposed based on 
the crossed chord theorem and the collarette area. An interesting solution to defeat the 
fake iris attack based on the Purkinje image was depicted in [16]. An iris image was 
decomposed in [17] into four levels by using the 2D Haar wavelet transform, the 
fourth-level high-frequency information was quantized to form an 87-bit code, and a 
modified competitive learning neural network (LVQ) was adopted for classification. 

Fourth-level high-frequency information was quantized to form an 87-bit code, and 
a modified competitive learning neural network (LVQ) was adopted for classification. 
In [18], a modification to the Hough transform was made to improve the iris 
segmentation, and an eyelid detection technique was used, where each eyelid was 
modeled as two straight lines. A matching method was implemented in [19], and its 
performance was evaluated on a large dataset. In [20], a personal identification 
method based on the iris texture analysis was described. The remainder of this paper 
is organized as follows: Section 2 deals with proposed method. Section 3 deals with 
Feature Extraction method discussion. Section 4 deals with feature subset selection 
and vector creation techniques, Section 5 shows our experimental results and finally 
Section 6 concludes this paper. 

2   Proposed Method: The Main Steps 

First the image preprocessing step performs the localization of the pupil, detects the 
iris boundary, and isolates the collarette region, which is regarded as one of the most 
important areas of the iris complex pattern. The collarette region is less sensitive to 
the pupil dilation and usually unaffected by the eyelids and the eyelashes [8]. We also 
detect the eyelids and the eyelashes, which are the main sources of the possible 
occlusion. In order to achieve the invariance to the translation and the scale, the 
isolated annular collarette area is transformed to a rectangular block of fixed 
dimension. The discriminating features are extracted from the transformed image and 
the extracted features are used to train the classifiers. The optimal features subset is 
selected using several methods to increase the matching accuracy based on the 
recognition performance of the classifiers. 

2.1   Iris Normalization 

We use the rubber sheet model [12] for the normalization of the isolated collarette 
area. The center value of the pupil is considered as the reference point, and the radial 
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vectors are passed through the collarette region. We select a number of data points 
along each radial line that is defined as the radial resolution, and the number of radial 
lines going around the collarette region is considered as the angular resolution. A 
constant number of points are chosen along each radial line in order to take a constant 
number of radial data points, irrespective of how narrow or wide the radius is at a 
particular angle. We build the normalized pattern by backtracking to find the 
Cartesian coordinates of data points from the radial and angular positions in the 
normalized pattern [3, 5, and 6]. The normalization approach produces a 2D array 
with horizontal dimensions of angular resolution, and vertical dimensions of radial 
resolution form the circular-shaped collarette area (See Fig.1I). In order to prevent 
non-iris region data from corrupting the normalized representation, the data points, 
which occur along the pupil border or the iris border, are discarded. Fig.1II (a) (b) 
shows the normalized images after the isolation of the collarette area. 

3   Feature Extraction and Encoding 

Only the significant features of the iris must be encoded so that comparisons between 
templates can be made. Gabor filter and wavelet are the well-known techniques in 
texture analysis [5, 19, 20, 21]. In wavelet family, Haar wavelet [22] was applied by 
Jafer Ali to iris image and they extracted an 87-length binary feature vector. The 
major drawback of wavelets in two-dimensions is their limited ability in capturing 
Directional information. The contourlet transform is a new extension of the wavelet 
transform in two dimensions using Multi scale and directional filter banks. The 
feature representation should have information enough to classify various irises and 
be less sensitive to noises. Also in the most appropriate feature extraction we attempt 
to extract only significant information, more over reducing feature vector dimensions, 
the processing lessened and enough information is supplied to introduce iris feature 
vectors classification. 
 

 

Fig. 1. (I) shows the normalization procedure on CASIA dataset; (II) (a), (b) Show the 
normalized images of the isolated collarette regions 
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3.1   Contourlet Transform 

Contourlet transform (CT) allows for different and flexible number of directions at 
each scale. CT is constructed by combining two distinct decomposition stages [33], a 
multistage decomposition followed by directional decomposition. The grouping of 
wavelet coefficients suggests that one can obtain a sparse image expansion by 
applying a multi-scale transform followed by a local directional transform. It gathers 
the nearby basis functions at the same scale into linear structures. In essence, a 
wavelet-like transform is used for edge (points) detection, and then a local directional 
transform for contour segments detection. A double filter bank structure is used in CT 
in which the Laplacian pyramid (LP) [23] is used to capture the point discontinuities, 
and a directional filter bank (DFB) [24] to link point discontinuities into linear 
structures. The combination of this double filter bank is named pyramidal directional 
filter bank (PDFB) as shown in Fig.4.Benefits of Contourlet Transform in the Iris 
Feature Extraction to capture smooth contours in images, the representation should 
contain basis functions with variety of shapes, in particular with different aspect 
ratios. A major challenge in capturing geometry and directionality in images comes 
from the discrete nature of the data; the input is typically sampled images defined on 
rectangular grids. 

3.2   The Best Bit in an Iris Code 

Biometric systems apply filters to iris images to extract information about iris texture. 
Daugman’s approach maps the filter output to a binary iris code. The fractional 
Hamming distance between two iris codes is computed and decisions about the 
identity of a person are based on the computed distance. The fractional Hamming 
distance weights all bits in an iris code equally. However, not all the bits in an iris 
code are equally useful. For a given iris image, a bit in its corresponding iris code is 
defined as “fragile” if there is any substantial probability of it ending up a 0 for some 
images of the iris and a 1 for other images of the same iris. According to [25] the 
percentages of fragile bits in each row of the iris code, Rows in the middle of the iris 
code (rows 5 through 12) are the most consistent. 

4   Feature Vector Creation in Proposed Method 

According to the method mentioned in section 3.2, we concluded the middle band of 
iris normalized images have more important information and less affected by fragile 
bits, so for introducing iris feature vector based on contourlet transform the rows 
between 5 and 12 in iris normalize image are decomposed into eight directional sub-
band outputs using the DFB at three different scales and extract their coefficients. In 
our method we use using the Grey Level Co-occurrence Matrix (GLCM) and 
Contourlet Coefficient. Various textural features have been defined based on the work 
done by Haralick [26]. These features are derived by weighting each of the co-
occurrence matrix values and then summing these weighted values to form the feature 
value. The specific features considered in this research are defined as follows: 
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the previous section level 2 sub bands are extracted and according to the Following 
Rule are modified into binary mode: 

 

If Coeff (i)>=0 then NewCoeff (i) =1 
Else NewCoeff (i) =0 

 

And with hamming distance between the vectors of the generated coefficients is 
calculated. Numbers ranging from 0 to 0.5 for inter-class distribution and 0.45 and 0.6 
for intra-class distribution are included. In total 192699 comparisons inter-class and 
1679 comparisons intra-class are carried out. In Fig.2 you can see inter-class and 
intra-class distribution. In implementing this method, we have used point 0.42 the 
inter-class and intra-class separation point. 

 

 

Fig. 2. Inter and Intra Class Distribution 
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5   Experimental Results 

For creating iris feature vector we by GLCM carried out the following steps: 

1) Iris normalized image (Rows in the middle of the iris code (rows 5 through 
12)) is decomposed up to level two.(for each image ,at level one, 2  and at 
level two, 4 sub band are created) . 

2) The sub bands of each level are put together, therefore at level one a matrix 
with 4*120 elements, and at level two a matrix with 16*120 elements is 
created. We named these matrixes: Matrix1 and Matrix 2. 

3) By putting together Matrix1 and Matrix 2, a new matrix named Matrix3 with 
20*120 elements is created. The co-occurrence of these three matrixes with 
offset one pixel and angles 0, 45, 90 degree is created and name this matrix: 
CO1, CO2 and CO3.in this case for each image 3 co-occurrence matrixes 
with 8*8 dimensions are created.  

4) According to the Haralick‘s [26] theory the co-occurrence matrix has 14 
properties, of which in iris biometric system we used 7 properties which are 
used for 3 matrixes , so the feature vector is as follow: 

 
F=[En1,Cont1,cor1,hom1,Acor1,dis1,ine1, En2,Cont2,cor2, hom2,Acor2,dis2,ine2 
En3,Cont3,cor3,hom3,Acor3,dis3,ine3] In other word the feature vector in our 
method has only 21 elements. Also for improving results, for each sub bands and 
scale we create a feature vector by using GLCM.in other words for each eight sub 
bands in level 3 of Contourlet transform we computed GLCM properties, separately 
and then by combining these properties the feature vector is created. In this case the 
feature vector has 56 elements. In Table 1 and Table 2 you can see the result of 
implementing our proposed methods: 

Table 1. Result of Implementing Proposed Method(GLCM) 
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Table 2. Result of Implementing Proposed Method (Binary Vector) 

FRR% FAR% separation point 
0 99.047 0.2 
0 82.787 0.25 
0 37.880 0.30 
0 5.181 0.35 
0 2.492 0.4 

2.3 1.2 0.42 
7.599 0.002 0.45 
99.499 0 0.5 

In Table 3 we compared our proposed method with some other well known methods 
from 2 view points: feature vector length and the correct of percentage classification: 

Table 3. Comparison Between Our Proposed Method and Some well- known Method 

Method 

The Correct Of 

Percentage 

Classification (%) 

The Feature Vector 

Length(Bit) 

Dugan[3] 100 2048 

Lim[17] 90.4 87 

Ma[20] 959 1600 

Jafar Ali[22] 92.8 87 

Our Methods 

(GLCM)  

GLCM (Combining Sub bands) 

Binary Vector 

94.2 

96.3 

96.5 

21 

56 

2520 

6   Conclusions 

In this paper we proposed an effective algorithm for iris feature extraction using 
contourlet transform Co-occurrence Matrix have been presented. The GLCM and 
binary Coefficients proved to be a good technique as it provides reasonable accuracy 
and is invariant to iris rotation. For Segmentation and normalization we use Daugman 
methods. Our proposed method can classify iris feature vector properly. The rate of 
expected classification for the fairly large number of experimental date in this paper 
verifies this claim. In the other words our method provides a less feature vector length 
with an insignificant reduction of the percentage of correct classification. 
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Abstract. Human observers consequently misjudge the position of moving 
objects towards the direction of motion. This so called flash-lag effect is 
supposed to be related to very basic processes such as processing latencies in 
the human brain. In our study we show that this effect can be inversed by 
changing the task-set of the observer. A top-down change of the observers 
attentional set leads to a different perception of otherwise identical scenes. 
Cognitive theories regard the misperception of the moving object as an 
important feature of attention-mediated processing, because it reflects the 
prioritized processing of important objects.  

1   Where Do We See Moving Objects? 

If human observers look at moving objects and judge their position at a specified 
point in time, they misjudge their positions towards the directory of motion. This 
effect is called flash-lag and known since 1931 [1]. Most theories agree that this effect 
is related to processing latency. The human visual system has a processing latency of 
about 80 ms [2]. We do not see the world as it is, but as it was about 80 ms ago. In a 
static world this would not be much of a problem, but in a dynamic world, objects can 
change positions during this time. If, for example, the tennis player Andy Roddick is 
to serve, he accelerates the ball up to 250 km/h [3]. In 80 ms, this ball travels 5.5 
meters. Seeing the ball 5.5 meters displaced is no beginning for a successful return. A 
more up-to-date representation of the environment would enhance the chance to 
return the ball.  

The same is true for technical systems. A football robot consequently misjudging 
the position of the ball with about 80 ms could only interact with very slowly moving 
footballs. Real-time representations of the outer world would enhance attempts to 
interact with the world. On the other hand, real-time processing is not possible, 
neither for robots nor for humans. How does the human visual system cope with a 
considerable slower processing speed? Attentional accounts answer: by having a clue 
what is important. If attention is deployed to a specified area in the visual field, 
objects inside this particular area are processed faster than objects outside this area 
[4]. According to the attentional view, the misperception of the moving object is not a 
bug but a feature.  
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But how does the visual system know what is important? One object could be 
important in one situation but totally useless in another situation. If observers have the 
difficult task to count passes between random moving basketball players, the ball and 
the players are very important. A moonwalking bear, crossing the scene would be 
very unimportant although moonwalking bears could be assumed to be important. If 
observers watch the same scene without a particular task, the player would be less 
important and the bear comparatively more important. Studies show that human 
observers consequently miss salient objects when busy with another task, but have no 
problem in detecting them without a demanding task [5]. In the following study, we 
will show that the relative importance of objects sets the perceived position of moving 
objects at a specified point in time.  

2   Experimental Setup 

We use a standard flash-lag paradigm with a moving stimulus and a static stimulus. 
The static stimulus is used as a time marker. Our setup looks like a clock face with a 
seconds hand traveling on the outer rim of the clock (see figure 1). The time marker is 
an inner clock hand that can be seen on four different positions, 3 o’clock, 6 o’clock, 
9 o’clock and 12 o’clock. We realized three conditions in which the position of the 
moving object was to judge. The seconds hand was always visible and moving 
smoothly with 25 rpm around the clock. The inner clock hand was also moving with 
25 rpm but only visible on four positions. It started at the 12 o’clock position, jumped 
to the 3 o’clock, the 6 o’clock, the 9 o’clock and again to the starting position.  

In condition 1, the inner clock hand was only visible for 13.3 ms. The observer’s 
task was to adjust the position of the seconds hand in a manner that it was aligned to 
the 3 o’clock position, the moment the inner clock hand was visible. The onset of the 
inner hand (the time marker) triggers the onset of the comparison task. One cannot 
judge the relative position of two objects when only one is visible. So the position of 
the moving object is relatively unimportant while it cannot be compared to the time 
marker. The time marker has to be attended-to first and afterwards the moving object.  

In condition 2two, the task stays the same but the setup changes a bit. The inner 
hand is always visible and the seconds hand gets a head start of ¼ revolution. The 
task is to adjust the position of the moving stimulus that both objects are aligned when 
the inner hand catches up with the outer hand. To solve the task, one has to wait until 
the inner hand jumps and compare the new position of the inner hand to the actual 
position of the outer hand. Again, the time marker has to be attended-to first and 
afterwards the moving object. 

In condition 3, the inner hand gets a head start of ¼ revolution. Now the seconds 
hand has to catch up with the inner hand. The task is to adjust the position of the 
seconds hand so that the inner hand jumps to the next position the moment both 
objects are aligned. Priority changes in this condition. The inner clock hand is 
unimportant until the seconds hand reaches its position. In this condition the moving 
object has to be attended-to first and afterwards the time marker.  

In all three conditions the task remains the same. Two objects have to be aligned in 
a single, specified moment. But human observers use different strategies to detect this 
moment. In the first two conditions the task requires first to attend to the inner hand 
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and later to the seconds hand. In the 3rd condition attention is first deployed to the 
seconds hand and later to the inner hand.  

3   Results 

Figure 1 shows the average results of five observers (one author and four naïve 
observers) at Paderborn University. The seconds hand was seen as displaced in 
direction of motion when the inner clock hand triggered the onset of the task. The 
seconds hand was seen as displaced contrary to the direction of motion when the 
onset of the task was triggered by itself. The setup and the average results are 
depicted in Figure 1.  

 

Fig. 1. In each condition the perception of the moving bars should look like the reference 
picture depicted under “setup”. The actually presented picture did not match the subjective 
perceived picture. In conditions 1 and 2, the seconds hand was lagging behind the inner hand 
while perceived as aligned. In condition 3, the seconds hand was leading the inner hand while 
perceived as aligned.  

These findings indicate sequential encoding of first the object that heralds the 
beginning of the task and second the reference object. Such a task-dependent, top-
down sequence was predicted by the attentional explanation of the flash-lag effect. 
The point is: It is not the bottom-up properties of the presented objects which 
modulate the percept, but the task the observer performs.  

The moving object could be seen either as leading or as lagging. Transferred to the 
tennis player, this would mean a more up-to-date representation of the ball if the task 
is returning the ball. The exact position of the opponent would be less important and 
could be processed later. The perception of the exact position of the tennis player has 
not been investigated yet. However, there are some studies on football players which 
are perfectly in line with our attentional explanation. If the linesman is to judge 
offside he has a bias towards judging offside even if there was no offside [6]. And 
indeed the lineman’s task reminds of a flash-lag task. One has to judge the position of 
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a moving object (the player) at a specified time (when the pass was shot). The onset 
of the lineman’s task is triggered by the pass, so attention is first deployed to the ball 
and after the pass was recognized deployed to the player. Unfortunately (for the 
attacking team) the player has moved during this time and is being seen in an offside 
position after the ball was passed. Deploying attention first to the player (is he in an 
offside position?) and then to the ball carrier (is he passing?) should inverse the bias 
into less offside judgments even when the attacking player is in an offside position. 
Unfortunately (for the linesman) players are often in passive offside positions. In this 
case the linesman has to do nothing. So the strategy of first attending the player and 
then the ball carrier would result in much useless cognitive work.  

To sum up: Our experimental results with human observers demonstrated that 
attention speeds up the perception of an attended object quite a bit (36 to 61 ms). Such 
latency effects have been reported with other tasks such as temporal-order judgments 
and can be regarded as a very reliable consequence of visuo-spatial attention [7, 8]. 
We thus can conclude that attention does not only allow for more detailed processing, 
object-level representations or even conscious perception, but also to faster processing 
[9]. As far as we know, this advantage has not yet been included in computational 
models of attention. An exception might be the model by Hamker [10]. 

We also showed that attention is top-down-mediated. It was the task, not the 
saliency of features which determined whether the seconds hand trailed or led the 
inner hand in perception. Again, this is in line with current experimental results in 
psychology. During the last years, an increasing amount of studies has shown that, at 
least in human observers, it is task-relevance, not salience, which controls attention 
[11, 12, 13], or that the effects of salience are at best very short-lived and replaced by 
top-down influences after about 200 to 300 ms [14]. According to these accounts, if 
salience controls attention, it does so not by default, but because salience is task-
relevant in the present context. Again, this important finding has not been 
incorporated into computational models of attention. Although many of the current 
models include some top-down information, this influence is not as weighty and basic 
as in experimental psychology.  

At first sight, attending to task-relevant objects seems to be a reasonable strategy 
for human observers. But what are the advantages in more detail? If processing 
capacity is limited, such a strategy could ensure the processing of relevant features, 
that is, features which are important for the current actions of tasks at hand. Another 
side effect of prioritization is shielding against interfering information. If for example 
a football robot is tracking an orange football in order to score a goal, this football has 
to be processed with priority. The orange t-shirt of an audience member would get 
less attention because it is not related to the task and although it might be equally 
salient) and would get less of a chance to interfere with the tracking of the football. 
We might also speculate that task-relevant objects very often are the objects to be 
acted upon – for example the object were are fixating, manipulating, tracking, 
grasping etc. Attention would thus serve a very important function in action control. 
This idea is most directly included in the premotor theory of attention [15]. In this 
theory covered attention shifts involve the mechanisms for saccade programming. 
Both, attention shifts and saccades utilize motor control circuits.  All these findings an 
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notions – attention is top-down controlled, attention is tightly coupled to the control 
of eye movements, attention is vital for current actions and tasks at hand – corroborate 
the belief that computational modeling of attention will take a major step if attention 
is implemented in autonomous systems.  
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Abstract. In current robot applications the developer has to deal with
changing environments, making a one-time calibration of algorithm pa-
rameters for the vision system impossible. A design pattern dealing with
this problem thereby incorporating evolutionary strategies is presented
and demonstrated on an example. The example shows that it is possi-
ble for the vision system to adjust its parameters automatically and to
achieve results near to the optimum.

1 Introduction

Nowadays robots are utilized successfully in many areas of manufacturing and
assembly. They relieve humans from monotonous or laborious tasks. At present
new areas are subject to research, where robots are confronted with varying re-
quirements and changing environmental conditions [1]. One example is the usage
of a robot outdoor in contrast to an indoor-usage with safety zones and invariant
light conditions. In this situation the vision system of the robot is confronted
with changing conditions and it is no longer possible to adjust all parameters in
advance. To overcome this problem, a design pattern is presented that summa-
rizes the steps to build algorithms with automatically adapting parameters.

A common description of a pattern consists of a structured text. In the follow-
ing the structure used by Buschmann et al. [2] is presented. First of all a pattern
needs a name to refer to it. Then the problem to solve is explained with a small
example. The context sums up the situation to which the pattern applies. Now
the problem is explained in more detail. For this purpose the idea of conflicting
forces that has to be balanced is used. Then the solution is stated, containing
structural and dynamical aspects. An implementation is given as a step-by-step
guide. The example from the beginning is implemented, forming an exemplary
solution. Projects that uses the described pattern are presented as known im-
plementations. Finally, advantages and disadvantages resulting from the pattern
are discussed as effects.

2 Pattern Description: Parameter Evolution

Example: The following example is a small subtask of a robot vision system.
Imagine a scenario, where a robot should search for an object to use it in another
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subtask. Here the robot’s camera captures images showing the object, e.g. a
key. A simple algorithm should separate the object in the foreground from the
brighter background in two steps. First, noise is eliminated or weakened using a
Gaussian filter with a parameter σ to describe the intensity of blurring. Second,
the foreground/background-separation is done via a threshold operator with a
parameter θ. So two parameters have to be adjusted to achieve good separation
results. This is complicated by different light conditions and bright reflections
on the dark object.

Context: An algorithm should process data that stems from a changing environ-
ment. The parameters of this algorithm cannot be calibrated beforehand.

Problem Description: A robot uses its sensors to gather information about its
environment. Missing information is complemented with a set of assumptions.
Assembling these assumptions and adjusting the robot’s parameters accordingly
is often called calibration. Hereby the robot is customized to one fixed environ-
ment. If the environment changes, the gathered information gets dissonant. A
robot using a dissonant model of its surrounding world will show erratic behavior.
Showing well defined behavior in a changing environment means to recalibrate
the robot on-line, thereby keeping its set of assumptions up-to-date. This con-
tinuous recalibration has to be accomplished automatically to make the robot
autonomous, i.e. independent from sustained human support.

The assumptions about the environment are encoded as algorithm parameters.
Often the relationship between the assumptions and the algorithm parameters
is not evident and has to be determined by laborious experimentation.

If the algorithm parameters are not perfectly calibrated, the quality of the
results achieved will change. A quality measure would be advantageous to check
the reliability of a result.

Solution: In Fig. 1(a) a control cycle performing a continuous recalibration is
shown that enables a robot to keep its set of assumptions up-to-date. The sen-
sor supplies the system with data (e.g. an image acquired by a camera). An
algorithm analyzes this data in conjunction with some algorithm parameters
(a-parameters) and produces a result (e.g. a separation between a foreground
object and the background). The result can be valuated against some constraints
given by high-level knowledge (e.g. abstract properties of the expected object),
encoded in valuation parameters (v-parameters). The valuation parameters en-
code assumptions about the result of the algorithm and therefore do not depend
on the current situation in the environment. A quality is assigned to the result
by the valuation.

Some symbols in Fig. 1(a) are shown stacked to represent multiple or parallel
execution. So on one set of data the algorithm can be used with different sets
of algorithm parameters (e.g. one for sunlight and one for artificial light). This
will yield different results, which in turn can be valuated each. The set of results
and qualities are then fused into one final result with attached quality. For data
fusion there are several possibilities. The simplest is to choose the result with the
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(a) (b)

Fig. 1. (a) Data flow diagram of a control cycle for continuous recalibration of algo-
rithm parameters. (b) Pattern implementation in ten steps.

highest quality. More complex solutions calculate the average of nearby results
with high quality.

The control cycle is closed by an optimization that uses the quality gained by
the valuation to optimize the current set of algorithm parameters. Also for the
optimization several possibilities can be chosen, what is mainly affected by the
shape of the quality function. Because of their formation, quality functions tend
to have a quite complex shape that can be handled by evolutionary strategies
(ES) described by Rechenberg [3] and Schwefel [4]. The optimization parame-
ters (o-parameter) are farther away from the changing environment than the
algorithm parameters and therefore are more likely to be situation independent.
Moreover, some optimization methods, like ES, are able to optimize their own
parameters.

Implementation: In Fig. 1(b) an overview of the implementation of this pattern
in ten steps is given. The order of these steps is not fixed, but have to follow the
depicted flow.

1. Define a measure to compare the result of the algorithm to a given ground
truth.

2. Select a set of exemplary data.
3. Manually create the ground truth for the set of exemplary data. If the ground

truth cannot be determined directly, in some cases it is possible to find a
good estimation (see e.g. [5]).

4. For each element of the exemplary data, do an exhaustive search (with a
given discretization) for the combination of algorithm parameters producing
a result that fits the ground truth best. For comparison use the measure
defined in Step 1. Store all results in an intermediary data structure.

5. Find out, how changing the algorithm parameters qualitatively influences
the result. Distinguish between desirable and non-desirable effects.
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6. Create valuation functions that take into account the found effects from
Step 5. Select a method to combine the results of several valuation functions.

7. If some valuation functions requires parametrization, use the results from
Step 4 as a basis for the valuation parameters.

8. For each element of the exemplary data, go through all combinations of
parameters and store the combined value of all valuation functions in an
adequate data structure. Combining the results of several simple valuation
functions will yield a combined valuation function with a shape that is likely
to be complex. Use the combined valuation function to decide on an opti-
mization method (e.g. see Bäck [6] for a small overview). In the majority of
cases an ES can be found that is able to cope with the complex shape of the
found function.

9. Use the results from Step 4 and Step 7 to decide, if the method is applicable
and if results based on the combined valuation function are comparable to
the ground truth.

10. Investigate the convergence of the chosen optimization method (Step 7)
based on the set of exemplary data.

Known Implementations: Liedtke et al. [7] introduce a system that optimizes
algorithm parameters for a vision system with a set of fuzzy rules instead of
valuation functions and ES. A full description is given by Pauli et al. in [8,9].
Exemplary three different tasks are solved: recognizing position and orientation
of industrial objects, segmentation of cell images, and inspection of chip bonding.

For this system an expert is needed to create the necessary set of fuzzy rules.
However, for many algorithms the relationship between changes of parameters
and effects in the result is not obvious and therefore adequate rules cannot easily
be determined. Instead, describing attributes of the desired result by means of
valuation functions frees the user from figuring out these relationships. Then
each individual or sub-population in a given ES will try to discover relationships
on a case-by-case basis, and also those relationships can be used that are valid
infrequently or are unknown to the user.

Effect: An advantage of this pattern is that it allows a vision system to work
in different known environments without manual recalibration of its algorithm
parameters. In moderation the system will also be able to cope with unknown
environments. Another advantage is that the assumptions about the changing
environment no longer have to be translated in algorithm parameters manually.
Instead non-changing high-level knowledge can be encoded in valuation param-
eters as assumptions about the result, automatically translating these require-
ments into algorithm parameters by the optimization process. Finally, a quality
measure is created, allowing to check the reliability of each produced result.

But there are also some disadvantages. First, optimizing the parameters needs
processing time, dependent on the chosen optimization method. Second, in a
fixed and known environment, the optimization process, guided by several val-
uation functions, will not give perfect results inevitably, but instead only good
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ones. Finally, the pattern can only be used, if it is possible to find adequate
valuation functions.

3 Exemplary Implementation

Now the proposed pattern is implemented for the example given in the beginning
of the description.

Step 1 – Defining a Measure: To assess the quality of the produced results, a
comparison to a manually generated foreground/background-separation is per-
formed. Each pixel in the result is considered to be correctly detected foreground
(true positive, TP), wrongly detected foreground (false positive, FP), wrongly de-
tected background (false negative, FN) or correctly detected background (true
negative, TN). From three of these four values the recall ratio (rec = TP

TP+FN )
and the precision ratio (pre = TP

TP+FP ) can be calculated. Rijsbergen describes,
how both measures can be combined into a F-measure [10]: F2 = 2·pre·rec

pre+rec .

Step 2 – Selecting Exemplary Data: The exemplary data consists of 16 images
with three varying aspects. Four keys are used with different sizes and shapes.
Then two different light conditions and two different backgrounds (a uniform
and a textured one) are used.

Step 3 – Manual Creation of Ground Truth: The ground truth was determined
manually and stored as black/white-mask images.

Step 4 – Determining Best Combination of Parameters: The algorithm uses
two parameters: σ describes the intensity of Gaussian blur to remove or weaken
noise. θ sets the threshold for foreground/background-separation. The parameter
σ was changed in an interval of [0.8, 5.39] (corresponding to a Gaussian operator
mask of 3× 3 to 32× 32 pixels size) The parameter θ was changed in an interval
of [0, 255]. For both parameters a discretization of 256 steps was used. Each
achieved result was compared to the ground truth from Step 3 with F2 defined
in Step 1. In Fig. 2(a), first row, the smooth quality function is shown with
marked optimum area.

Step 5 – Observing Effects: In Fig. 2(b) the effects of changes to the parameters
σ and θ are visualized:

1. If σ is too low, the key segment will be jagged.
2. If σ is too high, the key segment will be abraded.
3. If θ is too low, the key segment will be scattered.
4. If θ is too high, the key segment will be too large

and merge with the background.
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(a) (b)

Fig. 2. (a) Quality functions. First row: F2 for all combinations of parameters; second
row: valuation functions 1-3 (no. of segments, length of boundary, area of segment);
third row: combined valuation function. (b) Effects of changes to σ and θ parameter.
First row: ground truth, best segmentation producible with algorithm (F2 = 86%);
second row: σ is too low, too high; third row: θ is too low, too high.

Step 6 – Creating Valuation Functions: Based on Step 5 three simple valuation
functions can be defined: First, the number of found segments should be small.
Second, the boundary length of the largest segment should be in a range to
be defined. Finally, the area of the largest segment should be in a range to be
defined. This set of valuation functions is quite simple, but can be calculated
easily and fast. As a model a Gaussian distribution for each valuation can be
used with its mean and standard deviation as parameters (see Step 7).

To calculate the combination of several valuation functions it was chosen to use
the product-t-norm. It helps to avoid passing of discontinuities from valuation
functions, so that optimization can make use of a continuous combined valuation
function.

Step 7 – Setting Up Valuation Parameters: Based on Step 4 the following three
pairs of mean value and standard deviation can be extracted that are needed as
parameters for the valuation functions. The average number of found segments is
1.55 with a standard deviation of 0.79. The average length of the key segment is
871.72 with a standard deviation of 129.35. The average area of the key segment
is 23353.78 with a standard deviation of 4588.47. Note that these numbers form
a model of the desired result of the algorithm, independent from the given input.

Step 8 – Choosing Optimization Method: Again, for σ values in the interval
[0.8, 5.39] and for θ values in the interval of [0, 255] were chosen, both with a
discretization of 256 steps. For each achieved result the values of the valuation
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functions defined in Step 6 were calculated and stored (see Fig. 2(a), second
row). The combination is shown in the third row. Note that although the three
single valuation functions have scattered optimum areas, the combination has
one optimum with almost the same location as the one given by F2.

Because of the scattered shape of the combined valuation function a simple
ES “(5/1+5)” (see [3] and [11] for details) is chosen as optimization method. It
starts optimization of algorithm parameters with 5 different sets of parameters
(individuums). Then 5 times 1 parameter set (parent) is chosen randomly, copied
(child) and changed (mutated). Finally from all parents and childs 5 with the
highest valuation (fitness) are selected and the process starts its next iteration.

Step 9 – Deciding on Applicability: Applying the method on sixteen input images
yields that averaged F2 of the achieved result is considerably higher than F2 of
results achieved with fixed parameter sets (Fig. 3(a)). Also the coefficient of
variation (CV) is smaller; that means that several runs of the algorithm on
different images produce results with comparable quality.

(a) (b)

Fig. 3. (a) Comparison of F2 for manual parameter adaption, automatic parameter
adaption, fixed parameters based on several sample images, and fixed parameters based
on one sample image. (b) Mean F2 averaged over 16 images and 20 repetitions, depen-
dent on the number of generations. The optimum of 83% is also shown for comparison.

The highest achievable F2 for the given algorithm is 86% with a CV of 11%,
incorporating an exhaustive search and a known ground truth. An automatic
adaption based on valuation functions almost reaches comparable values: F2 is
83% with a CV of 14%. Using a fixed set of parameters averaged from sixteen
sample images yields a much lower F2 of only 64% with a higher CV of 39%.
Using a fixed set of parameters based on only one sample image (averaged over
sixteen different sample images) yields a still lower F2 of 57% with a high CV
of 49%.

Step 10 – Investigation of Convergence: In Fig. 3(b) an overview of the conver-
gence of the chosen optimization method is given, averaged over 16 images and
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20 repetitions. After about 50 generations, this means 255 applications of the
image processing algorithm for ES “(5/1+5)”, the optimization method reaches
a value near to the optimum. Whereas the CV has an averaged high value of
58% in the first generation, it is getting lower fast and finally reaches a value of
14%.

Note that the initial low F2 of 59% is at the same level as F2 of a fixed
set of parameters based on one sample image (57%, see above). The automatic
adaption lifts this value after some iterations to a level near to the one achieved
by an exhaustive search and a known ground truth (79% compared to 86%).

50 generations or 255 applications of the image processing algorithm are ac-
ceptable numbers. Assuming that the camera takes 25 images per second and
the processing system is capable to work on four parameter sets in parallel, then
after only 2.55 seconds F2 reaches a value near to the optimum.

4 Conclusion

A pattern using a control cycle to continuously recalibrate the parameters of an
algorithm has been presented. The recalibration was directed by a set of simple
valuation functions that represent situation independent high-level knowledge.
The proposed pattern is intended to contribute to a pattern language for cogni-
tive robotic systems.
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9. Pauli, J., Radig, B., Blömer, A., Liedtke, C.E.: Integrierte, adaptive Bildanalyse.
Technical Report I9204, TU München, Institut für Informatik (1992)

10. van Rijsbergen, C.J.: Information Retrieval, 2nd edn. Butterworths, London (1979)
11. Arnold, D.V.: Noisy Optimization with Evolution Strategies. Kluwer Academic

Publishers, Norwell (2002)



Clustering Objects from Multiple Collections�

Vera Hollink��, Maarten van Someren, and Viktor de Boer

University of Amsterdam

Abstract. Clustering methods cluster objects on the basis of a similar-
ity measure between the objects. In clustering tasks where the objects
come from more than one collection often part of the similarity results
from features that are related to the collections rather than features that
are relevant for the clustering task. For example, when clustering pages
from various web sites by topic, pages from the same web site often con-
tain similar terms. The collection-related part of the similarity hinders
clustering as it causes the creation of clusters that correspond to collec-
tions instead of topics. In this paper we present two methods to restrict
clustering to the part of the similarity that is not associated with mem-
bership of a collection. Both methods can be used on top of standard
clustering methods. Experiments on data sets with objects from multiple
collections show that our methods result in better clusters than methods
that do not take collection information into account.

1 Introduction

In many clustering applications we have an a priori idea about the types of
clusters we are looking for. For example, in document clustering tasks we often
want clusters that correspond to the documents’ topics. Even though the cluster
type is known, clustering is still unsupervised, as we do not know in advance
which topics are present in the data. Clustering algorithms form clusters of
objects that are similar to each other in terms of some measure of similarity. For
homogeneous sets of objects standard similarity or distance measures usually
lead to satisfying results. For instance, cosine distance applied to word vectors
is suitable for finding topic clusters in a news archive or web site (e.g. [1,2]).

When the data comes from multiple collections, often the collections do not
coincide with the type of clusters that we want to find. In this situation we know
in advance that features that are related to the collections are not relevant for our
clustering task. The part of the similarity which is associated with these features
can hinder clustering as it causes clustering algorithms to group objects primarily
by collection. For example, this problem occurs when we want to cluster pages
from a number of web sites by topic using a word-based similarity measure. In
terms of such a measure pages from the same web sites are usually more similar
to each other than to pages from other web sites, because pages from one web
� This research is part of the project ‘Adaptive generation of workflow models for

human-computer interaction’ (project MMI06101) funded by SenterNovem.
�� Currently at Centre for Mathematics and Computer Science (CWI).
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site share a common terminology and often contain the same names. As a result,
we get clusters of pages from the same site instead of clusters of pages on the
same topic. Similarity, with image clustering, images can become clustered by
illumination or background instead by the things that they depict.

The task of clustering objects from multiple collections can be formalized as
follows. There is a set of objects I and a set of collections R. The collection
of each object is defined by a special feature col : I → R. The value of col
influences the value of an unknown part of the other features. There is a simi-
larity function sim : I × I → IR, which comprises both relevant similarity and
similarity associated with the value of col. The task is to divide I in a set of
clusters that represent only relevant similarity. In this paper we do not consider
overlapping or hierarchical clusters, but the proposed methods can be applied
without modification to algorithms that create these types of clusters.

An intuitive solution for the problems caused by collections is to use only fea-
tures that are relevant for the clustering task. Selecting the right features directly
requires much effort and a deep understanding of the domain. E.g., specialized im-
age analysis techniques are needed to compensate for illumination, background,
etc. In this paper we provide two simple and generally applicable methods to deal
with collection-related similarity. The methods do not require any domain knowl-
edge, but only need to know which objects are from which collections. For a user,
this is easy to determine, as the collections represent some obviously irrelevant
feature such as where or by who the objects were created. The proposed methods
can be used as an addition to standard clustering algorithms.

2 Related Work

Li and Liu [3] present a method for binary text classification on data sets where
the training and the test set come from different web sites and thus have different
term distributions. To compensate for this they add irrelevant documents as
extra negative examples. This task is related to ours, but it is fully supervised.

Huang and Mitchell [4] address document clustering. They use an extension
of EM to determine which terms are cluster-specific and which terms are shared
by all clusters. This task differs from the one addressed in this work, in that they
reinforce features of clusters that are found automatically instead of features of
user-defined collections. If their method initially groups objects by collection, in
later iterations it will assign even higher weights to collection-specific features.

Bronstein et al. [5] defined the concept of ‘partial similarity’. Two images are
partially similar when parts of the objects are similar while other parts differ, e.g.
a picture of a horse and a picture of a centaur. The authors developed a method
to identify a subset of the object features that correspond to the similar parts
of the images. Unlike partial similarity the methods that we present are also
applicable in situations in which there is no clear distinction between irrelevant
and relevant features. This happens, for example, if we have a set of pictures
taken with different lightings. Illumination influences the whole pictures and
thus can not be compensated for by focussing on a part of the pixels.
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3 Two Methods to Deal with Multiple Collections

3.1 The Omission Method

Similarity-based clustering algorithms compute the similarities between objects
from the object features. During clustering these algorithms use only the similar-
ities and not the raw features. The quality of a potential clustering C is computed
as a function f of the similarities between objects (the objective function):

quality(C) = f(C, {sim(i, j)|i, j ∈ I}) (1)

For example, the average linkage algorithm [6] expresses the quality of a cluster
as the average similarity between all pairs of objects in the cluster.

The omission method computes the same function, but omits the similarity of
pairs of objects from the same collection, because these similarities often consist
for a large part of collection-related similarity:

quality(C) = f(C, {sim(i, j)|i, j ∈ I ∧ col(i) �= col(j)}) (2)

3.2 The Estimation Method

The estimation method estimates which part of the similarity between objects
is relevant similarity and which part is caused by collections. The relevant part
of the similarities is given to the clustering algorithm to cluster the objects.

We decompose the similarity between any two objects a and b into relevant
similarity, simrel(a, b), and collection-related similarity, simcol(a, b):

sim(a, b) = simrel(a, b) + simcol(a, b) (3)

We estimate simcol(a, b) as the average collection-related similarity between all
pairs of objects in the collections of a and b. Therefore, the collection-related
similarity between objects a and b from collections A and B can be expressed
as the similarity between their collections, simcol(A,B):

∀a ∈ A, b ∈ B : simcol(a, b) = Avg{a′∈A,b′∈B}simcol(a′, b′) = simcol(A,B) (4)

When the target clusters (the clusters that we are trying to find) are indepen-
dent of the collections, the target clusters will be more or less evenly spread
over the collections. As a result, the average relevant similarity between objects
from a pair of collections will be roughly the same for all pairs of collections.
Consequently, we can estimate the average relevant similarity between objects
from all pairs of collections as a constant ϕ:

∀A,B ∈ R : Avg{a∈A,b∈B}simrel(a, b) = ϕ (5)

The average similarity between the objects in a pair of collections A and B can
now be expressed as:

Avg{a∈A,b∈B}sim(a, b) = Avg{a∈A,b∈B}(simrel(a, b) + simcol(a, b)) (6)
= Avg{a∈A,b∈B}(simrel(a, b) + simcol(A,B))
= ϕ+ simcol(A,B)
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The value of Avg{a∈A,b∈B}sim(a, b) can be computed directly. The correct value
of ϕ is unknown. We define the collection-related similarity between the two most
dissimilar collections to be 0 (other values lead to different absolute values for
the relevant similarities, but do not change the differences between the relevant
similarities). Now we can compute ϕ as:

ϕ = minimum{A,B∈R}Avg{a∈A,b∈B}sim(a, b) (7)

We use ϕ in Equation 6 to compute for all pairs of collections A and B the
collection-related similarity, simcol(A,B). From this we can estimate the relevant
similarity between the objects using Equation 3.

3.3 Applicability

Both the omission and the estimation method can be applied to all similarity-
based clustering algorithms. Examples of such algorithms are given in the Sect. 4.

The more objects belong to the same collection, the more similarities are
omitted by the omission method. This reduces the amount of data, which may
lead to less accurate clusters. The estimation method bases its estimation of
the collection-related similarity of a pair of collections on the average similar-
ity between the objects in the collections. If the collections contain very few
objects, the estimations become uncertain. Therefore, we expect that omis-
sion is the best choice for data sets with a large number of small collections
and estimation is best for data sets with a small number of large collections.
In Sect. 4 we test the effects of the number of collections in experiments.

The computational complexity of both methods is small, so that they scale
very well to large clustering tasks. The extra complexity that the omission
method adds to a clustering method is negligible. The only action it introduces
is checking whether two objects are from the same collection. The estimation
method does not change a clustering algorithm, but requires computing the rel-
evant similarities. This can be done in two passes through the similarity matrix,
so that the time complexity is O((n − 1)2), where n is the number of objects.

4 Evaluation

We applied the omission and the estimation method to three commonly used
clustering algorithms. The first algorithm is K-means [7], a partitional algorithm.
We used a similarity-based version of K-means, which uses the average similarity
between all objects in a cluster instead of the distance between objects and the
cluster centre. K-means was run with 100 random initializations. The second
algorithm was an agglomerative clustering algorithm: average linkage clustering
[6]. This algorithm starts with each object in its own cluster and merges the
two clusters with the smallest average similarity until the desired number of
clusters is reached. The third algorithm was bisecting K-means [1], a divisive
algorithm that starts with all objects in one cluster. In each step the cluster
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Table 1. Properties of the data sets: the type of objects, the type of sets that form the
collections, the type of clusters we want to find, the number of objects, the number of
clusters in the gold standard and the number of collections

Data set Object type Col. type Target cluster type #Objects #Clus #Cols
hotel web page web site topic 52 7 5
conference web page web site topic 56 13 5
surf web page web site topic 84 12 5
school web page web site topic 105 17 5
no-flash picture location item in picture 108 18 3
flash picture location item in picture 108 18 6
artificial - - - 400 40 1 to 10

with the largest number of objects is split into two. To split the clusters we used
the similarity-based version of K-means with 20 random initializations.

The algorithms were evaluated on two types of real world data: web pages and
pictures. The data sets canbe downloaded from http://homepages.cwi.nl/∼vera/-
clustering data. In addition, we tested the influence of various characteristics of the
data using artificial data. Table 1 shows the main properties of the data sets.

For the web site data sets the task of the clustering algorithms was to find
clusters of web pages about the same topic in a number of comparable web sites.
We used 4 data sets with sites from different domains: windsurf clubs, schools,
small hotels and computer science conferences. Each data set consisted of the
pages from 5 sites (collections). We manually constructed for each domain a gold
standard: a set of page clusters that corresponded to topics (e.g. pages listing
important dates). The gold standard clusters were not evenly spread over the
sites: for many topics some of the sites contained multiple pages or zero pages.
We used a standard similarity measure: the cosine of word frequency vectors [8].

The image data sets consisted of pictures of 18 small items, such as toys
and fruit, taken at three different backgrounds (locations). The task was to find
clusters of pictures of the same item. The ‘no-flash’ data set contained for each
item two pictures per location taken without flash. All pictures taken at one
location formed one collection. The ‘flash’ data set contained for each item and
location one picture that was taken with flash and one that was taken without
flash. Each combination of lighting and background formed a collection. We used
a simple pixel-based similarity function that compared the RGB-values of the
pixels that were at the same position in the pictures. The similarity between two
pictures was computed as 1/total RGB difference. Of course, more advanced
image-comparison techniques exist, but the goal of this paper is not to provide
an optimal solution for clustering images.

For the artificial data sets we created 400 objects that were divided evenly over
a number of collections (1 to 10). We created 40 gold standard clusters, in such
a way that each cluster contained objects from all collections. The similarities
between the objects were drawn from a normal distribution with a mean of 0.05
and a standard deviation of 0.075. When two objects were from the same cluster,
we added 0.15 to the similarity, representing relevant similarity. For objects from
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the same collection we added a certain amount of collection-related similarity. We
called this amount ρ and experimented with various values for ρ. The mentioned
values were chosen in such a way that they resembled the values that were found
in the school data set. For each parameter setting 10 data sets were created. All
reported numbers are averages over the 10 data sets.

4.1 Results

The standard and the enhanced clustering algorithms were applied to the data
sets. The number of clusters was set equal to the actual number of clusters in the
gold standards. For each cluster we counted the number of different collections
from which the objects in the cluster originated. The standard clustering algo-
rithms created clusters with very small numbers of collections: on average 1.0 to
2.3, where the gold standards had 4.1 to 6.0 collections per cluster. This confirms
our hypothesis that standard algorithms tend to form clusters of objects from
one collection. The enhanced methods frequently created clusters that spanned
multiple collections. On average, the omission and the estimation method in-
creased the number of collections per cluster by respectively 54% and 58%.

We evaluated the clusters through comparison with the gold standards. We
counted how many of the created clusters also occurred in the gold standards and
vice versa. A created cluster was considered to be the same as a cluster from the
gold standard if more than 50% of the objects in the clusters were the same. The
overlap of a set of clusters with a gold standard is expressed by F-measure [8].

Table 2 shows the F-measure of the standard and the enhanced clustering
algorithms. On average, the omission method increased the F-measure by 93%.
The estimation improved the average with 87%. The omission method gave ex-
cellent results with K-means, but performed less well with average linkage and
bisecting K-means. A possible explanation for this is that divisive and agglom-
erative clustering algorithms are sensitive to incorrect choices that are made in
the early steps of the clustering process. Omitting similarities may remove infor-
mation that is essential at this stage. The estimation method led to fairly large
improvements with all three clustering methods.

To test the effects of the number of collections, we generated data sets with
1 to 10 collections. ρ was 0.1. Fig. 1a shows the F-measure of the standard

Table 2. F-measure of the clusters created by the standard algorithms (std.), with the
omission method (omi.) and with the estimation method (est.). Best scores are bold.

Data set K-means Average linkage Bisecting K-means
std. omi. est. std. omi. est. std. omi. est.

hotel 0.14 0.43 0.29 0.00 0.29 0.14 0.14 0.18 0.14
conference 0.15 0.61 0.31 0.00 0.08 0.15 0.00 0.15 0.15
surf 0.00 0.42 0.00 0.00 0.00 0.00 0.25 0.12 0.25
school 0.20 0.41 0.38 0.12 0.08 0.18 0.06 0.15 0.12
no-flash 0.25 0.47 0.33 0.11 0.00 0.13 0.22 0.00 0.50
flash 0.11 0.11 0.13 0.06 0.06 0.11 0.06 0.07 0.17
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Fig. 1. F-measure of the clusters created by the standard algorithms, with the omission
method and with the estimation method on artificial data sets with various numbers
of collections and various amounts of collection-related similarity (ρ).

algorithms. When the objects came from several collections, the algorithms could
not distinguish between collection-related similarity and relevant similarity and
often produced clusters that coincided with collections. The results of the en-
hanced methods are shown in Fig. 1c (results of bisecting K-means are similar).
In Sect. 3 we postulated the hypothesis that omission works best if we have a
large number of collections. Fig. 1c shows that this is indeed the case. As ex-
pected, the performance of the estimation method deteriorated with increasing
numbers of collections. However, the effect is very small. Apparently, with 10
collections, there was still enough data to accurately estimate collection-related
similarity.

Next, we tested the influence of the strength of the collection-related similarity
by varying the value of parameter ρ. The data sets in these experiments had 5
collections. From Fig. 1b we can see that for the standard algorithms more
collection-related similarity led to lower F-measures. Fig. 1d shows that with
the omission and the estimation method the performance of the algorithms was
stable even when there was a large amount of collection-related similarity.

In sum, these experiments show that commonly used similarity measures do
not lead to satisfying results when the data comes from multiple collections. In
this situation using collection information improves clustering.
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5 Conclusions

In many clustering tasks the data come from more than one collection. In this
paper we showed that if we want to find clusters that span multiple collections,
standard similarity measures and clustering methods are not adequate.

We provided two methods to suppress similarity associated with collections:
omission, a modification to clustering algorithms and estimation, a modification
to similarity measures. The methods do not require any domain-specific knowl-
edge and can be applied on top of all clustering algorithms that use similarities
between objects. Our experiments show that clustering methods enhanced with
one of these methods can effectively find clusters in data from multiple collec-
tions. Compared to the standard clustering algorithms, the enhanced methods
created clusters that spanned more collections and were more similar to gold
standard clusters created by humans. On average, the omission and the estima-
tion method increased the number of collections per cluster by respectively 54%
and 58%. The average overlap with the gold standards was increased by 93%
and 87%. Both the omission and the estimation method proved effective, but on
artificial data and most of the real world data sets estimation outperformed omis-
sion. This shows that the more fined-grained analysis of the estimation method
is effective despite the additional assumptions that underlie this analysis.

Future work includes generalizing our approach to situations where there is
more than one type of collection. In these cases, we have multiple collection labels
that all correspond to collection-related similarity. Most likely, improvements can
be made by compensating the collection-related similarity of each collection type
separately, instead of treating each combination of collections as one collection.
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Abstract. We generalize traditional goals of clustering towards distin-
guishing components in a non-parametric mixture model. The clusters
are not necessarily based on point locations, but on higher order criteria.
This framework can be implemented by embedding probability distribu-
tions in a Hilbert space. The corresponding clustering objective is very
general and relates to a range of common clustering concepts.

1 Introduction

In this paper we consider a statistical, non-parametric framework for clustering.
Assuming the data points to be drawn from some underlying distribution P , we
treat a cluster as a sample from a component distribution Pk. A clustering can
then be described as a decomposition of the underlying distribution of the form
P =

∑K
k=1 πkPk with mixture weights πk.

A common statistic to quantify the separation between clusters is the dis-
tance between the cluster means (e.g. Figure 1.a). However, separation based on
“location” is not always what we want to achieve. The example in Figure 1.b is
a mixture of two Gaussians with identical means, but with different variances.
In this situation a decomposition is desirable where the difference between the
variances of P1 and P2 is large. The difference between cluster means or between
cluster variances are just two examples of distance functions between distribu-
tions. A straightforward generalization of the traditional clustering problem is
to replace the distance between the means by a more general distance function.
To avoid unnecessarily complicated solutions, we additionally require that the
components Pk be “simple”. This leads to the following generalized clustering
problem:

Generalized clustering: Decompose the density into “simple” components
Pi, while maximizing a given distance function between the Pi.

A particularly suitable distribution representation and associated distance mea-
sure is given by Gretton et al. (2006). In this framework, a probability distri-
bution P is embedded as μ[P] into a reproducing kernel Hilbert space (RKHS)
H corresponding to some kernel function k. The Hilbert space norm ‖μ[P]‖H
can be interpreted as a “simplicity score”: the smaller the norm, the “simpler”

B. Mertsching, M. Hund, and Z. Aziz (Eds.): KI 2009, LNAI 5803, pp. 144–152, 2009.
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(a) (b) (c)

Fig. 1. (a) Traditional clustering, (b) generalized clustering; (c) example 2D result
labeled by the MMD approach

the corresponding distribution (e.g., the smoother the density). The maximum
mean discrepancy MMD(P,Q) between two distributions P and Q is defined as
the Hilbert space distance ‖μ[P ] − μ[Q]‖H between the two embedded distri-
butions. MMD with a dth-order polynomial kernel only discriminates between
distributions based on the first d moments; with a linear kernel, it is simply the
distance of means. At the most general level, i.e., with a characteristic kernel
(e.g., a Gaussian kernel), all moments are accounted for (Sriperumbudur et al.,
2008). Thus, the combination of simplicity score and distance between distri-
butions afforded by RKHS embeddings yields a straightforward expression for
the two objectives of generalized clustering. Our formulation will turn out to be
very generic and to relate to many well-known clustering criteria. In this sense,
the main contribution of this work is to reveal and understand the properties of
the MMD approach and its relations to existing clustering algorithms. We will
discuss them in Section 4 and simplicity in Section 5, after formally introducing
MMD in Section 2 and the optimization problem in Section 3.

Alternative approaches to generalized clustering exist in the literature, but
they are less general than the MMD approach. We summarize them in Section 4.

2 Maximum Mean Discrepancy (MMD)

We begin with a concise presentation of kernel distribution embeddings and the
MMD, following Gretton et al. (2006). Given a kernel function k : X × X → �

on some space X , it is well known that points x ∈ X can be embedded into the
corresponding reproducing kernel Hilbert space H via the embedding ϕ : X →
H, x �→ k(x, ·). If P denotes a probability distribution on X , one can show that
the expectation μ[P] := �x∼P [ϕ(x)] realizes an embedding1 μ : P → H of the
space of all probability distributions P in H. The Maximum Mean Discrepancy
between two distributions P1 and P2 can be defined in two equivalent ways:

MMD(P1, P2) = ‖μ[P1] − μ[P2]‖H (1)
= sup

g∈H,‖g‖H≤1
(�x∼P1g(x) − �y∼P2g(y)) . (2)

The first form shows that MMD is a metric. The second form shows that two
probability distributions P1 and P2 are particularly “far” from each other if there
1 Assume �P [k(x, x)] <∞ and k is characteristic, then the embedding is injective (see

Sriperumbudur et al. (2008) for the proof and the definition of ‘characteristic’).
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exists a smooth function g that has largest magnitude where the probability mass
of P1 differs most from that of P2. Given samples {X(1)

i }n
i=1 and {X(2)

i }n
i=1, the

embedding and the MMD can be empirically estimated as

μ[P̂1] =
1
n

n∑
i=1

ϕ(Xi) =
1
n

n∑
i=1

k(Xi, ·) (3)

M̂MD(P1, P2) = MMD(P̂1, P̂2) := ‖μ[P̂1] − μ[P̂2]‖H.

3 The Generalized Clustering Optimization Problem

We now describe how kernel distribution embeddings can be used to implement
a generalized clustering algorithm. For simplicity, we focus on the case of two
clusters only. Our goal is to decompose the underlying distribution P such that
MMD(P1, P2) is large and ‖μ[P1]‖H and ‖μ[P2]‖H are small. With only a finite
sample {Xi}n

i=1, we must estimate these quantities empirically. To this end,
we parameterize the empirical distributions P̂k via assignments α

(k)
i of Dirac

measures δXi on the sample points Xi:

π̂kP̂k =
1
n

n∑
i=1

α
(k)
i δXi with π̂k =

1
n

n∑
i=1

α
(k)
i

for α(1)
i + α

(2)
i = 1. For a soft clustering we allow α(1), α(2) ∈ [0, 1]n; for a hard

clustering we constrain α(1), α(2) ∈ {0, 1}n. The resulting decomposition takes
the form P̂ = π̂1P̂1 + π̂2P̂2. These estimates lead to the following optimization
problem (note that α(2) = 1− α(1) is determined by α(1)):

max
α(1)

Ψ(α(1)) := max
α(1)

MMD-Term(P̂1, P̂2) + λ · Regularization-Term(P̂1, P̂2).

Let K = (k(Xi, Xj))i,j=1,...,n denote the kernel matrix of the sample. The MMD-
Term and its parametric form are then

π̂1π̂2MMD(P̂1, P̂2) = π̂1π̂2‖μ[P̂1] − μ[P̂2]‖2
H (4)

=
π̂2

n2π̂1
(α(1))�Kα(1)+

π̂1

n2π̂2
(α(2))�Kα(2)− 2

n2 (α(1))�Kα(2).

The product of the cluster sizes π̂1, π̂2 acts as a balancing term to avoid partic-
ularly small clusters. We will call the maximization of (4) maxMMD and give
various interpretations in Section 4. As a regularization term we use

λ1‖μ[P̂1]‖2
H + λ2‖μ[P̂2]‖2

H =
λ1

n2π̂2
1
(α(1))�Kα(1) +

λ2

n2π̂2
2
(α(2))�Kα(2). (5)

To avoid empty clusters, we introduce a constraint for the minimum size ε > 0
of a cluster. This leads to the final optimization problem
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max
α(1)∈[0,1]n

Ψ(α(1)) s. t. ε ≤
∑

i

α
(1)
i ≤ (1 − ε).

As we shall see in Section 4, maxMMD alone can be optimized efficiently via a vari-
ant of the kernel k-means algorithm ensuring the minimum size constraint. For the
full objective, we used the Ipopt solver (Wächter and Biegler, 2006). Even though
we evaluated our criterion and variants in many experiments, we will exclude them
to save space and concentrate on the theory, our main contribution.

4 MaxMMD, Discriminability, and Related Approaches

We will now describe how the discriminability criterion maxMMD (Eqn. (4))
encompasses the concepts behind a number of classical clustering objectives.
Figure 2 gives an overview.
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learnability

+ weights

+ structure

Fig. 2. Overview of connections. Dashed links are conceptual, solid links mathematical.
First, discriminability is conceptually close to learnability. Learning seeks to detect
patterns in the data, i.e., dependencies between data and labels (cluster assignments).
Only if we capture those dependencies can we reliably predict labels. In other words,
we want clusters to maximize the dependence between data and labels. If the label
distribution is closely linked to the data, it represents the data well. Representation
conceptually connects to compression and coding. Clusters that are less complex to
describe have lower entropy. Small entropy means dense clusters, which leads back to a
generalization of the k-means criterion. Extended by weights, this criterion encompasses
spectral clustering, e.g., graph cut criteria. Those cuts favor sparse connections between
clusters, simply another measure of discriminability. Spectral clustering also relates to
discriminability via the angle of embeddings μ[P1], μ[P2].

Concept 1 (Discriminability). MaxMMD seeks dissimilar components Pk.

Since MMD is a metric for distributions, maxMMD strives for distant component
distributions by construction. Hence, it indirectly promotes discriminability of
the clusters by their statistics.
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Moreover, MaxMMD behaves similarly to the Jensen-Shannon (JS) diver-
gence in the clustering context. For a mixture P = π1P1 + π2P2, the latter is
DJS(P1, P2) = π1DKL(P1, P )+π2DKL(P2, P ) (Fuglede and Topsøe, 2004). If we
replace the KL divergence DKL by the squared MMD, we arrive at the parallel
form

π1MMD(P1, P )2 + π2MMD(P2, P )2 = π1π2MMD(P1, P2)2. (6)

Discriminability via projections or some moments is used by, e.g., Chaudhuri and
Rao (2008), Arora and Kannan (2001), but for specific distributions. Information-
theoretic clustering (Gokcay and Principe, 2002, Jenssen et al., 2004) measures
discriminability by the cosine of the angle between the μ[Pk]. Its motivation, how-
ever, restricts k to have a specific form, whereas MMD is more general.

Concept 2 (Learnability). MaxMMD finds clusters that are well learnable.

It turns out that our objective also connects unsupervised and supervised learn-
ing. In supervised learning, the Bayes risk R∗ measures the difficulty of a learning
problem. If R∗ is large, then there is no good rule (among the simple ones we
choose from) to tell the classes apart, i.e., they are almost indiscriminable. We
will see that the negative MMD corresponds to a particular Bayes risk.

Assume for a moment that the cluster assignments are known, i.e., the data
points Xi have labels Yi ∈ {−1, 1}, all sampled from an unknown joint distri-
bution P (X,Y ). We search for a classifier g : X → {−1, 1} from a space G of
candidate functions. Here, G is the set of all functions in H with ‖g‖H ≤ 1. Let
P (X) = π1P1 + π2P2 with π1 = P (Y = 1) and π2 = P (Y = −1). Choosing loss

�(y, g(x)) =

{
−g(x)

π1
if y = 1

g(x)
π2

if y = −1

and using the definition (1) of MMD, the Bayes risk becomes

R∗ = inf
g∈G

−
(∫

gdP1 −
∫

gdP2

)
= − sup

g∈G

(∫
gdP1 −

∫
gdP2

)
= −MMD(P1, P2). (7)

A large MMD hence corresponds to a low Bayes risk. The classifier g∗ that
minimizes the risk is (Gretton et al., 2008)

g∗ = arg inf
g∈H,‖g‖H≤1

−
(∫

gdP1 −
∫

gdP2

)
=

μ[P1] − μ[P2]
‖μ[P1] − μ[P2]‖H

, i.e.,

g∗(x) = 〈g∗, ϕ(x)〉H ∝
∫

k(x, x′)dP1(x′) −
∫

k(x, x′′)dP2(x′′).

Estimating μ[Pk] as in (3) with the assignments α(k)
i yields a Parzen window

classifier with the window function k, assuming k is chosen appropriately.
In clustering, we choose labels Yi and hence implicitly P1 and P2. Maximiz-

ing their MMD defines classes that are well learnable with G. This concept is
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reminiscent of Maximum Margin Clustering (MMC) that seeks to minimize a
0-1-loss (Xu et al., 2005). As opposed to MMC, however, we do not maximize
a minimum separation (margin) between the cluster points in the RKHS, but
strive for discrepancy of the means in H.

Concept 3 (Dependence maximization). MaxMMD seeks the dependence
between data and cluster assignments.

What is the aim of learning? We assume an association between the data and
the labels that can be expressed by a pattern or learnable rule. Well-learnable
cluster assignments are in conformity with such a dependence.

In matrix notation and with binary assignments, Criterion (4) becomes

π̂1π̂2‖μ[P̂1] − μ[P̂2]‖2
H = tr(KL) − const = −HSIC(P, α(1)) − const (8)

where K is the kernel matrix of the data and L that of the labels with entries
lij = n−1π̂

−1/2
1 if α(1)

i = α
(1)
j = 1, lij = n−1π̂

−1/2
2 if α(1)

i = α
(1)
j = 0 and lij = 0

otherwise. HSIC (Gretton et al., 2005) is a measure of statistical dependence
between random variables. Hence, maxMMD is equivalent to maximizing the
dependence between cluster assignments and the data distribution.

This criterion has been used in existing clustering approaches. Song et al.
(2007) exploit the HSIC formulation to introduce structural constraints. The
criterion by Aghagolzadeh et al. (2007) is similar to (8) but derived as an esti-
mate of the Mutual Information between labels and data.

Concept 4 (Representation). MaxMMD aims to find functions μ[P̂k] that
represent the data well.

We can rewrite the maxMMD criterion as

2π̂1π̂2‖μ[P̂1] − μ[P̂2]‖2
H = const−

2∑
k=1

n∑
i=1

α
(k)
i ‖ϕi − μ[P̂k]‖2

H. (9)

Consider a probabilistic encoding with a limited number of deterministic code-
book vectors y(l) = μ[P̂l]. Choose a label l(Xi) for a point Xi with probability
P̂ (l|Xi) = α

(l)
i and encode it as y(Xi) = y(l(Xi)) (Rose, 1994). Then Crite-

rion (9) is an estimate of the average distortion �[D] =
∫
d(X, y(X))dP (X, k)

with divergence d(Xi, y(Xi)) = ‖ϕi − y(Xi)‖2
H. An assignment with minimal

distortion, as favored by (9), is a good encoding, i.e., it represents the data well.
Following further algebra, the minimization of the average distortion corresponds
to the maximization of the sum of dot products

2∑
k=1

n∑
i=1

α
(k)
i 〈ϕ(Xi), μ[P̂k]〉H =

2∑
k=1

n∑
i=1

α
(k)
i fμ[P̂k](Xi). (10)

The functions fμ[P̂k] have the form of a Parzen window estimator: fμ[P̂k](X) =∑n
j=1 α

(k)
j k(X,Xj). Criterion (10) is large if the fμ[P̂k] represent the density

structure of the data, i.e., if each Xi is likely under the estimator it belongs to.
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Concept 5 (Entropy). MaxMMD finds clusters with low generalized entropy.
With the definition nμ[P̂k] = π̂−1

k

∑
i α

(k)
i ϕ(Xi), Criterion (10) becomes

max
2∑

k=1

π̂k‖μ[P̂k]‖2
H. (11)

The related term H2(Pk) = − log ‖μ[Pk]‖2
H, as shown by Erdogmus and Principe

(2006), is the Parzen window estimate of a generalized entropy, the Renyi en-
tropy (Renyi, 1960). Consequently, large norms ‖μ[P̂k]‖H result in small Renyi
entropies of the P̂k. Thus, similar to the analogy in Equation (6), Criterion (11)
parallels the JS divergence: maximizing DJS minimizes the weighted sum of
Shannon entropies, DJS(P1, P2) = HS(P ) − π1HS(P1) − π2HS(P2) (Lin, 1991).

Criterion (9) is in fact the kernel k-means objective. While linear k-means
seeks clusters with minimal variance, its kernel version generalizes to clusters
with minimal entropy, as shown by Concept 5, and in line with the viewpoint
of Erdogmus and Principe (2006) that entropy is a generalization of variance to
non-Gaussian settings.

Entropy can be viewed as an information theoretic complexity measure; recall
the association between coding length and Shannon entropy. This means that
maxMMD favors less complex clusters in an information theoretic sense.

The function μ[Pk] has a larger norm if (the image of) its support is nar-
rower. In light of this view, small entropies relate to criteria that favor small,
dense clusters. For graphs, those are densely connected subgraphs. Construct a
graph with vertices Xi. Let the kernel matrix K be its adjacency matrix (with
k(X,X) = c for all X) and cluster Ck have nk nodes. Let m(Ck) denote the sum
of the weights of the within-cluster edges. Then maxMMD promotes the average
connectedness of a vertex within its cluster:

π̂k‖μ[P̂k]‖2
H = π̂−1

k (α(k))�Kα(k) = nc + n
m(Ck)
nk

.

Edge density is vital in the modularity criterion (Newman and Girvan, 2004)
that compares the achieved to the expected within-cluster connectivity.

5 Regularization

As we have seen, the maxMMD criterion is well supported by classical clustering
approaches. That said, clustering by maxMMD alone can result in P̂k with non-
smooth, steep boundaries, as in Figure 3. Smoothness of a function f in form of
“simplicity” is commonly measured by the norm ‖f‖H, for example in Support
Vector Machines. To avoid steep or narrow P̂k — unless the data allows for that
— we add a smoothness term for the estimates fμ[P̂k],

ρ(α(1), α(2)) := λ1‖μ[P̂1]‖2
H + λ2‖μ[P̂2]‖2

H.

The weights π̂k do not come into play here. If μ[Pk] is small, then its support in
H is broader, and Pk has higher entropy (uncertainty). Thus, constraining the
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λ=(0,0) λ=(0.2,0.4) λ=(0.4,0.4)

Fig. 3. Effect of increasing regularization with Gaussian kernel (estimates by binning)

norms can avoid “overfitting”. Furthermore, we can introduce prior knowledge
about different entropies of the clusters by choosing λ1 �= λ2.

To enforce overlap and smoothness, more direct restriction of the assignments
α(k) is also conceivable, similar to the updates in soft k-means. This type of
regularization is motivated by the analogy (9) to kernel k-means. Both ways of
regularization restrict the set of candidate distributions for Pk.

6 Conclusion

The literature on clustering is overwhelming, and it is difficult even to get an
overview of what is out there. We believe that it is very important to “tidy
up” and discover relationships between different clustering problems and algo-
rithms. In this paper we study a generalized clustering problem which considers
clustering from a higher level point of view, based on embeddings of distribu-
tions to high dimensional vector spaces. This approach reveals connections to
the concepts behind many well-known clustering criteria.

Acknowledgments. We thank Bob Williamson, Mark Reid and Dominik Janz-
ing for discussions.
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Abstract. In this work we propose to cluster image search results based on the
textual contents of the referring webpages. The natural ambiguity and context-
dependence of human languages lead to problems that plague modern image
search engines: A user formulating a query usually has in mind just one topic,
while the results produced to satisfy this query may (and usually do) belong to
the different topics. Therefore, only part of the search results are relevant for a
user. One of the possible ways to improve the user’s experience is to cluster the re-
sults according to the topics they belong to and present the clustered results to the
user. As opposed to the clustering based on visual features, an approach utilising
the text information in the webpages containing the image is less computationally
intensive and provides the resulting clusters with semantically meaningful names.

Keywords: image clustering, machine learning, image search.

1 Introduction

The information explosion brings a rapidly increasing amount of published information
and makes a huge number of images available on the internet. Although search engines
have made retrieval and managing of large amount of information from the internet
much easier, the results from image search engines are not always satisfactory. Due to
the ambiguity and context-dependency of human languages the same word can relate
to wildly different things (consider, for example, that “jaguar” could refer to an animal,
as well as to a car). As a result, for the same query an image search engine can return
images from several different categories. In general users are interested in one particu-
lar category. Search engines such as Google [5], Yahoo! [17], and Picsearch [12] return
a long list of image results, which users have to navigate by themselves by examining
titles and thumbnails of these images to find the relevant results. It is a time-consuming
and frustration-inducing task, especially when a large number of different topics is pre-
sented. A natural idea is to cluster the image search results returned by a search engine
according to the topics they belong to.

In recent years several algorithms were developed based on Content-Based Image
Retrieval (CBIR) [10,9,16,15,4,2]. Unfortunately, all of them suffer from the following
problems: First, they use high dimensional visual features that are too computationally
intensive to be practical for web applications. Second, the generated clusters do not have

B. Mertsching, M. Hund, and Z. Aziz (Eds.): KI 2009, LNAI 5803, pp. 153–160, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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semantic names. [6] proposed IGroup as an efficient and effective algorithm. IGroup
firstly builds different clusters with unique names by clustering text search results from
Google Search and snippets from Picsearch using Q-grams algorithm [3]. The cluster
names are then used to perform the image search on Picsearch. IGroup claims to have
three unique features. First, the most representative image groups can be found with
meaningful names. Second, all resulting images are taken into account in the clustering
process instead of the small part. And third, this algorithm is efficient enough to be
practical. In spite of these features, this algorithm, however, has some problems which
have not been stated by the authors. In order to generate the cluster names, the system
has to be well trained beforehand with some training data, which is improper for a real
ISRC system, because for real systems query text is usually unknown and random.

In contrast to the approaches described above we propose a way to cluster the images
based on the textual information contained in their referring webpages. The assumption
is that given a webpage, its textual and visual content are related to each other. Further-
more, we assume that the distance within the webpage indicates the degree of relevance
between the image and the text. There are two significant advantages of using clustering
based on text as opposed to visual features. First, it is less computationally intensive,
which is important in the context of web search, where the reaction times are on av-
erage less than a second. Second, using text features gives us an ability to construct
semantically meaningful names for the clusters, which simplifies the navigation for the
users.

In this paper we introduce TeBIC (Text Based Image Clustering) which clusters im-
age search results into different category groups. We proceed as follows: In Section 2
the architecture of the TeBIC’s components is described. After that the experimental
results are presented in Section 3. The work is summarised and possible directions for
the future work are outlined in Section 4.

2 Component Description

The images to cluster together with the information about their referring webpages are
fetched from the Yahoo Image Search Engine [17]. Prior to clustering, TeBIC utilises a
language filter to discard all the websites that are not written in a specified language. In
our work English was used as a primary language, but any other language can be chosen
due to the language independence property of the Q-gram algorithm. Then the data is
extracted from the webpages using a content extractor and resulting feature vectors are
clustered. After the clusters are generated, the cluster labeler assigns semantic names
to the clusters according to the common topic of the images in the cluster. For each
component we investigated several options, which are described below.

2.1 The Language Filter

Images of similar topics might be contained in the webpages written in different lan-
guages. A clustering algorithm using textual features is likely to cluster different lan-
guages into different clusters. To exclude this possibility TeBIC uses a language filter.
The Q-gram-based text categorisation algorithm [3] is used to filter out all webpages
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that are not written in English. All the words of a webpage are scanned to produce a list
of Q-grams. The list is sorted in a descending order of their count (Q-gram that has the
largest count comes first) and stored as the document profile of the webpage. The web-
page is assigned to a language such that the distance between their profiles is minimal.
(For a detailed description of the algorithm and the metrics used see [3].)

2.2 The Content Extractor

Text-based. The text-based extractor takes into account only pure text information of
a webpage, excluding scripts, comments and tag attributes. The resulting text document
is represented by its the bag of words. The stop words are removed and the remaining
words are stemmed into terms by Porter Stemmer [13]. After that the terms are weighted
using the tf-idf approach with a sublinear tf scaling:

weight =
{

(1 + log tf) × log N
dft

if tf > 0;
0 if tf = 0;

(1)

where N is the total number of the webpages, tf is the term frequency and dft is the
inverse document frequency of each term.

DOM-based. As opposed to plain text documents, webpages have a structural organ-
isation, which is embodied in a Document Object Model (DOM) tree. Recall that we
assumed that the text located closer to the image is more relevant to the topic of the
image than the text located further away. The DOM tree allows us to utilise this infor-
mation by calculating the distance between the image nodes and the text nodes in the
following way:

– The distance of the target image node to itself is zero.
– In a subtree which contains the target image node, the distance of any child node,

except the target image node itself and its children, is the difference of depth be-
tween the target image node and the least common ancestor of the child node and
the target image node.

The weight wi of a text node ni is calculated according to the idea that the closest
nodes to the image are the most important ones and with the increasing distance their
importance is rapidly falling:

wi =
1

N∑
i=1

e−
d2

i
3

e−
d2

i
3 , (2)

where di is the distance between the ith text node and the target image node and the
constant 3 was determined empirically. The frequency of the term t is then scaled with
the weight of its text node to calculate the final term weight:

wft =
N∑

i=1

ft|ni × wi, (3)

where wi is the weight of the ith text node, ft|ni is the term frequency in the text node
ni.
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Link-based. Another difference between a webpage and a text document is that a
webpage contains hyperlinks to other webpages, which may provide additional useful
information. The link-based extractor searches for all the non-nepotistic (i.e. leading to
other domains) hyperlinks in all webpages returned by the search engine. Each webpage
is then represented by a vector V of links according to the occurrence of the hyperlinks.

External-Page and DOM-based. Not all images have referring webpages with enough
textual information (e.g. photo galleries). To overcome this drawback we designed an
external-page and DOM-based extractor. It augments the word vector constructed by the
DOM-based extractor with the terms mined from the webpages that the non-nepotistic
hyperlinks lead to. The new terms are weighted with the the minimal weight value
presented in the original word vector.

2.3 Cluster Analyser

K-means. The K-means algorithm [14] clusters n objects into k partitions, k < n, by
minimising intra-cluster distances.

Yet another K-means. The Yet another K-means (YAK) algorithm was designed by
the authors to overcome a drawback [1] of the K-means algorithm, namely the need
for the parameter specifying the number of clusters upfront. Instead of a pre-defined
number of clusters, YAK requires a maximum possible number of clusters k. YAK is a
soft-clustering algorithm and its resulting clusters may overlap. It proceeds as follows:

1. One of the data points is selected randomly and assigned to the initial singleton
cluster.

2. A data point x is assigned to each cluster ci such that the similarity between ci
and x is above the similarity threshold s. Note that in this step the point x can be
assigned to more than one cluster. If no such cluster exists, x forms a new singleton
cluster. In case that the maximum cluster number k is reached, x is assigned to ci
with the maximum similarity value. The centroids of clusters are recalculated and
the process is repeated until clusters no longer change.

3. Clusters which share most of their elements are merged according to a merge
threshold m. After the merging process the singleton clusters are discarded.

One may say that we replaced one parameter (number of clusters) with two new ones
(similarity and merge thresholds). For the number of clusters there is no way to know in
advance how many topics the resulting images belong to. The thresholds, on the other
hand, have universal values that can be established empirically.

Non-negative matrix factorisation (NMF). The goal of the NMF [7] is to factorise
the feature space (represented by a set of feature vectors) into a k-dimensional seman-
tic space with each dimension corresponding to a particular topic and n-dimensional
weight space. Each topic represents a cluster. In the semantic space each item, in our
case each referring webpage, is represented by a linear combination of the k topics. For
the details about the NMF algorithm see [7].
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2.4 Cluster Labeler

Information Gain (IG). The IG [18] approach calculates the importance of each term
to each cluster as follows:

IG(T |C) =
∑

ec∈{1,0}

∑
et∈{1,0}

P (T = et, C = ec) log
P (T = et, C = ec)
P (T = et)P (C = ec)

(4)

where T has values et = 1 when term ti is in a webpage in the webpage pool and et = 0
when term ti is not. Similarly C has values ec = 1 when the webpage is in the cluster
kc and ec = 0 when the webpage is not. The terms are sorted in a descending order
according to their IG values for each cluster and the top ten are used as the cluster’s
names.

χ2 Test. The χ2-test [18] approach tests the independence between each cluster and
each term:

χ2(T,C) =
∑

et∈1,0

∑
ec∈1,0

(Oetec − Eetec)2

Eetec

(5)

where et and ec have the same definition as in the IG approach.Oetec and Eetec are the
observed frequency and the expected frequency that take the values of et and ec.

Word Frequency (WF). The WF approach sorts the terms in a descending order ac-
cording to their weight in a cluster and uses the top ten as the cluster’s names.

3 Experimental Results

The goal of the evaluation was to determine the best choice of the TeBIC’s components.
To this purpose we tested its performance with the language filter and without, when
utilising each of the described content extractors and each of the clustering algorithms.
Furthermore, it was interesting to determine which of the proposed labeling methods
provides semantically better cluster name. The quality of the labels was evaluated using
human judgement. Two metrics were used in the evaluation, purity and Rand Index [8]:

purity(K,C) =
1
N

∑
ci∈C

max
j

|kj ∩ ci| (6)

RI =
tp + tn(

N
2

) , (7)

where K = {k1, · · · , km} is the set of topics, C = {c1, · · · , cn} is the set of clusters,
|kj ∩ ci| is the number of images from topic kj that are clustered in cluster ci, tp is the
number of true positives, tn is the number of true negatives, and N is the total number
of images.

We evaluated the effect that different components have on the performance of TeBIC
on two query terms, “jaguar” and “apple”, chosen for their ambiguity. Figure 2(a) shows
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(a) With and without language filter (b) With different content extractors

Fig. 1. TeBIC’s performance

(a) (b)

Fig. 2. Purity and RI over different number of clusters generated by different clustering algo-
rithms. #Clusters is the actual cluster number used by the corresponding algorithm. The upper
bound for YAK was set to 10.

that both purity and RI increase when the language filter is on. Figure 2(b) shows the
purity and RI values for each of the proposed content extractors. The two DOM-based
methods outperform the text-based extractor according to both metrics. From Figure 2
we can see that the YAK cluster analyser outperforms the other two approaches proba-
bly due to it being a soft-clustering method and removing the singletons or small clus-
ters in the end. The comparison of the labelers is presented in Table 1. The German
terms used in the labels occur in the <META> tags of some of the referring webpages
even when the main text is written in English. Note that according to [18] IG and CHI
scores of a term are strongly correlated. The examination of the suggested cluster names
reveals that a simpler method of counting the word frequencies generates better names
than the other two. It is possible that this is due to a small number of clusters produced
in our experiments. [8] showed that the performance of the frequency-based selection
method falls quickly when the number of clusters is larger than 10.

Based on the collected data we conclude that the best configuration from the sug-
gested options is TeBIC consisting of the language filter, DOM-based content extractor,
soft clustering algorithm YAK, and word frequency-based labeler.
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Table 1. Automatically computed cluster labels for the query “jaguar”

IG CHI test Word Frequency Real Topic

1 mieten leihen
hochzeitswagen ver-

leih werkstatt film-

fahrzeuge reparaturen

werkst jaguarverkauf

klassische

mieten leihen
hochzeitswagen ver-

leih werkstatt film-

fahrzeuge reparaturen

werkst jaguarverkauf

klassische

type oldtimer ausfahrten
classical club veranstal-
tungen ersatzteile selber

klassik fahren

jaguar club

2 south animal mother
america live information

space rainforest weighting

prey

south animal mother
america live information

space rainforest weighting

prey

panthers frazetta animal
mayan cats size black

walks leopard fear

jaguar cat

3 lancia facel tomaso all-
sportauto lada alphine

marcos oldsmobile tatra

caterham

lancia facel tomaso all-
sportauto lada alphine

marcos oldsmobile tatra

caterham

andros mondial louis pho-

tos allsportauto bagatelle
retromobile sportive
masini trophe

jaguar car

4 nutz silly eclectech flappy

bytemark cash tube shirts

hello

nutz silly eclectech flappy

bytemark cash tube shirts

hello

specs technically specific
xkr parks image arden pic-

ture gray exotic

mainly cars,

mixed with cats

4 Conclusion and Future Work

In this paper we proposed an approach to cluster image search results based on the tex-
tual information as a way to overcome the problems of visual features based algorithms,
namely their high computational costs and lack of semantic names for the generated
clusters. The preliminary results demonstrate the soundness of the idea that the text in
the referring webpages provides enough information for the clustering of the images.
However, further experiments are required to compare the performance of TeBIC with
other approaches (e.g. IGroup [6]). In future work we also intend to conduct user stud-
ies to answer the question, whether clustering of image search results indeed improves
the user experience.
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Abstract. The article contributes a derivation of variational Bayes for a large
class of topic models by generalising from the well-known model of latent Dirich-
let allocation. For an abstraction of these models as systems of interconnected
mixtures, variational update equations are obtained, leading to inference algo-
rithms for models that so far have used Gibbs sampling exclusively.

1 Introduction

Topic models (TMs) are a set of unsupervised learning models used in many areas of
artificial intelligence: In text mining, they allow retrieval and automatic thesaurus gen-
eration; computer vision uses TMs for image classification and content based retrieval;
in bioinformatics they are the basis for protein relationship models etc.

In all of these cases, TMs learn latent variables from co-occurrences of features in
data. Following the seminal model of latent Dirichlet allocation (LDA [6]), this is done
efficiently according to a model that exploits the conjugacy of Dirichlet and multino-
mial probability distributions. Although the original work by Blei et al. [6] has shown
the applicability of variational Bayes (VB) for TMs with impressive results, inference
especially in more complex models has not adopted this technique but remains the do-
main of Gibbs sampling (e.g., [12,9,8]).

In this article, we explore variational Bayes for TMs in general rather than specific
for some given model. We start with an overview of TMs and specify general properties
(Sec. 2). Using these properties, we develop a generic approach to VB that can be
applied to a large class of models (Sec. 3). We verify the variational algorithms on real
data and several models (Sec. 4). This paper is therefore the VB counterpart to [7].

2 Topic Models

We characterise topic models as a form of discrete mixture models. Mixture models
approximate complex distributions by a convex sum of component distributions, p(x) =
∑K

k=1 p(x|z=k)p(z=k), where p(z=k) is the weight of a component with index k and
distribution p(x|z=k).

Latent Dirichlet allocation as the simplest TM can be considered a mixture model
with two interrelated mixtures: It represents documents m as mixtures of latent vari-
ables z with components �ϑm = p(z|m) and latent topics z as mixtures of words w with
components �βk = p(w|z=k) and component weights �ϑm, leading to a distribution over

B. Mertsching, M. Hund, and Z. Aziz (Eds.): KI 2009, LNAI 5803, pp. 161–168, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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Fig. 1. Dependencies of mixture levels (ellipses) via discrete variables (arrows) in examples from
literature: (a) latent Dirichlet allocation [6], (b) author–topic model (ATM [12], using observed
parameters �am to label documents, see end of Sec. 3), (c) 4-level pachinko allocation (PAM [9],
models semantic structure with a hierarchy of topics �ϑm, �ϑm,x, �ϑy), (d) hierarchical pachinko allo-
cation (hPAM [8], topic hierarchy; complex mixture structure).

words w of p(w|m) =
∑K

k=1 ϑm,k βk,w.1 The corresponding generative process is illustra-
tive: For each text document m, a multinomial distribution �ϑm is drawn from a Dirichlet
prior Dir(�ϑm|α) with hyperparameter α. For each word token wm,n of that document, a
topic zm,n=k is drawn from the document multinomial �ϑm and finally the word obser-
vation w drawn from a topic-specific multinomial over terms �βk. Pursuing a Bayesian
strategy with parameters handled as random variables, the topic-specific multinomial is
itself drawn from another Dirichlet, Dir(�βk |η), similar to the document multinomial.

Generic TMs. As generalisations of LDA, topic models can be seen as a powerful
yet flexible framework to model complex relationships in data that are based on only
two modelling assumptions: (1) TMs are structured into Dirichlet–multinomial mixture
“levels” to learn discrete latent variables (in LDA: z) and multinomial parameters (in
LDA: β and ϑ). And (2) these levels are coupled via the values of discrete variables,
similar to the coupling in LDA between ϑ and β via z.

More specifically, topic models form graphs of mixture levels with sets of multi-
nomial components as nodes connected by discrete random values as directed edges.
Conditioned on discrete inputs, each mixture level chooses one of its components to
generate discrete output propagated to the next level(s), until one or more final levels
produce observable discrete data. For some examples from literature, corresponding
“mixture networks” are shown in Fig. 1, including the variant of observed multinomial
parameters substituting the Dirichlet prior, which will be discussed further below.

For the following derivations, we introduce sets of discrete variables X, multinomial
parametersΘ and Dirichlet hyperparameters A as model-wide quantities, and the corre-
sponding level-specific quanitities X�, Θ�, A� where superscript � indicates the mixture
level. The constraint of connecting different mixture levels (ellipses in Fig. 1) via dis-
crete variables (arrows in Fig. 1) can be expressed by an operator ↑ x� that yields all
parent variables of a mixture level � ∈ L generating variable x�. Here x� can refer to
specific tokens ↑x�i or configurations ↑X�. Based on this and the definitions of the multi-
nomial and Dirichlet distributions, the joint likelihood of any TM is:

1 In example models, we use the symbols from the original literature.
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p(X, Θ|A) =
∏

�∈L
p(X�, Θ�|A�, ↑X�) =

∏

�∈L

⎡
⎢⎢⎢⎢⎢⎣

∏

i

Mult(xi|Θ, ↑xi)
∏

k

Dir(�ϑk|A, ↑X)

⎤
⎥⎥⎥⎥⎥⎦

[�]

(1)

=
∏

�∈L

⎡
⎢⎢⎢⎢⎢⎣

∏

i

ϑki,xi

∏

k

Γ(
∑

t α j,t)
∏

t Γ(α j,t)

∏

t

ϑ
α j,t−1
k,t

⎤
⎥⎥⎥⎥⎥⎦

[�]

; k�i = g�(↑x�i , i), j� = f �(k�)

=
∏

�∈L

⎡
⎢⎢⎢⎢⎢⎣

∏

k

1
Δ(�α j)

∏

t

ϑ
nk,t+α j,t−1
k,t

⎤
⎥⎥⎥⎥⎥⎦

[�]

; n�k,t =

⎡
⎢⎢⎢⎢⎢⎣

∑

i

δ(ki − k) δ(xi − t)

⎤
⎥⎥⎥⎥⎥⎦

[�]

. (2)

In this equation, some further notation is introduced: We use brackets [·][�] to indicate
that the contained quantities are specific to level �. Moreover, the mappings from parent
variables to component indices ki are expressed by (level-specific) ki = g(↑xi, i), and
n�k,t is the number of times that a configuration {↑xi, i} for level � lead to component k�.
Further, models are allowed to group components by providing group-specific hyper-
parameters �α j with mapping j = f (k). Finally, Δ(�α) is the normalisation function of the
Dirichlet distribution, a K-dimensional beta function: Δ(�α) �

∏
t Γ(αt)/Γ(

∑
t αt).

3 Variational Bayes for Topic Models

As in many latent-variable models, determining the posterior distribution p(H, Θ|V) =
p(V,H, Θ) /

∑
H

∫
p(V,H, Θ) dΘ with hidden and visible variables {H,V} = X, is in-

tractable in TMs because of excessive dependencies between the sets of latent variables
H and parameters Θ in the marginal likelihood p(V) =

∑
H

∫
p(V,H, Θ) dΘ in the de-

nominator. Variational Bayes [2] is an approximative inference technique that relaxes
the structure of p(H, Θ|V) by a simpler variational distribution q(H, Θ|Ψ, Ξ) conditioned
on sets of free variational parameters Ψ and Ξ to be estimated in lieu of H and Θ. Min-
imizing the Kullback-Leibler divergence of the distribution q to the true posterior can
be shown to be equivalent to maximising a lower bound on the log marginal likelihood:

log p(V) ≥ log p(V) − KL{q(H, Θ) || p(H, Θ|V)}
=
〈
log p(V,H, Θ)

〉
q(H,Θ) + H{q(H, Θ)} � F {q(H, Θ)} (3)

with entropy H{·}. F {q(H, Θ)} is the (negative) variational free energy – the quantity
to be optimised using an EM-like algorithm that alternates between (E) maximising F
w.r.t. the variational parameters to pull the lower bound towards the marginal likelihood
and (M) maximising F w.r.t. the true parameters to raise the marginal likelihood.

Mean-field approximation. Following the variational mean field approach [2], in the
LDA model the variational distribution consists of fully factorised Dirichlet and multi-
nomial distributions [6]:2

q(�z, β, ϑ|ϕ, λ, γ) =
M∏

m=1

Nm∏

n=1

Mult(zm,n|�ϕm,n) ·
K∏

k=1

Dir(�βk |�λk)
M∏

m=1

Dir(�ϑm|�γm) . (4)

2 In [6] this refers to the smoothed version; it is described in more detail in [5].
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In [6], this approach proved very successful, which raises the question how it can be
transferred to more generic TMs. Our approach is to view Eq. 4 as a special case of
a more generic variational structure that captures dependencies ↑X between multiple
hidden mixture levels and includes LDA for the case of one hidden level (H = {�z }):

q(H, Θ|Ψ, Ξ) =
∏

�∈H

⎡
⎢⎢⎢⎢⎢⎣

∏

i

Mult(xi|�ψi, ↑xi)

⎤
⎥⎥⎥⎥⎥⎦

[�]∏

�∈L

⎡
⎢⎢⎢⎢⎢⎣

∏

k

Dir(�ϑk|�ξk, ↑X)

⎤
⎥⎥⎥⎥⎥⎦

[�]

, (5)

where � ∈ H refers to all levels that produce hidden variables. In the following, we
assume that the indicator i is identical for all levels �, e.g., words in documents i� =
i ≡ (m, n). Further, tokens i in the corpus can be grouped into terms v and (observable)
document-specific term frequencies nm,v introduced. We use shorthand u = (m, v) to
refer to specific unique tokens or document–term pairs.

Topic field. The dependency between mixture levels, ↑x�u, can be expressed by the like-
lihood of a particular configuration of hidden variables �xu=�t � {x�u=t�}�∈H under the
variational distribution: ψu,�t = q(�xu=�t|Ψ ). The complete structure ψu (the joint distribu-
tion over all � ∈ H with Ψ = {ψu}∀u) is a multi-way array of likelihoods for all latent
configurations of token u with as many index dimensions as there are dependent vari-
ables. For instance, Fig. 1 reveals that LDA has one hidden variable with dimension K
while PAM has two with dimensions s1 × s2. Because of its interpretation as a mean
field of topic states in the model, we refer to ψu as a “topic field” (in underline notation).

We further define ψ�u,k,t as the likelihood of configuration (k�, t�) for document–term
pair u. This “marginal” of ψu depends on the mappings between parent variables ↑xu

and components k on each level. To obtain ψ�u,k,t, the topic field ψu is summed over all
descendant paths that xu=t causes and the ancestor paths that can cause k = g(↑xu, u)
on level � according to the generative process:

ψ�u,k,t =
∑

{�t �A ,�t �D}
ψu;(�t �A ,k

�,t�,�t �D) ; �t �A = path causing k� ,�t �D = path caused by t� . (6)

Descendant paths �t �D of t� are obtained via recursion of k = g(↑xd
u, u) over �’s descendant

levels d. Assuming bijective g(·) as in the TMs in Fig. 1, the ancestor paths �t �A that
correspond to components in parents leading to k� are obtained via (↑xa

u, u) = g−1(k) on
�’s ancestor levels a recursively. Each pair {�t �A, �t �D} corresponds to one element in ψu per

{k�, t�} at index vector �t = (�t �A, k
�, t�,�t �D).

Free energy. Using Eqs. 2, 3, 5 and 6, the free energy of the generic model becomes:

F =
∑

�∈L

⎡
⎢⎢⎢⎢⎢⎣

∑

k

logΔ(�ξk) − logΔ(�α j) +
∑

t

((∑
unuψu,k,t

)
+ α j,t − ξk,t

)
· μt(�ξk)

⎤
⎥⎥⎥⎥⎥⎦

[�]

−
∑

u

nu

∑

�t

ψu,�t logψu,�t =
∑

�∈L
F � + H{Ψ } , (7)

where μt(�ξ) � Ψ(ξt)−Ψ(
∑

tξt)=
〈

log �ϑ|�ξ 〉Dir(�ϑ|�ξ) = ∇t logΔ(�ξ), andΨ(ξ) � d/dx logΓ(ξ)

is the digamma function.3

3 Note the distinction between the function Ψ(·) and quantity Ψ .
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Variational E-steps. In the E-step of each model, the variational distributions for the
joint multinomial ψu for each token (its topic field) and the Dirichlet parameters �ξ�k on
each level need to be estimated. The updates can be derived from the generic Eq. 7 by
setting derivatives with respect to the variational parameters to zero, which yields:4

ψu,�t ∝ exp
(
∑
�∈L
[
μt(�ξk)

][�]
)

, (8)

ξ�k,t =
[(∑

unuψu,k,t
)
+ α j,t

][�]
(9)

where the sum
∑

unuψ
�
u,k,t for level � can be interpreted as the expected counts

〈
n�k,t
〉

q of
co-occurrence of the value pair (k�, t�). The result in Eqs. 8 and 9 perfectly generalises
that for LDA in [5].

M-steps. In the M-step of each model, the Dirichlet hyperparameters �α�j (or scalar α�)
are calculated from the variational expectations of the log model parameters

〈
logϑk,t

〉
q =

μt(�ξk), which can be done at mixture level (Eq. 9 has no reference to �α�j across levels).
Each estimator for �α j (omitting level �) should “see” only the expected parameters

μt(�ξk) of the Kj components associated with its group j = f (k). We assume that com-
ponents be associated a priori (e.g., PAM in Fig. 1c has �ϑm,x ∼ Dir(�αx)) and Kj is
known. Then the Dirichlet ML parameter estimation procedure given in [6,10] can be
used in modified form. It is based on Newton’s method with the Dirichlet log likelihood
function f as well as its gradient and Hessian elements gt and htu:

f (�α j) = −Kj logΔ(�α j) +
∑

t(α j,t − 1)
∑
{k: f (k)= j}μt(�ξk)

gt(�α j) = −Kj μt(�α j) +
∑
{k: f (k)= j} μt(�ξk)

htu(�α j) = −KjΨ
′(
∑

sα j,s) + δ(t−u)KjΨ
′(α j,t) = z + δ(t−u)htt

α j,t ← α j,t − (H−1�g)t = α j,t − h−1
tt

(
gt − (

∑
sgsh

−1
ss )
/
(z−1 +

∑
sh
−1
ss )
)
. (10)

Scalar α (without grouping) is found accordingly via the symmetric Dirichlet:

f = −K[T logΓ(α) − logΓ(Tα)] + (α − 1)sα , sα =
∑K

k=1
∑T

t=1μt(�ξk)

g = KT [Ψ(Tα) − Ψ(α) + sα] , h = KT [TΨ′(Tα) −Ψ′(α)]

α← α − gh−1 . (11)

Variants. As an alternative to Bayesian estimation of all mixture level parameters, for
some mixture levels ML point estimates may be used that are computationally less ex-
pensive (e.g., unsmoothed LDA [6]). By applying ML only to levels without document-
specific components, the generative process for unseen documents is retained. The
E-step with ML levels has a simplified Eq. 8, and ML parameters ϑc are estimated
in the M-step (instead of hyperparameters):

ψu,�t ∝ exp
(
∑
�∈L\c
[
μt(�ξk)

][�]
)

· ϑc
k,t , ϑc

k,t =
〈
nc

k,t

〉
q

/ 〈
nc

k

〉
q ∝
∑

unuψ
c
u,k,t . (12)

4 In Eq. 8 we assume that t�=v on final mixture level(s) (“leaves”), which ties observed terms v
to the latent structure. For “root” levels where component indices are observed, μt(�ξk) in Eq. 8
can be replaced by Ψ(ξk,t).
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Moreover, as an extension to the framework specified in Sec. 2, it is straightforward to
introduce observed parameters that for instance can represent labels, as in the author–
topic model, cf. Fig 1. In the free energy in Eq. 7, the term with μt(�ξk) is replaced by
(
∑

unuψu,k,t) logϑk,t, and consequently, Eq. 8 takes the form of Eq. 12 (left), as well.
Other variants like specific distributions for priors (e.g., logistic-normal to model

topic correlation [4] and non-parametric approaches [14]) and observations (e.g., Gaus-
sian components to model continuous data [1]), will not be covered here.

Algorithm structure. The complete variational EM algorithm alternates between the
variational E-step and M-step until the variational free energy F converges at an opti-
mum. At convergence, the estimated document and topic multinomials can be obtained
via the variational expectation log ϑ̂k,t = μt(�ξk). Initialisation plays an important role
to avoid local optima, and a common approach is to initialise topic distributions with
observed data, possibly using several such initialisations concurrently. The actual vari-
ational EM loop can be outlined in its generic form as follows:

1. Repeat E-step loop until convergence w.r.t. variational parameters:
1. For each observed unique token u:

1. For each configuration �t: calculate var. multinomial ψu,�t (Eq. 8 or 12 left).
2. For each (k, t) on each level �: calculate var. Dirichlet parameters ξ�k,t based on

topic field marginals ψ�u,k,t (Eqs. 6 and 9), which can be done differentially: ξ�k,t ←
ξ�k,t + nuΔψ

�
u,k,t with Δψ�u,k,t the change of ψ�u,k,t .

2. Finish variational E-step if free energy F (Eq. 7) converged.
2. Perform M-step:

1. For each j on each level �: calculate hyperparameter α�j,t (Eqs. 10 or 11), inner iteration
loop over t.

2. For each (k, t) in point-estimated nodes �: estimate ϑ�k,t (Eq. 12 right).
3. Finish variational EM loop if free energy F (Eq. 7) converged.

In practice, similar to [5], this algorithm can be modified by separating levels with
document-specific variational parameters Ξ�,m and such with corpus-wide parameters
Ξ�,∗. This allows a separate E-step loop for each document m that updates ψu and Ξ�,m

with Ξ�,∗ fixed. Parameters Ξ�,∗ are updated afterwards from changes Δψ�u,k,t cumulated
in the document-specific loops, and their contribution added to F .

4 Experimental Verification

In this section, we present initial validation results based on the algorithm in Sec. 3.

Setting. We chose models from Fig. 1, LDA, ATM and PAM, and investigated two
versions of each: an unsmoothed version that performs ML estimation of the final
mixture level (using Eq. 12) and a smoothed version that places variational distribu-
tions over all parameters (using Eq. 8). Except for the component grouping in PAM
(�ϑm,x have vector hyperparameter �αx), we used scalar hyperparameters. As a base-line,
we used Gibbs sampling implementations of the corresponding models. Two criteria
are immediately useful: the ability to generalise to test data V ′ given the model pa-
rameters Θ, and the convergence time (assuming single-threaded operation). For the
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Model: LDA ATM PAM

Dimensions {A,B}: K = {25, 100} K = {25, 100} s1,2 = {(5, 10), (25, 25)}
Method: GS VBML VB GS VBML VB GS VBML VB

Convergence time [h]
A 0.39 0.83 0.91 0.73 1.62 1.79 0.5 1.25 1.27

B 1.92 3.75 4.29 3.66 7.59 8.1 5.61 14.86 16.06

Iteration time [sec]
A 4.01 157.3 164.2 6.89 254.3 257.8 5.44 205.1 207.9

B 16.11 643.3 671.0 29.95 1139.2 1166.9 53.15 2058.2 2065.1

Iterations
A 350 19 20 380 23 25 330 22 22

B 430 21 23 440 24 25 380 26 28

Perplexity
A 1787.7 1918.5 1906.0 1860.4 1935.2 1922.8 2053.8 2103.0 2115.1

B 1613.9 1677.6 1660.2 1630.6 1704.0 1701.9 1909.2 1980.5 1972.6

Fig. 2. Results of VB and Gibbs experiments

first criterion, because of its frequent usage with topic models we use the perplex-
ity, the inverse geometric mean of the likelihood of test data tokens given the model:
P(V ′) = exp(−∑u nu log p(v′u|Θ′)/W′) whereΘ′ are the parameters fitted to the test data
V ′ with W′ tokens. The log likelihood of test tokens log p(v′u|Θ′) is obtained by (1) run-
ning the inference algorithms on the test data, which yields Ξ′ and consequentlyΘ′, and
(2) marginalising all hidden variables h′u in the likelihood p(v′u|h′u, Θ′) =

∏
�∈L
[
ϑk,t
][�].5

The experiments were performed on the NIPS corpus [11] with M = 1740 documents
(174 held-out), V = 13649 terms, W = 2301375 tokens, and A = 2037 authors.

Results. The results of the experiments are shown in Fig. 2. It turns out that generally
the VB algorithms were able to achieve perplexity reductions in the range of their Gibbs
counterparts, which verifies the approach taken. Further, the full VB approaches tend to
yield slightly improved perplexity reductions compared to the ML versions. However,
these first VB results were consistently weaker compared to the baselines. This may
be due to adverse initialisation of variational distributions, causing VB algorithms to
become trapped at local optima. It may alternatively be a systematic issue due to the
correlation between Ψ and Ξ assumed independent in Eq. 5, a fact that has motivated
the collapsed variant of variational Bayes in [13]. Considering the second evaluation
criterion, the results show that the current VB implementations generally converge less
than half as fast as the corresponding Gibbs samplers. This is why currently work is un-
dertaken in the direction of code optimisation, including parallelisation for multikernel
CPUs, which, opposed to (collapsed) Gibbs samplers, is straightforward for VB.

5 Conclusions

We have derived variational Bayes algorithms for a large class of topic models by gen-
eralising from the well-known model of latent Dirichlet allocation. By an abstraction of
these models as systems of interconnected mixture levels, we could obtain variational
update equations in a generic way, which are the basis for an algorithm, that can be eas-
ily applied to specific topic models. Finally, we have applied the algorithm to a couple
of example models, verifying the general applicability of the approach. So far, espe-
cially more complex topic models have predominantly used inference based on Gibbs

5 In contrast to [12], we also used this method to determine ATM perplexity (from the �ϕk).
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sampling. Therefore, this paper is a step towards exploring the possibility of variational
approaches. However, what can be drawn as a conclusion from the experimental study
in this paper, more work remains to be done in order to make VB algorithms as effective
and efficient as their Gibbs counterparts.

Related work. Beside the relation to the original LDA model [6,5], especially the pro-
posed representation of topic models as networks of mixture levels makes work on
discrete DAG models relevant: In [3], a variational approach for structure learning in
DAGs is provided with an alternative derivation based on exponential families leading
to a structure similar to the topic field. They do not discuss mapping of components or
hyperparameters and restrict their implementations to structure learning in graphs bipar-
tite between hidden and observed nodes. Also, the authors of [9] present their pachinko
allocation models as DAGs, but formulate inference based on Gibbs sampling. In con-
trast to this, the novelty of the work presented here is that it unifies the theory of topic
models in general including labels, the option of point estimates and component group-
ing for variational Bayes, giving empirical results for real-world topic models.

Future work will optimise the current implementations with respect to efficiency in
order to improve the experimental results presented here, and an important aspect is to
develop parallel algorithms for the models at hand. Another research direction is the
extension of the framework of generic topic models, especially taking into consider-
ation the variants of mixture levels outlined in Sec. 3. Finally, we will investigate a
generalisation of collapsed variational Bayes [13].
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Abstract. Many practical optimization problems are constrained black
boxes. Covariance Matrix Adaptation Evolution Strategies (CMA-ES)
belong to the most successful black box optimization methods. Up to
now no sophisticated constraint handling method for Covariance Matrix
Adaptation optimizers has been proposed. In our novel approach we learn
a meta-model of the constraint function and use this surrogate model to
adapt the covariance matrix during the search at the vicinity of the
constraint boundary. The meta-model can be used for various purposes,
i.e. rotation of the mutation ellipsoid, checking the feasibility of candidate
solutions or repairing infeasible mutations by projecting them onto the
constraint surrogate function. Experimental results show the potentials
of the proposed approach.

1 Introduction

Constraints typically are not considered available in their explicit formal form,
but are assumed to be black boxes: a vector x fed to the black box just returns
a numerical or boolean value. The constrained real-valued optimization problem
is to find a solution x = (x1, x2, . . . , xN )T in the N -dimensional solution space
RN that minimizes the objective function f(x), in symbols:

f(x) → min!, x ∈ RN subject to
inequalities gi(x) ≤ 0, i = 1, . . . , n1, and
equalities hj(x) = 0, j = 1, . . . , n2 .

(1)

The question arises how to cope with constraints that are not given explicitly.
Various constraint handling methods for evolutionary computation have been
proposed in the last decades. A survey is not possible due to the limited space.
Coello [1] or Kramer [4] deliver a good starting point for literature research.
Most methods fall into the category of penalty functions, e.g. by Kuri et al. [5]
allowing the search process to discover the whole search space, but penalizing
the infeasible part. Other approaches are based on decoders, e.g. by Michalewizc
[7] or multi-objective optimization, e.g. by Jimenez [3].

Covariance Matrix Adaptation belongs to the most successful black box opti-
mization algorithms in real-valued search spaces. The idea of covariance matrix

B. Mertsching, M. Hund, and Z. Aziz (Eds.): KI 2009, LNAI 5803, pp. 169–176, 2009.
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adaptation techniques is to adapt the distribution of the mutation operator such
that the probability to reproduce steps that led to the actual population in-
creases. The CMA-ES was introduced by Ostermeier et al. [8,2]. All previous
CMA-ES implementations make use of death penalty as constraint handling
technique. The results of the CMA-ES on problems TR2 and 2.401 can be found
in table 1. In comparison to a standard evolution strategy the CMA-ES is able
to cope with the low success rates around the optimum of the TR-problem. The
average number of infeasible solutions during the approximation is 44%. This
indicates that a reasonable adaptation of the mutation ellipsoid takes place. As
the TR problem exhibits a linear objective and a linear constraint function we
would expect a rate of ≈ 50% infeasible solutions and a decrease of step sizes
for an ill-adapted mutation ellipsoid. An analysis of the angle between the main
axis of the mutation ellipsoid and the constraint function converges to zero, the
same do the step sizes during approximation of the optimum. On problem 2.40
about 64% of the produced solutions are infeasible.

Table 1. Experimental analysis of the CMA-ES with death penalty

CMA-ES (DP) best mean worst dev ffe cfe
TR2 0.0 0.0 2.7 · 10−15 5.8 · 10−16 6,754 12,019
2.40 0.0 0.0 9.1 · 10−13 1.3 · 10−13 19,019 71,241

2 A Fast Surrogate Model Estimator for Linear
Constraints

To construct more powerful constraint handling methods the idea arises to build
a meta-model of the constraint function. This meta-model can be used in various
kinds of ways. We will use the surrogate model for the rotation of the mutation
ellipsoid, checking the feasibility of mutations, and the repair of infeasible mu-
tations of the CMA-ES. In this work we concentrate on linear constraints, but
the approach can be extended to the non-linear case.

To efficiently estimate the constraint surrogate function we developed a new
efficient constraint boundary estimator based on fast binary search. We assume
that our constraint handling method starts with the first occurrence of an in-
feasible individual. The estimation algorithm for the linear constraint boundary,
i.e. a linear hyper-plance h0 works as follows.

In the first step the surrogate estimator identifies N points on the N -dimen-
sional linear constraint hyper-plane h0. For this sake the model-estimator makes
use of an N -dimensional hypersphere cutting the constraint boundary. The con-
nection between the infeasible points on the hypersphere and the center of the
hypersphere will cut the constraint boundary. When the first infeasible offspring
individual (ξ)1 is produced, the original feasible parent xf is the center of the

1 Problem TR2 is the Sphere function xT x with the linear constraint
∑

xi −N > 0,
problem 2.40 is a linear function with 6 linear constraints, see Schwefel [9].
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corresponding meta-model estimator and the distance becomes radius r of your
model-estimator. The approach uses binary search to find the cutting points and
takes the following three steps:

1. Generation of random points on the surface of the hypersphere: Point xf is
the center of the hypersphere with radius r such that the constraint boundary
is cut. N − 1 additional infeasible points ξi, 1 ≤ i ≤ N − 1 have to be
produced. Infeasible points are produced by sampling on its surface until
a sufficient number of infeasible points are produced. The points on the
surface are sampled randomly with uniform distribution using the method
of Marsaglia [6]: At first, N − 1 Gaussian distributed points are sampled
(ξj)i ∼ N (0, 1) j = 1, . . . , N and scaled to length 1. Further scaling and
shifting yields N randomly distributed point on the hypersphere surface

(ξ)i =
1√

(ξ1)2i + . . . + (ξN )2i
· ((ξ1)i, . . . , (ξN )i)T (2)

2. Identification of N points s1, . . . , sN on the estimated constraint boundary,
see Figure 1: The line between the feasible point xf and the i-th infeasible
point (ξ)i cuts the real constraint hyper-plane h∗ in point s∗i . Binary search is
a fast approach to approximate s∗i on this segment: The center si of the last
interval defined by the last points of the binary search becomes an estimation
of point s∗i on h∗. The real hyperplane lies between h∗1 and h∗2. Table 2 shows
the empirical number of binary search steps to achieve the angle accuracy
φ < 1◦ with accuracy φ < 0.25◦ of the estimated hyperplane h0. Each
experiment was repeated 100, 000 times, i.e. in each repetition a new test
case with a random hyper-plane and random points xf , (ξ)1, . . . (ξ)N ∈ R
was generated. The error of the angle φ can be estimated by the number
of binary search steps: Let φk be the average angle error after k binary
steps and η be the accuracy improvement factor we are able to achieve with
one binary search step. The experimental analysis yields the following linear
relation between angle accuracy φ and binary search steps k = j − i:

φi · ηj−i = φj (3)

The magnitude of the efficiency factor η, i.e. an improvement of angle accu-
racy, can be estimated as 0.53 ≤ η ≤ 0.57 from our experiments, see Table 2.
Note, that the number of binary search steps grows slower than the number
of dimensions of the solution space.

3. Finally, we calculate the normal vector n0 of h0 using the N points on
the constraint boundary. Assuming the points si, 1 ≤ i ≤ N , represent
linearly independent vectors a successive Gram-Schmidt orthogonalization
of the (i + 1)-th vector on the i-th previously produced vectors delivers the
normal vector n0 of h0.

Note, that we estimate the normal vector n0 of the linear constraint model h0
only one time, i.e. when the first infeasible solutions have been detected. Later,
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Fig. 1. Procedure to estimate the constraint boundary h0 in two dimensions: The
method performs binary search on the segments between a feasible point xf and each
two infeasible points (ξ)1, (ξ)2 to estimate two points s1, s2 on the meta-model

Table 2. Number of binary search steps and constraint function evaluations to limit
the average angle accuracy in an artificial setup with one hyperplane, a feasible and
an infeasible point

dimension steps (φ ≤ 1◦) mean error steps (φ ≤ 0.25◦) mean error cfe
2 9 0.85 11 0.24 3.14
10 14 0.68 16 0.21 21.56
20 15 0.76 17 0.25 42.96

update steps only concern the local support point pt of the hyper-plane2. At the
beginning, any of the points si may be the support point p0.

3 Rotation of the Covariance Matrix

Our first idea to exploit the surrogate constraint function was to adapt the
covariance matrix itself. Our experiments with correlated Gaussian mutation for
ES motivated that step3. The covariance matrix C ∈ RN×N is a positive semi-
definite matrix and thus, exhibits a decomposition into an orthonormal matrix
B and a diagonal matrix D, such that C = BD2BT . In case of approximating
the constraint boundary h with normal vector n we adapt the covariance matrix
C as follows:

2 Hence, in iteration t the linear model ht is specified by normal vector n0 and current
support point pt.

3 Correlated mutation by Schwefel [9] rotates the axes of the hyper-ellipsoid to adapt
to local properties of the fitness landscape by means of self-adaptation.
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1. Decomposition of covariance matrix C into orthonormal matrix B and dia-
gonal matrix D.

2. Replacement of vector ci of matrix C with the least angle d to the normal
vector n0, i.e. ci such that cin0 is minimal, by normalized vector n0/‖n0‖.

3. Orthogonalization of C starting with n0/‖n0‖.
4. Scale of the N − 1 vectors of D that are orthogonal to n with regard to a

projection of C onto h, and scale of the vector parallel to n to 1/200-th of
its original length.

5. Computation of C = BD2BT .

The CMA-ES runs as usual until the constraint boundary is met. The algorithm
starts the constraint handling technique if 40% of the mutations are infeasible.
Figure 3 shows the results of our experimental analysis on TR2 and 2.40. We
can observe a slight decrease of necessary fitness function calls of about 5% in
average on TR2. This slight speedup is a result of a faster adaptation of C to the
constraint boundary. After the adaptation is complete, the optimization process
continuous in the usual kind of way. No speedup can be observed on problem 2.40,
the CMA-ES was already successful in adapting C to the constraint conditions.

Table 3. Experimental analysis of the CMA-ES using the surrogate model for
adaptation of C

CMA-ES (DP) best mean dev ffe cfe
TR2 0.0 0.0 3.1 · 10−15 6,380 11,374
2.40 0.0 0.0 1.3 · 10−13 18,998 71,559

4 Checking Feasibility

In a second approach potentially feasible solutions are checked for feasibility
with the surrogate model. In particular, this is recommendable if constraint func-
tion calls are expensive. For this purpose an exact estimation of the constraint
boundary in necessary. Two errors for the feasibility prediction of individual xt

are possible:

1. The model predicts xt is feasible, but it is not. Points of this category are
examined for feasibility causing an additional constraint function evaluation.

2. The model predicts xt is infeasible, but it is feasible. The individual will be
discarded, but may be a very good approximation of the optimum.

We introduce a safety margin δ, i.e. a shift of the estimated constraint bound-
ary into the infeasible direction. The safety margin reduces errors of type 2. We
set δ to the distance d of the mutation ellipsoid center c and the estimated con-
straint boundary ht. The distance between c and the shifted constraint boundary
h′t becomes 2d. A regular update of the constraint boundary support point pt is
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necessary. Again, we have to distinguish between two conditions in each itera-
tion. Let dt0 be the distance between the mutation ellipsoid center ct0 and the
constraint boundary ht0 at time t0 and let k be the number of binary search
steps to achieve the angle accuracy of δ < 0.25◦.

1. The center of the mutation ellipsoid ct approaches ht: If distance dt between
ht and ct0 becomes smaller than dt0/2k, a re-estimation of the support point
pt is reasonable.

2. The search ct moves parallel to ht: An exceeding of distance

ct0 − ct =

√
1

tan(φ)2
+ 4 · dt0 (4)

with φ = 0.25 · (0.57)3k causes a re-estimation of ht.

To find the new support point pt we use 4k binary steps on the line between the
current infeasible solutions and ct. Table 4 shows significant savings of constraint
evaluations with a high approximation capability using the feasibility checking
approach.

Table 4. Results of the CMA-ES with meta-model feasibility checking

CMA-ES (F-Checking) best mean dev ffe cfe
TR2 0.0 0.0 6.9 · 10−16 6,780 7,781
2.40 0.0 0.0 1.8 · 10−13 19,386 34,254

5 Repair of Infeasible Solutions

At last, we propose to repair infeasible mutations by projection onto the con-
straint boundary ht. We assume the angle error φ that can again be estimated
by the number of binary search steps k, see equation 3. In our approach we elon-
gate the projection vector by length δ. Figure 2 illustrates the situation. Let pt

be the support point of the hyper-plane ht at time t and let xi be the infeasible
solution. Since a2 + b2 = d2 and δ/b = tanφ, we obtain

δ =
√
a2 − d2 · tanφ. (5)

The elongation of the projection into the potentially feasible region guarantees
feasibility of the repaired individuals. Nevertheless, it might prevent fast conver-
gence, in particular in regions far away from the hyper-plane support point pt,
as δ grows with increasing length of d. In our approach we update the center of
the hyper-plane for an update of accuracy every 10 generations. The results of
the CMA-ES repair algorithm can be found in Table 5. We observe a significant
decrease of fitness function evaluations. The search concentrates on the bound-
ary of the infeasible search space, in particular on the feasible site. Of course,
no saving of constraint function evaluations could have been expected.
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Fig. 2. Safety margin: the elongation of the projection of infeasible solution xi onto
the estimated constraint boundary ht by length δ ensures the feasibility of the repaired
point xr

Table 5. Results of the CMA-ES with repair mechanism

CMA-ES (Repair) best mean dev ffe cfe
TR2 0.0 0.0 5.5 · 10−16 3,432 5,326
2.40 0.0 0.0 9.1 · 10−14 16,067 75,705

6 Combination of Approaches

At last, we combine all three introduced approaches. Table 6 shows the results
of the combined constraint handling techniques on problems TR2 and 2.40.
In comparison to the repair approach of Section 5 the number of constraint
function calls decreases significantly and the relation between fitness and con-
straint function evaluations reaches the level of the feasibility check technique in
Section 4. In comparison to the results with death penalty, see Table 1, a signif-
icant decrease of objective and constraint function evaluations can be observed.

Table 6. Results of the CMA-ES with covariance matrix rotation, feasibility check
and repair mechanism

CMA-ES (all) best mean worst dev ffe cfe
TR2 0.0 0.0 8.9 · 10−16 5.1 · 10−16 3,249 3,650
2.40 0.0 0.0 9.1 · 10−13 9.1 · 10−14 11,216 30,069

7 Summary and Outlook

We have proposed the first sophisticated constraint handling technique for the
CMA-ES. The better the constraints are known, the more information can be
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investigated during the search process. Surrogate models of the constraint func-
tions turn out to be very useful for handling of constraints. To compute a con-
straint surrogate function we proposed an efficient algorithm for the estimation
of linear constraints based on sampling on the surface of a hypersphere and bi-
nary search on the lines into the infeasible part of the search space. Based on
this model we used the surrogate constraint function for multiple purposes, i.e.
rotation of the covariance matrix, checking of feasibility and repair of infeasible
points. Significant savings of fitness and constraint evaluations can be observed.
If the effort spent on the surrogate constraint model and the various techniques
is profitable, depends on the application scenario.

As many constraints in practical applications are not linear, we plan to ex-
tend our approach to non-linear constraints. First experiments show that a lin-
ear surrogate approximation of non-linear constraints is sufficient and leads to
amazingly good results. Furthermore, the approach can be extended concerning
the handling of multiple constraints functions. For this purpose, it seems to be
reasonable to develop a detailed case sensitive surrogate model.
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Abstract. The optimization of multiple conflictive objectives at the
same time is a hard problem. In most cases, a uniform distribution of
solutions on the Pareto front is the main objective. We propose a novel
evolutionary multi-objective algorithm that is based on the selection with
regard to equidistant lines in the objective space. The so-called rakes can
be computed efficiently in high dimensional objective spaces and guide
the evolutionary search among the set of Pareto optimal solutions. First
experimental results reveal that the new approach delivers a good ap-
proximation of the Pareto front with uniformly distributed solutions.
As the algorithm is based on a (μ + λ)-Evolution Strategy with birth
surplus it can use σ-self-adaptation. Furthermore, the approach yields
deeper insights into the number of solutions that are necessary for a
uniform distribution of solutions in high-dimensional objective spaces.

1 Introduction

1.1 Multi-Objective Black Box Optimization

Many real-world black box optimization problems are multi-objective. Maximiza-
tion of performance and minimization of costs is a typical example. Formally,
the multi-objective optimization problem is defined as follows:

min
x∈RN

f(x) = min
x∈RN

(f1(x), f2(x), ..., fm(x)) (1)

with fi(x) : RN → R, i = 1, ...,m. We seek for a set of Pareto optimal solutions,
i.e. the Pareto set P = {x∗ ∈ RN |�x ∈ RN : ∀i ∈ {1, ..m} : fi(x) ≤ fi(x∗)∧�j ∈
{1, ..,m} : fj(x) < fj(x∗)}. Evolutionary multi-objective algorithms (EMOA)
have shown great success in this field in the last decade. The SMS-EMOA [1],
NSGA-II [4], and SPEA2 [7] belong to the most successful ones. In this paper we
propose a new EMOA that is based on geometrical properties in the objective
space. In Section 2 we propose the new multi-objective approach called Rake
Selection. Afterwards, we present a first empirical study in Section 3 and discuss
various aspects of the new technique like movement towards the Pareto front in
Section 4.
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1.2 Related Work

Due to the limited space we only recapitulate the two variants that are closely re-
lated to Rake Selection1. The non-dominated-sorting genetic algorithm (NSGA)
and its successor (NSGA-II) by Deb et al. [4] belong to the most frequently used
algorithms in multi-objective optimization. The idea is to rank individuals of the
population according to their non-domination level. All individuals that are not
dominated by any others are assigned to the first rank. In a next step they are
removed from the population and the non-dominance check is conducted again.
These steps are repeated, until all individuals have been assigned to a rank
according to their non-dominance level. Best ranked solutions with maximum
crowding distance values are added to the population of the next generation.

The SMS-EMOA [1] belongs to the indicator-based EMOA using the S-metric
as selection objective. The S-metric – also called hypervolume indicator – mea-
sures the size of the space dominated by at least one solution. Maximization of
the S-metric among non-dominated solutions is a combinatorial problem. Hence,
the SMS-EMOA applies a (μ+1) (or steady-state) selection scheme in each gener-
ation discarding the individual that contributes least to the S-metric value of the
population. The invoked variation operators are not specific for the SMS-EMOA
or NSGA-II, but are taken from literature [3], namely polynomial mutation and
simulated binary crossover with the same parameterization as for NSGA-II.

2 Rake Selection

In this section we introduce a novel evolutionary optimization technique with
a geometric based selection scheme. This scheme is designed to produce ap-
proximately equidistant solutions on the Pareto front. The proposed algorithm is
based on evolution strategies (ES). For a comprehensive introduction to ES we
refer to Beyer and Schwefel [2,6].

2.1 Idea of Rake Selection

Let m be the number of objective functions f1(x), . . . fm(x) with x ∈ RN .
The intuition of rake selection is to define k = km−1

0 rakes – parallel straight
lines in the objective space – that guide the evolutionary search and lead to a
uniform, i.e. approximately equidistant, distribution on the final Pareto front
F . Parameter k0 is the number of rakes along the connection of two extreme
points on the Pareto front, see Paragraph 2.3. Based on these edge solutions
that minimize the respective objectives, an m − 1-dimensional hypergrid with
k uniformly distributed intercept points pi, 1 ≤ i ≤ km−1

0 is defined. We
define rake lines lj , 1 ≤ j ≤ km−1

0 that cut the hypergrid in the intercept
points perpendicularly. Due to the equidistant distribution of the intercept points
on the hypergrid the rake lines lie equidistantly parallel to each other in the
1 A broad list of publications in the field of evolutionary multi-objective optimization

can be found at http://delta.cs.cinvestav.mx/∼ccoello/EMOO/EMOObib.html.
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Fig. 1. Illustration of Rake Selection: The rakes lie equidistantly in the objective space
and guide the evolutionary selection process. Among the set of non-dominated indivi-
duals N (black squares and grey circles) for each rake line lj the closest solutions (black
squares) are selected.

objective space. Consequently, they cut the Pareto front F equidistantly with
respect to a projection of the Pareto front onto the hypergrid, and approximately
equidistantly on the Pareto front hypersurface. Concerning a discussion about
the equidistant distribution on the Pareto front surface, see Paragraph 4.1.

Figure 1 illustrates the situation for m = 2. Here k = k0 rakes lie in the
objective space perpendicularly to the rake base that connects the corner points
c1 and c2. In each generation the algorithm produces λ offspring solutions. The
core of Rake Selection is to select the k closest solutions (black squares) to
each rake lj among the set of non-dominated solutions (black squares and grey
circles). Before each rake selects the closest solution, non-dominated sorting is
applied and the set of non-dominated solutions xi ∈ N with N = {xi|di = 0}
and dominance rank di is computed. Then, each rake line lj selects the closest
solution in the objective space, i.e.

xi = arg min
xn∈N

dist(xn, lj), (2)

if dist(xn, lj) measures the distance between point xn and line lj in Rm. One
solution may be selected multiple times by different rakes. The rakes guide the
search to establish equidistant solutions in the objective space. If the number of
selected solutions δ is smaller than μ, we add the μ− δ solutions to the parental
set Pt+1 of solutions that are dominated least.

2.2 The Algorithm

Figure 2 shows the pseudo-code of our novel multi-objective optimization algo-
rithm. At the beginning the single objectives have to be minimized in order to
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1 Start
2 P0 ← init, t ← 0;
4 minimize each f1(x), . . . , fm(x);
5 compute corner points c1, . . . , cm;
6 compute rake base b;
7 compute rake lines l1, . . . , lk−m;
8 Repeat
8 t ← t + 1;
9 For μ = 1 To λ

10 Ot ← Ot ∪ variation(Pt);
11 Next
12 N ← non-dominated individuals (Pt ∪ Ot);
13 compute distance matrix D;
14 For rake lj Do
15 Rt ← Rt ∪ xi = arg minxj∈N dist(xn, lj);
16 Next
17 For i = 0 To |Rt| − μ
18 Rt ← Rt ∪ element(i, sortd((Pt ∪ Ot)\Rt);
19 Next
20 Pt+1 ← Rt

21 Until termination condition;
22 End

Fig. 2. Pseudocode of the novel EMOA with Rake Selection

compute the rake base b and the rake lines lj in the objective space. In an itera-
tive loop the individuals are produced. We use a (μ+λ) population scheme, i.e.
in each generation the algorithm produces λ offspring solutions with intermedi-
ate recombination. For two uniformly selected parents x1 and x2, the offspring is
x′ := 1

2x1+ 1
2x2. We point out that we do not use the specialized multi-objective

variation operators simulated binary crossover or polynomial mutation [3] like
other approaches, e.g. NSGA-II or SMS-EMOA. Instead, Rake Selection uses
σ-self-adaptive Gaussian mutation, i.e. each solution x′′ is produced by

x′′ := x′ + σ′ · N (0, 1). (3)

with
σ′ := e(τ0N0(0,1)) ·

(
σ1e

(τ1N1(0,1), . . . , σNe
(τ1NN (0,1)

)
, (4)

with learning rates τ0 ad τ1 and put into the offspring population Ot. Due to
premature convergence that is discussed in Paragraph 4.3 we have to introduce a
minimum step size ε, so that it holds σi ≥ ε, i = 1 . . .N . Without the minimum
step size the EMOA converges towards any set of non-dominated solutions with
minimum distance to the rakes.

2.3 Computation of Rake-Base and Rake Lines

At the beginning the algorithm requires the calculation of a hypergrid in the
objective space, i.e. the rake base and its interception points. For this sake Rake
Selection has to compute the corner points ci in the first stage by minimizing the
single objectives fi, 2 ≤ i ≤ m. If x∗

i ∈ RN is the optimal
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solution minimizing fi, the corner points ci are computed by insertion ci =
(f1(x∗

i ), . . . , fi(x∗
i ), . . . , fm(x∗

i ))
T . The rake base, i.e. the connection of corner

points is the difference between each two corner points, e.g. for m = 2 we get
b = c2 − c1. If k is the number of rakes, we get the inner k − 2 rake intercept
points pi by pi = c1 + q · b

k−1 for q = 1, . . . , k − 2. The rakes cut the rake base
perpendicularly in these intercept points. Thus, to define each rake lj we only
need to compute the vector n that is orthogonal to the rake base. For m > 2
the rake base is not a line, but a hyperplane with km−1 intercept points, i.e. a
hypergrid and the rake lines cut the hyperplane in the intercept points of the
grid.

2.4 Selection with Rakes

In each generation Rake Selection performs non-dominated sorting, i.e. for each
individual xi the number di of solutions is computed that dominate xi. The set of
non-dominated solutions N = {xi ∈ P|di = 0} is subject to the Rake Selection
procedure. For this sake the algorithm has to compute a distance matrix D = dij

containing the distances dij of all non-dominated solutions xi to the rakes lj with
1 ≤ j ≤ |N | and 1 ≤ j ≤ k −m. For each rake lj the closest solution is selected
and put into the next parental population Pt+1 = R. One solution may be
selected multiple times by different rakes for Pt+1. That leads to |Pt+1| < μ.
In this case the population Pt+1 is filled with the δ = |R| − μ solutions with
minimal rank di.

One of the advantages of Rake Selection is its computational performance,
in particular for m > 2. Rake base b and rake intercept points pi are easy
to compute. The normal vector n of the rake base requires the solving of m
linear equations, i.e. O(m3). Each distance computation in the objective space
between a solution and a rake line takes O(m2) that is based on computation of
the intersection point between two lines.

3 Experimental Study

In this section we present a first experimental study of our novel approach on
the multi-objective test problems ZDT1 to ZDT4, each with m = 2 objectives.
Minimization of the single objectives yields the corner points. We use μ = 50
parental solutions, k = 50 rakes, and the mutation settings τ0 = 5.0, τ1 = 5.0,
and ε = 10−7. Figure 3 shows the experimental results2 of typical runs of Rake
Selection on the problems ZDT1 to ZDT4 with N = 30 dimensions (N = 10
for ZDT4) and random initialization after 1, 000 iterations. We can observe that
Rake Selection places the non-dominated solutions directly on the rakes and
converges towards the Pareto front. The average distance to the rakes reaches
the area of the minimum step size ε at the end of each run. The results are
stable, i.e. the Pareto front is reached in almost every run.
2 The figures of the experimental analysis are generated by the matplotlib package in

Python.



182 O. Kramer and P. Koch

ZDT 1 ZDT 2

ZDT 3 ZDT 4

Fig. 3. Experimental results of typical runs of Rake Selection on the multi-objective
problems ZDT1 to ZDT4. The rake base connects the corner points. The perpendicular
lines define the rakes in the objective space. Note that the rakes don’t appear to be
perpendicular to the rake base in this figure due to the unequal scaling of the axes.
After 1, 000 iterations, i.e. 50, 000 objective function evaluations the solutions lie on
the rakes and on the curves of the Pareto fronts.

4 Discussion of Rake Selection

4.1 Arbitrary Placement of Rakes in the Objective Space

Does the Rake Selection approach really achieve equidistantly distributed solu-
tions on the Pareto front? As the Pareto front is cone-convex, the condition of an
approximately equidistant distribution cannot be hurt strong. E.g. the solutions
are equidistantly distributed if the Pareto front is linear. In a worse case the
rakes cut the Pareto front perpendicularly at one area and almost lie parallel
to the Pareto front at another area. But as the search follows the rakes, the
approach is quite flexible concerning the rake placement in the objective space,
i.e. the intercept points pi on the rake base b can be adapted during the run.
The rake placement can be adapted automatically or by hand:
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Automatic rake placement: To improve the equidistant distribution of solu-
tions on the Pareto front, we currently experiment with an automatic adaptation
of the rake-distances according to the Euclidean distances of the solutions in the
objective space. If ca and cb are the corner points, a good linear3 approximation
could be the following: Let Δ = 1

μ

∑μ−1
i=1 ‖xi − xi+1‖ be the average Euclidean

distance between the solutions on the Pareto front, let bij be the distance between
two solutions xi and xj , and r = ‖b‖/(k−1) be the initial distance between the
rakes. Then, a good linear approximation for the rake distance between two solu-
tions is r

bij
·Δ due to the theorem on intersecting lines. As

∑k−1 bij = (k−1) ·Δ,
the length of the rake base is kept constant.

Rake placement by hand: If visualized, the system could offer the practitioner
the option to adapt the rakes by hand. The user can directly control the areas
in the objective space where he wants to search for a Pareto optimal solution.

4.2 The Curse of Objective Space Dimensionality

For the search with two objectives, Rake Selection requires k rake lines de-
pending on the density of solutions the practitioner desires for the Pareto set.
To achieve a similar density of solutions in higher dimensional objective spaces
with m objectives, a hypergrid is necessary with km−1 rake lines. Note, that this
exponential increase is no drawback of Rake Selection, but a – to our mind fre-
quently neglected – consequence of the curse of dimensionality in multi-objective
optimization. Neglect the fact that an equidistant distribution with constant
distances into all directions of the objective space increases exponentially with
the number of objectives, leads to a loss of density for every multi-objective
approach.

4.3 Movement towards the Pareto Front

Why is Rake Selection moving the solutions to the Pareto front – and not only
towards the rakes? The underlying concept of approximating the Pareto front is
similar to the concept of maximizing the S-metric of the SMS-EMOA. The move-
ment towards the Pareto front is achieved by considering only non-dominated
solutions for the S-metric hypervolume. In Rake Selection the variation opera-
tors produce solutions that can dominate solutions of the previous generation
and consequently, the population moves towards the Pareto front. Note, that the
SMS-EMOA does not approximate the Pareto front by maximizing the absolute
volume dominated in the objective space, but the relative volume with regard to
the solution’s neighbors – considering a reference point that is generated from
the worst solution in each generation influencing the solutions at the corner of
the Pareto front. In our experiments we also took into account the maximization
of the distance to a dominated reference point r, e.g. r = (1, 1), in the distance
matrix, i.e. dij = dist(xi, lj)+α‖xi−r‖, see Equation 2. We applied this update

3 An even better equidistant distribution can be achieved with a nonlinear regression
model.
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rule to all rakes, and only one rake at the border of the non-dominated individ-
uals with and without a decreasing α, and could not achieve a speedup towards
the Pareto front.

5 Conclusions and Outlook

Rake Selection is a novel evolutionary multi-objective algorithm based on the
selection by the distance to equidistantly distributed lines in the objective space.
Birth surplus allows the application of σ-self-adaptation. Our first experimental
studies have shown that the population follows the rakes and at the same times
approximates the Pareto front. In the next step, a detailed experimental study
and comparison to other approaches using methods from design of experiments
will follow on various test problems, e.g. from the CEC 2007 [5]. Of interest are
the capabilities of Rake Selection on problems with more than two objectives.
Special attention will be payed on the behavior of σ-self-adaptation as not many
results are available for self-adaptation in multi-objective solutions spaces. Fur-
ther selection schemes will be interesting, e.g. selection of more than one closest
non-dominated solutions or the consideration of the closest dominated solutions.
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Abstract. The current paper uses a real-life scenario from logistics
to compare various forms of neighbourhood topologies within particle
swarm optimization (PSO). Overall, gbest (all particles are connected
with each other and change information) outperforms other well-known
topologies, which is in contrast to some other results in the literature
that associate gbest with premature convergence. However, the advan-
tage of gbest is less pronounced on simpler versions of the application.
This suggests a relationship between the complexity of instances from an
identical class of problems and the effectiveness of PSO neighbourhood
topologies.

Keywords: staff scheduling, neighbourhood topologies, sub-daily
planning, particle swarm optimization.

1 Application Problem and PSO Solution Approach

Staff scheduling involves the assignment of an appropriate employee to the appro-
priate workstation at the appropriate time while considering various constraints.
The present staff scheduling problem originates from a German logistics service
provider. This company operates in a spatially limited area 7 days a week almost
24 hours a day. The employees are quite flexible in terms of their working hours,
which results in a variety of working-time models. There are strict regulations
especially with regard to qualifications. The personnel demand for the worksta-
tions is subject to large variations during the day. However, today employees
are manually scheduled to work at the same workstation all day, causing large
phases of over- and understaffing.

The planning problem covers seven days (20 hours each), divided into 15-
minute intervals. It includes 65 employees and, thus, an uncompressed total of
36,400 dimensions for the optimization problem to be solved. A staff schedule
is only valid if any one employee is assigned to one workstation at a time and
if absent employees are not included in the plan. These hard constraints can be
contrasted with soft constraints (e.g. qualifications), which are penalised with
error points that reflect that companys requirements.

B. Mertsching, M. Hund, and Z. Aziz (Eds.): KI 2009, LNAI 5803, pp. 185–192, 2009.
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The problem is represented as a two-dimensional matrix of employees and time
periods, where the cells are filled with workstation assignments. Each particle in
the swarm has an own matrix that determines its position.

During initialisation valid assignments w.r.t. the hard constraints are created
that use information from the company’s current full-day staff schedule. In each
iteration the new particle position is determined by traversing all dimensions and
executing one of the following actions with predefined probability. The proba-
bility distribution was heuristically determined in prior tests:

– No change: The workstation already assigned remains. (prob. p1)
– Random workstation: A workstation is randomly determined and assigned.

Only those assignments are made for which the employee is qualified. The
probability function is uniformly distributed. (prob. p2)

– pBest workstation: The corresponding workstation is assigned to the particle
dimension from pBest, the best position found so far by the particle. Through
this, the individual PSO component is taken into account. (prob. p3)

– Neighbourhood workstation: The corresponding workstation is assigned to
the particle dimension from the chosen neighbourhood. The social behaviour
of the swarm is controlled with these types of assignments. (prob. p4)

The behaviour of the PSO-heuristic is relatively insensitive to changes of p1,
p3, and p4. The optimal value for p2 depends on the problem size. Pre-tests
revealed that a value of 0.3% for p2 works best for the problem investigated
here. The other probabilities were set at p1=9.7%, p3=30%, and p4=60%. PSO
terminates after 400,000 inspected solutions. Further details of the application
and PSO-implementation can be found in [12] where PSO was compared to
evolution strategies (ES).

2 Neighbourhood Topologies

The choice of an appropriate neighbourhood topology (sociometry) plays an im-
portant role in the effectiveness of PSO. A general statement on the quality of
neighbourhoods cannot be made, however, because their effectiveness depends
among other things on the problem to be solved. In PSO the behaviour of the
particles is determined in large part by the individual influence of the parti-
cle itself as well as the social influence of “other particles” [5]. The individual
influence refers to the best position found so far by that particular particle.
The meaning of “other particles” depends on the neighbourhood topology of the
swarm. Social behaviour here refers to the best position found by the neighbour-
hood. Watts showed that the information flow in social networks is influenced
by various properties [15], [16]:

– Connectivity (k): the size of the particle neighbourhood,
– Clustering (C): the number of neighbours of the particle which are simulta-

neously neighbours of each other and
– Path length (L): the smallest average distance between two neighbours

(strongly influenced by k and C).
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The topologies used most often in the original form of PSO are the gBest
and lBest topologies. In gBest the swarm members are connected in such a way
that each particle is a neighbour of every other particle. This means that each
particle immediately knows the best global value found up to that point. All
particles are included in the position calculation of gBest. If the global optimum
is not located near enough to the best particle, it can be difficult for the swarm
to search other parts of the solution space, possibly converging instead to a local
optimum [11].

Avoiding such convergence to a sub-optimum is one of the goals of the lBest
topology, in which a particle is only connected to its immediate neighbours.
The parameter k represents the number of neighbours of a particle. With k=2
the topology is a circle (or ring). Increasing k to particle count minus 1 yields
a gBest topology. Each particle only possesses information about itself and its
neighbours. The swarm converges slower than gBest but also has a higher chance
of finding the global optimum [6].

Another neighbourhood form is the wheel. There exists a central particle
which is connected to all other particles. These particles only have that central
particle as its neighbour and are isolated from all others. This arrangement
prevents a new best solution from being immediately distributed throughout
the swarm.

Fig. 1. Neighbourhood topologies gBest, wheel, circle (k=2) and lBest (k=4) [10]

3 Related Work

In the past, various modifications and innovations on the neighbourhood topolo-
gies have been tested to avoid premature convergence to a local optimum. The fo-
cus was especially on continuous test functions. Suganthan continuously changes
the neighbourhood size [13]. He begins with an lBest topology of k = 1. There-
fore, the neighbourhood initially consists of the particle itself. As time progresses,
k is continuously increased until a gBest topology is attained. Using several con-
tinuous test functions with 20, 30 and 50 dimensions, generally better results
were obtained compared to the standard PSO. In [7] continuous test functions
(with two and 30 dimensions respectively) were thoroughly tested for various
neighbourhood topologies. In addition to the topologies described above, the
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pyramid, the small and the von Neumann topologies were used along with ran-
domly generated topologies. The pyramid and the von Neumann performed best,
with the worst being the wheel and gBest topologies.

Blackwell and Bentley use PSO to generate music [1]. They include an addi-
tional acceleration component in the calculation of the new particle positions in
order to reduce the force of attraction toward the swarm centre. The speed of
convergence is slowed down by avoiding collisions. Krink, Vesterstrom and Riget
follow a different approach in that they place a radius around each particle [8].
If two particles would collide, they are set apart in order to avoid the collision
and thus a grouping.

In Løvbjerg and Krink’s work a variable is added to each particle [9]. This
variable represents a critical value which is increased when two particles come
nearer to each other. If the critical value falls below a set distance, the correspon-
ding particles are reshuffled. Better results were achieved using four continuous
test functions with 30 dimensions each. Xie Zhang and Yang integrate negative
entropy into the swarm by introducing chaos in the particle velocity and in the
particle position [17]. Using this should help prevent convergence of the swarm
to a point. This dissipative PSO is used on two continuous test functions, each
with 10, 20 and 30 dimensions.

In [3] several neighbourhoods are used simultaneously. During an iteration
each particle checks the fitness value of its new position for a star, circle and
von Neumann topology. The particle then uses the topology yielding the best
result. This hybrid fared well on nine continuous functions with between two
and 30 dimensions. However, an increased amount of computation time must be
accepted.

All of the neighbourhood topology experiments listed above were done on con-
tinuous test functions with relatively few dimensions. However, many real-world
problems are of a combinatorial, high-dimensional nature. For this large class
of problems relatively few work has been done on comparing neighbourhoods so
far which partly motivates our own investigation. In [14] the problem of multi-
processor scheduling is discussed as it pertains to gBest and lBest topologies,
among others. The gBest topology performed better than the lBest topology.
Czogalla and Fink investigated the gBest, lBest, wheel and a hierarchical to-
pology (H-PSO) for a combinatorial problem [2]. Experiments were done using
the example of four project planning problems (RCPSP) with 30 to 120 tasks.
It was shown that the lBest and H-PSO topologies yielded better results than
wheel and gBest, with gBest performing the worst.

4 Experiments and Results

This section will describe experiments and results with gBest, wheel, circle
(k = 2) and lBest (k = 4) topologies for the sub-daily staff scheduling prob-
lem given in [12] where a complete week is to be planned. Additionally, these
neighbourhood topologies will also be used to solve simpler versions of the same
problem where the week is divided into days which are then planned individually.



A Comparison of Neighbourhood Topologies for Staff Scheduling with PSO 189

All test runs were conducted on a PC with an Intel 4 x 2.67 GHz processor
and 4 GB of RAM. An individual run requires approx. 25 minutes with this
configuration. Thirty independent runs were conducted each time for each of
the experiments to allow for statistical testing. The termination criterion was
400,000 calculations of the fitness function for all tests.

Table 1 below lists the results of the week problem. The first column contains
the particular PSO configuration, in which the value in brackets is the particle
count in the swarm. The respective best results (mean and minimum values) are
underlined for each neighbourhood topology.

Table 1. Results of various swarm sizes and neighbourhood topologies for the week
problem (30 runs each)

Error Number Wrong qua- Understaf- Overstaffing in minutes
Heuristic of job- lifications fing in

mean min changes in minutes minutes demand > 0 demand = 0
PSO (20) gBest 52162 51967 1666.8 0.0 7478.5 28488.0 7265.5
PSO (40) gBest 52222 52085 1730.2 0.0 7568.6 28246.5 7339.4
PSO (100) gBest 52591 52400 1778.5 0.0 7576.3 28152.1 7542.0
PSO (200) gBest 53727 53467 2220.3 0.0 7658.5 28017.0 7916.5
PSO (20) wheel 71104 70161 2872.8 0.0 10987.5 21281.5 17981.0
PSO (40) wheel 90854 80708 2497.6 48.0 13520.0 18353.5 23441.5
PSO (100) wheel 173848 137768 1648.0 411.0 16518.5 16105.5 28688.0
PSO (200) wheel 248082 219251 1025.0 757.5 18083.5 15243.5 31115.0
PSO (20) circle 52614 52402 1925.4 0.0 7539.5 28479.5 7335.0
PSO (40) circle 52995 52719 2161.0 0.0 7566.0 28414.0 7427.0
PSO (100) circle 57841 56714 2416.8 0.0 7831.0 24618.5 11487.5
PSO (200) circle 70099 69152 1949.7 0.0 9854.0 17962.5 20166.5
PSO (20) lBest 52498 52300 1863.0 0.0 7523.5 28485.5 7313.0
PSO (40) lBest 52776 52627 2029.8 0.0 7551.5 28458.5 7368.0
PSO (100) lBest 54133 53868 2353.1 0.0 7637.5 27682.5 8230.0
PSO (200) lBest 63640 62528 2118.6 0.0 8516.5 20578.5 16213.0

All topologies demonstrate that small swarm sizes yield better results than
large ones. Because of the uniform termination criterion of 400,000 fitness func-
tion calculations, more iterations can be executed with small swarms. The cre-
ation of a good schedule requires substantial changes to the initial plan, and the
probability p2 for the explorative action 2 (random workstation assignment) in
our PSO is rather small. Thus, it is apparently preferable to track many small
changes for more iterations as compared to richer knowledge (through larger
swarm size) of the solution space in each iteration.

If one compares the individual best results of the neighbourhood topologies,
it can be seen that gBest performs best. This topology leads to more overstaffing
in periods with demand > 0 as compared to other topologies. This is important
because employees can still support each other instead of being idle when de-
mand = 0. The lBest and circle topologies performed somewhat worse and wheel
was the worst. Significantly, qualifications violations occur in the last case. The
quality of the results improve as the size of the neighbourhood increases. The
advantage of smaller neighbourhoods to avoid convergence to a local optimum
does not carry significant weight for this application. Because of the complexity
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of the problem, finding “good” allocations of individual employees is difficult. If
the information is not available to all particles immediately, there is a danger of
its being lost. Another reason for gBest’s success lies in the modified PSO pro-
cedure for this problem. The task assignment occurs randomly in one of the four
actions for the new position calculation. Therefore, all particles always remain
in motion and have the chance to escape from a local optimum.

PSO(20) with gbest and PSO(20) with lbest topology provided the best overall
error results. With 30 independent runs for each heuristic it is possible to test the
statistical significance of the performance difference between two neighbourhoods
with a t-test (see table 2). A Levene-test (test level 5%) revealed the homogeniety
of variances between both groups (F = 2.995, p = 0.089). The corresponding t-
test with a 95% confidence interval confirms the better performance of gbest
with a very high statistical significance (p < 0.001 for H0). The results remain
the same if heterogeniety of variances is assumed. Similarly, lbest outperforms
circle, and circle outperforms the wheel neighbourhood on a highly significant
statistical level.

Table 2. T-test results for pairwise comparison of neighbourhood topologies on the
week problem for PSO(20)

signi- 95% confidence
H1 T df ficance mean intervall of

H0 difference differences
(l-tailed) lower upper

PSO(20)gbest < PSO(20)lbest -12.34 58 < 0.001 -336.00 -390.50 -281.51
PSO(20)lbest < PSO(20)circle -4.04 58 < 0.001 -116.10 -173.64 -58.56
PSO(20)circle < PSO(20)wheel -186.09 58 < 0.001 -18489.87 -18688.80 -18291.00

Fig. 2 shows the convergence behaviour of the four neighbourhood topologies
for PSO(20) in comparison. Not only does gbest generate the better final solu-
tion, but it also demonstrates a more rapid convergence towards good solutions
than the other topologies an the week problem.

Next, the four neighbourhood topologies were tested on significantly smaller
problem sets, that is, on the individual days of the week problem. Table 3 shows
the respective mean and minimum errors for each day for the gBest, wheel, circle
(k = 2) and lBest (k = 4) topologies. The results were gathered for configurations
with 20 particles because small swarms also yield the best results for individual
days. Comparing the mean error points of the topologies for all days in table
3 (the best values are again underlined) gBest does not always perform best.
Only on five of seven days did gBest defeat the other topologies. Circle and
lBest usually yielded similar values. Wheel performed quite poorly. The fact
that gBest is not automatically preferred for individual days could be attributed
to the less complex problem. It is much easier for the swarm to find “good”
employee assignments, through which the influence of maximised information
exchange throughout the swarm is reduced. The loss of “good” allocations can
be compensated for in a better fashion and the advantage of the other topologies
for avoiding premature convergence to a local optimum is partly visible.
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Fig. 2. Convergence chart for PSO(20) with different neighbourhoods

Table 3. Results of various neighbourhood topologies for individual days of the week
problem (30 runs each)

Monday Tuesday Wednesday Thursday Friday Saturday Sunday
mean min. mean min. mean min. mean min. mean min. mean min. mean min.

gBest 7782 7706 5918 5904 8173 8146 8246 8230 5573 5504 8825 8817 7301 7292
Wheel 7968 7896 6205 6079 8485 8348 8423 8360 5754 5667 8958 8910 7496 7424
Circle 7746 7701 5926 5908 8194 8154 8256 8240 5528 5505 8833 8824 7308 7299
lBest 7744 7705 5928 5913 8194 8157 8254 8236 5527 5498 8834 8823 7310 7302

5 Conclusion and Future Work

For a large and highly constrained combinatorial staff scheduling problem taken
from a logistics service provider it was demonstrated that the gBest topology is
superior to the wheel, circle and lBest topologies and is therefore to be preferred
in this context. This is in contrast to comments in the literature that gbest might
lead to premature convergence on a local optimum (see section 3). After all, it
also depends on other measures in the design of a PSO heuristic and the risk to
loose good allocations if they are not quickly and broadly communicated in the
swarm whether or not gbest actually produces premature convergence.

Investigations of seven easier versions of the same application problem were
undertaken in which the advantage of gBest was only partly present. lBest per-
formed better on some of the smaller problems, while wheel and circle were
unable to perform best on any of the problems. However, the performance of
circle was generally very close to lBest. This suggests a relationship between the
complexity of instances from an identical class of problems and the effectiveness
of PSO neighbourhood topologies.

In order to base the conclusions of this work on a wider foundation, the
investigations done here are currently extended to a practical problem from
the trade domain, which is even more extensive in regards to dimensions and
constraints. Further neighbourhood topologies will also be assessed.
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Abstract. This paper shows for the first time that a Learning Classifier
System, namely XCSF, can learn to control a realistic arm model with
four degrees of freedom in a three-dimensional workspace. XCSF learns a
locally linear approximation of the Jacobian of the arm kinematics, that
is, it learns linear predictions of hand location changes given joint angle
changes, where the predictions are conditioned on current joint angles.
To control the arm, the linear mappings are inverted—deriving appro-
priate motor commands given desired hand movement directions. Due
to the locally linear model, the inversely desired joint angle changes can
be easily derived, while effectively resolving kinematic redundancies on
the fly. Adaptive PD controllers are used to finally translate the desired
joint angle changes into appropriate motor commands. This paper shows
that XCSF scales to three dimensional workspaces. It reliably learns to
control a four degree of freedom arm in a three dimensional work space
accurately and effectively while flexibly incorporating additional task
constraints.

Keywords: Learning Classifier Systems, XCSF, LWPR, Autonomous
Robot Control, Dynamic Systems.

1 Introduction

Humans are able to solve reaching tasks in a highly flexible manner, quickly
adapting to current task demands. In contrast, industrial robot applications are
usually optimized to solve one particular task. Consequently, new tasks require
substantial reprogramming of the system. In order to design an autonomous
robotic system that can solve given tasks without predefined fixed models, we
use machine learning techniques for movement control.

From a top-down view, we divide a complex reaching task into three levels:
(1) high-level planning, during which a complex task is decomposed into small
reaching tasks in order to avoid deadlocks and obstacles. (2) low-level control,
during which high-level plan-based hand directions are translated into appro-
priate joint angle changes. (3) dynamic control, during which the desired joint
angle changes are mapped onto corresponding forces, to, for example, activate
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motors or muscles. This work focuses on learning the low-level control part, that
is, to derive desired joint angle changes given a desired hand location.

The challenge is to learn the forward kinematics of the arm and use the knowl-
edge to derive the inverse kinematics for arm control. We define a forward model
as a function from posture space Θ (or configuration space) to hand space Ξ (or
task space):

f : Θ → Ξ, f(θ) = ξ, (1)

where θ = θ1, . . . , θn are the joint angles of the n joints respectively and the
Cartesian coordinates x, y, z of the robot hand are denoted as ξ. However, since
the number of joints and thus the number of degrees of freedom in posture space
are often greater than the three spatial dimensions, there is usually no unique
solution to the inverse kinematics problem [1,2]. Thus, the inverse kinematics
mapping is not a function but a one-to-many mapping, where the set of pos-
tures that corresponds to one particular hand location is often referred to as
a null-manifold in configuration space. While this redundant mapping may be
considered problematic and may be resolved by adding additional constraints
during learning, our approach is to preserve the available redundancy and re-
solve it only during actual inverse control. In this way, the system is able to
consider varying task demands online.

It was shown that a Learning Classifier System [3], namely XCSF, can be
successfully applied to a kinematic arm control task [4], where a three joint
planar arm reached goal locations using XCSF-based control. Most recently, this
arm model was extended to a dynamic arm platform and it was shown that the
learned knowledge structure can be used to flexibly resolve the arm redundancies
task-dependently [5]. In this paper, we show that this approach can be extended
to a dynamic 4-DOF arm in a three-dimensional workspace, while still being
able to resolve varying task constraints on the fly during control.

The remainder of the paper is structured as follows. Section 2 briefly in-
troduces the Learning Classifier System XCSF, focussing on its application to
the arm control task. Section 3 describes the control approach as well as the
redundancy-resolving mechanism. The XCSF-based control system is evaluated
on a dynamic four degree of freedom arm in Section 4 and the paper ends with
concluding remarks in Section 5.

2 Learning the Forward Kinematics

In order to control a robot arm, XCSF [6] learns to predict hand location changes
given joint angle changes, as introduced in [4]. Depending on the current posture
θ ∈ Θ, the function

gθ : Θ̇ �→ Ξ̇, gθ(θ̇) → ξ̇ (2)

maps joint angle changes θ̇ = θ̇1, . . . , θ̇n to hand location changes ξ̇ = ẋ, ẏ, ż,
given a current posture θ. In order to approximate this function, XCSF evolves
a population of rules, so called classifiers, which cover the posture space. Each
classifier predicts the forward model, as defined in Equation 2 in the proximity
of a posture by means of a linear approximation.
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2.1 XCSF in a Nutshell

XCSF is an extension of the currently most prominent Learning Classifier System
XCS [7]. XCSF learns to approximate iteratively sampled real-valued functions
f : Rn �→ Rm using a set of rules, so called classifiers. Each classifier consists
of a condition part that specifies the active subspace and a prediction part that
approximates the function in that subspace. A genetic algorithm evolves the
population of classifiers with the goal to minimize the prediction error. Various
condition structures are possible, including radial-basis functions acting as a ker-
nel conditions [8]. Predictions are often linear and it was shown that recursive
least squares yield very good linear approximations [9]. In our work, we use ro-
tating hyper-ellipsoidal condition structures and recursive least squares to learn
local linear approximations.

Given a function sample xt, f(xt) at time t, the population is scanned for
matching classifiers, that is, classifiers whose condition matches the input xt.
These active classifiers form the so called match set. Given the match set, the
predicted value f̂(xt) is computed as a weighted average of the individual classi-
fier predictions. The prediction error, that is, the difference to the actual function
value f(xt) is used to refine the predictions by means of a gradient-descent tech-
nique. Furthermore, the accuracy of a classifier, which is defined as the scaled
inverse of the prediction error, determines a fitness value. A steady state ge-
netic algorithm selects two classifiers of the match set, based on their fitness,
for reproduction. After mutation and crossover operators are applied, the two
classifiers are inserted back into the population. If the maximal population size
is exceeded, classifiers are deleted from the population, where the deletion prob-
ability is higher for overcrowded regions and lower for very accurate classifiers.

Besides the fitness pressure towards accurate predictions resulting from re-
production, a generalization pressure is added. This pressure is due to the niche-
based reproduction but population-based deletion. In sum, the system evolves
maximally general classifier condition structures for sufficiently accurate linear
predictions. This results in an accurate, highly general piecewise overlapping so-
lution representation. For further details the interested reader is referred to the
available literature [6,8].

2.2 Predicting the Forward Model

To learn hand location changes ξ̇ given joint angle changes θ̇, the function given
in Equation 2 is approximated conditioned on the current posture state θ. Us-
ing pure function approximation techniques, this could, for example, be accom-
plished by learning the function Θ → Ξ and computing the derivative of that
function during control [10]. However, using this technique the input space would
be structured based on error information with respect to the hand location given
a posture and not based on the desired function, that is, the first order derivative.
Another way would be to learn the augmented function Θ× Θ̇ → Ξ̇, resulting in
twice the dimensionality of the input space or to learn a unique inverse mapping
directly with loss of redundancy. Locally Weighted Projection Regression [11]
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has been used to approximate the inverse mapping of a 7-degree of freedom
arm directly without redundancy resolution [12]. However, as the inverse map-
ping is not a function, the learned mapping does not correspond to appropriate
movement commands but mixes different redundant movements.

In order to avoid these problems, we (1) learn the forward model to preserve
redundancy and (2) split the condition and prediction mechanisms. In particular,
the condition part of a classifier specifies the context of the prediction, that is, a
posture and its proximity. The linear prediction part of the classifier is fed with
joint angle changes in order to predict hand location changes. Since the accuracy
of the predictions is used to evolve new classifiers, the posture space is clustered
based on the error information of the desired function. Thus, the resulting system
learns motor-induced location changes. In the present arm control application,
XCSF receives kinematic information about the current state of the arm and
structures the posture space in order to optimize the linear approximation of
arm location changes given joint angle changes.

3 Inverse Kinematics Control

The learned forward predictive model represented in XCSF’s classifier population
yields local linear predictions of hand location changes ξ̇ given joint angle changes
θ̇. To move the hand in a specific direction, the inverse of these predictions can
be used. Given the current hand location h ∈ Ξ and the hand goal g ∈ Ξ the
desired hand direction ξ̇ is g − h. The linear prediction of the forward model is
a system of three linear equations

wi1θ̇1 + . . . + winθ̇n = ξ̇i

where wij are the learned linear prediction weights (i ∈ {1, 2, 3}). Note that an
offset weight is not needed, because a zero change in joint angles yields zero
movement.

To derive the inverse solution, that is, θ̇ given desired ξ̇, we have to solve
an under-determined1 linear system. Using Gaussian elimination with backward
propagation2 results in a solution set L, where the dimension of the solution is
lower or equal n − 3. Any vector θ̇ ∈ L specifies a change in joint angles that
corresponds to the desired change in hand location. We recall that the prediction
is linear and thus the approximation is accurate for small movements but gets
worse for large movements.

Resolving the Redundancy. As mentioned before, if the arm has more de-
grees of freedom n than the dimension of the workspace, we have to deal with
redundancy. Instead of appending constraints to the linear system, such that the
number of equations equals the number of joints, we derive the general solution
L and select one particular solution afterwards.

Given a secondary goal s, such as a particular change in angles, we can derive
the solution θ̇ ∈ L that is closest to the secondary goal. Therefore we minimize
1 We consider arm models with redundant degrees of freedom, that is, n > 3.
2 We also apply scaled partial pivoting to maintain numerical stability.
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the distance to s by projecting s onto L. If the solution is one-dimensional, that
is, a line, we can simply determine the point on the line with minimal distance
to the secondary goal.

Adaptive PD Controllers. Since we consider a dynamic system with gravity,
inertia, and friction we cannot simply translate the desired change of angles θ̇ into
appropriate motor commands. Therefore we use classical proportional-derivative
(PD) controllers independently for each joint. The controllers are extended with
a gravity adaptation module as well as a velocity module in order to counteract
transfer of momentum. We omit further details, since the design of PD-controllers
is out of the scope of this work.

4 Experimental Evaluation

XCSF is tested on a simulated dynamic arm plant (including gravity, inertia, and
friction) with four degrees of freedom in a three dimensional workspace. The idea
of the robot arm model is to resemble the proportions and at least four degrees
of freedom of a human arm. The model has a shoulder joint with two degrees of
freedom (glenohumeral joint with flexion-extension and abduction-adduction), an
elbow joint with one degree of freedom (humeroulnar joint with flexion-extension),
and the wrist with one degree of freedom (distal radio-carpal joint with flexion-
extension). The limbs starting from the shoulder have lengths 40, 40, and 20 cm
and masses of 4, 3, and 1 kg. The range of joint rotations is restricted to [−1.05, 2.9],
[−1.5, 1.5], [0, 2.8], and [−1.5, 1.5] radians and maximum torques applicable are
350, 350, 250, and 150 Nm, respectively for the four joints.

Learning. Learning was done by moving the arm to random postures and learn-
ing from observed movements. If individual movements were smaller than 0.02
radians, the learning mechanism waits for further movements until the signal is
strong enough, which prevents learning from zero movements and helps on a more
uniform problem space sampling. All reported results are generated from ten in-
dependent runs. The XCSF parameter settings are those used elsewhere [4].3 The
problem-dependent error threshold was set to ε0 = 0.001. According to [13], we
set θGA to a higher value of 200 to counteract the non-uniform sampling of the
problem space.

Fig. 1(a) shows the learning performance of XCSF on the learning task: The
prediction error drops from 0.006 to about 0.0015. After 180K iterations con-
densation with closest classifier matching [8] is applied, effectively reducing the
population size by more than 80% while maintaining the target error.

XCSF-based Control. The control capabilities are tested rigorously during
the learning process every 10000 iterations. We evaluate XCSF-based control
throughout the complete joint angle space. Therefore we generate 44 = 256
postures P by setting each joint angle to four different values from min to max

3 These settings are N = 6400, β = δ = 0.1, α = 1, ν = 5, χ = 1, μ = 0.05, θdel = 20,
θsub = 20 r0 = 0.5.
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Fig. 1. (a) XCSF learning performance including average accuracy, classifier generality,
and effective number of classifiers. (b) XCSF arm control performance with different
border fractions—almost all goals in the inner region are reached.

value. The corresponding hand location for the i-th posture P [i] is denoted as
h(P [i]). XCSF-based control is tested by setting the initial arm posture to P [i]
and the hand location goal to h(P [i+1]), resulting in 255 start-goal combinations
distributed throughout the posture space. A goal was said to be reached, if the
hand was within 7.5% arm length of the goal location.

Fig. 1(b) shows the control performance of XCSF on this testbed, where avail-
able redundancy was resolved such that extreme angular values are avoided. In
order to do so, we apply a minimal movement constraint when joint i is inside
the 50% inner region of his movement range. If the joint moves towards the
minimum or maximum we apply a quadratically increasing penalty. The border
region of the joint angle space poses a problem since (1) the border region is
less sampled during training, (2) fewer degrees of freedom are available at the
border compared to the inner region, and (3) the effect of gravity and inertia are
pronounced at the border. However, XCSF-based control is able to reach almost
all goals if we omit a fraction of the border region for testing.

The interplay between XCSF’s control and the PD controllers yields a some-
what bad path efficiency, that is, the distance from initial hand location to the
goal divided by the traveled distance of the hand. Since the controllers of the
joints are independent of each other, the system is unable to exactly reach a
goal location. Additionally XCSF’s approximations are linear and the resulting
joint angle changes are slightly inaccurate, too. Together, the components yield
an average path efficiency below 65% for all experiments. Further optimization
seems necessary to yield an optimal hand to goal path.

Exploiting the Redundancy. Finally, we take a closer look at the redundancy-
resolving mechanism. We compare three different constraints: a minimal move-
ment constraint (denoted 0000), which effectively tries to reach the given goal
with minimal angular changes, a natural posture constraint (denoted NNNN),
which avoids extreme joint angles trying to resemble human behavior, and a
favorite joint angle constraint (denoted 000J), which tries to center the wrist
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Fig. 2. When adding the natural posture constraint NNNN or the favorite joint angle
constraint 000J, the final wrist joint angle in radians (movement range [−1.5, 1.5])
focuses much more on the inner joint region, compared to the minimal movement
constraint 0000.

while the minimal movement constraint is applied to the other joints. In order to
compare the three constraints, we generate 100 random postures and use XCSF-
based control to reach a hand location at x = 15 cm, y = 65 cm, z = −15 cm
that can be reached with a natural posture as well as with non-natural postures.
After the hand location goal is reached we store the wrist joint angle.

Fig. 2(a) shows the final wrist joint angles with constraint 0000 (horizontal
axis) against the final wrist joint angles with the natural posture constraint
NNNN (vertical axis). Since the minimal movement constraint does not care
about the absolute joint angle, the values are distributed in the full angular
range of the joint, while the natural posture constraint yields values that are
farther away from the borders. The effect is even stronger for constraint 000J, as
shown in Fig. 2(b). The wrist is centered (angle close to 0), while other joints are
not constrained. We observe that the wrist is usually slightly extended, which is
due to the effect of gravity and independent PD controllers.

5 Conclusion

The evaluations of the XCSF-based control approach have shown that the system
is able to control a dynamic four degree of freedom arm in a three-dimensional
workspace. In an exhaustive testbed covering the complete configuration space,
almost all goals are reached, while effectively and flexibly considering addi-
tional task constraints. Thus, the unique, locally-linear knowledge representation
learned by XCSF can be effectively used to resolve redundancies online flexibly
satisfying additional task constraints in 3D controlling four degrees of freedom.
Only border regions posed a problem due to the sampling method, restricted
degrees of freedom, and the pronounced effect of gravity. Future work needs to
optimize the random exploration phase to improve performance also in the bor-
der regions. Further analyses with even more degrees of freedom will investigate
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the scalability of the approach. Overall, however, the results suggest that the
application of the developed mechanisms on a real robot arm are within our
grasp. The result would be a robot control system that learns from scratch a
highly flexible and adaptive controller.
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Abstract. In this paper an heuristic method for the solving of complex
optimization problems is presented which is inspired equally by genetic
algorithms and graph transformation. In short it can be described as a
genetic algorithm where the individuals (encoding solutions of the given
problem) are always graphs and the operators to create new individuals
are provided by graph transformation. As a case study this method is
used to solve the independent set problem.

1 Introduction

Solving combinatorial optimization problems, especially those whose decision
variant belong to the complexity class of NP-complete, remains an important
and highly active field of research, partly because of their importance in many
industrial areas, partly because of the still unclear relationship between opti-
mization problems that are NP-complete and optimization problems that are
known to be solvable in polynomial time. A broad and diverse number of im-
portant optimization problems are NP-complete which means that in most cases
realistic sizes of problem instances can only be solved by heuristic methods since
an important property of NP-complete problems is that the worst case time be-
haviour of the currently best algorithm to solve them is exponential in the size
of the problem instance.

This paper proposes to use graphs and graph transformation as a rule-based
formal framework for modelling evoluionary algorithms which finally leads to
a system called evolutionary graph transformation system. Graphs are quite
generic data structure and therefore suitable for the modelling of a lot of in-
teresting and complex optimization problems. The common search algorithms
on graphs traverse the graphs to find either an optimal or an optimal-close
solution, depending on the complexity of the problem. Graph transformation
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works directly on the representation of the problem, i.e. the graph, and alter
the graph in a way that it represents a new and maybe better solution of the
problem. Since graph transformation rules perfom local changes on graphs, it is a
straight-forward idea, to model a mutation operator with graph transformation.
Altogether with a suitable fitness and selection function and some rules for the
initialization of the graphs, a nice way of modelling evolutionary algorithms is
achieved.

The paper is organized as follows. In section 2 graphs and graph transforma-
tion are formally introduced. In section 3 it is shown how an evolutionary algo-
rithm can be modelled by an evolutionary graph transformation system to solve
the maximum independet set problem. The conclusion is given in section 5.

2 Graphs and Graph Transformation for Modelling Static
and Dynamic Systems

In this paper, undirected, edge-labelled graphs are assumed, although the pre-
sented method is suitable for any kind of graphs. In the following, we present
some formal definitions:

Let V be some set. Then
(
V
k

)
denotes the set of all subsets of V containing

exactly k elements. Moreover, V 1+2 is a notational shorthand for the union(
V
1

)
∪

(
V
2

)
.

Definition 1 (Undirected, edge-labelled graph)

Let Σ be an arbitrary set of labels. An undirected, edge-labelled graph is a
quadruple G = (V,E, att, l), where

1. V is the set of nodes,
2. E is the set of edges,
3. att : E → V 1+2 and
4. l : E → Σ are total functions.

An edge e with att(e) = {v} for one v ∈ V is called loop. The sets V and E
and the functions att and l of a graph G will be denoted V (G), E(G), attG,
lG respectively. To cover unlabeled graphs a special element ∗ ∈ Σ is assumed,
which is not drawn in the visualization of graphs. The set of all graphs over Σ
is denoted by GΣ .

Definition 2 (Subgraph)

Let G and G′ be two graphs. G is subgraph of G′, if V (G) ⊆ V (G′) and
E(G) ⊆ E(G′), att(e) = att′(e) and l(e) = l′(e) for all e ∈ E(G).

Given a graph, a subgraph is obtained by removing some nodes and edges subject
to the condition that the removal of a node is accompanied by the removal of
all its incident edges. Let G be a graph and X = (V (X), E(X)) ⊆ (V,E) be a
pair of sets of nodes and edges. Then G−X = (V − V (X), E − E(X), att, l) is
only then properly defined, if the above condition is met.
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Definition 3 (Graphmorphism)

Let G and G′ be two graphs. A graph morphism α : G → G′ is a pair of
functions αV : V 1+2 → V 1+2 and αE : E(G) → E(G′) that are structure-
preserving.

The image g(G) of a graphmorphism α : G → G′ in G′ is called match of G in
G′ and is subgraph of G′.

Fig. 1. Replacing subgraph G by a new graph

2.1 Graph Transformation

The idea of graph transformation consists in replacing a subgraph of a given
graph by another graph (see Fig. 1). Usually this replacement is based on rules,
the so called graph transformation rules.

Definition 4 (Graph transformation rule)

A graph transformation rule r consists of three graphs L,K,R ∈ GΣ with
L ⊇ K ⊆ R.

The graph to transform is called hostgraph. An application of a graph transfor-
mation rule r on a hostgraph G consists of three steps:

1. A graph morphism α : L → G is chosen respecting two application condi-
tions:
(a) Contact condition: The removal of the match α(L) in G must not leave

edges without attachment.
(b) Identification condition: If two nodes or edges of L are identified in the

match α(L) they must be in K.
2. The match α(L) is removed up to α(K) from G yielding a new graph Z =

G− (α(L) − α(K)).
3. The graph R is added to Z by gluing Z with R in α(K) yielding the graph

H = Z + (V (R) − V (K), E(R) − E(K), att′, l′) with att′(e′) = attR(e′),
if att(e′) ∈ (V (R) − V (K))1+2 and att′(e′) = αV (attR(e′)) otherwise and
l′(e′) = lR(e′) for all e′ ∈ E(R) − E(K).

Analyzing in this respect the replacement of Fig. 1, the corresponding graph
transformation rule is easy to obtain. The graphs L and R are obviously the
graphs H and the graph depicted above the arrow in the figure. The graph K
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Fig. 2. Graph transformation rule

helps to unambigously embed the graph R in the hostgraph after the removal
of α(L) − α(K). That means, all the vertices and edges of L that we still need,
should be in K. This leads to the rule depicted in Fig. 2.

The application of this rule on the host graph G yields the graph G′. In
general, the application of a rule r to a graph G is denoted by G =⇒

r
G′ and

is called a direct derivation. A sequence G0 =⇒
r1

G1 =⇒
r2

. . . =⇒
rn

Gn of direct

derivations can also be denoted by G0
n=⇒
P

Gn, if r1, . . . , rn ∈ P or G ∗=⇒
r

G′ for

G = G0 and G′ = Gn. The string r1, . . . , rn is called application sequence of the
derivation G0 =⇒

r
G1 =⇒

r
. . . =⇒

r
Gn.

Graph transformation comprises a broad and wide area of application, for
an overview see for example [1] . In this paper we focus on the application in
the area of operations research. Before we show how graph transformation can
be used to model algorithms to solve problems, we have to introduce one more
important concept: the graph transformation unit. A graph transformation unit
uses subsets of graphs specified by so called graph class expressions and so called
control conditions to cut down the derivation process.

Definition 5 (Graph class expression)

A graph class expression is a syntactical entity X that specifies a set of graphs
SEM(X) ⊆ GΣ .

A popular example of a graph class expression is a set of labels Δ ⊆ Σ such that

SEM(Δ) = {G ∈ GΣ | l(e) = Δ ∀e ∈ E(G)}

Definition 6 (Control condition)

A control condition is a syntactical entity C that specifies a language L(C)
such that an application sequence s is permitted if and only if s ∈ L(C).

Control conditions are useful to reduce the inherent non-determinism of appli-
cations of graph transformation rules. Without control conditions, any rule of
the set P can be applied arbitrarily at any time, but sometimes it is preferable
to control for example the order of the rule applications. In this case, regular ex-
pressions serve as an useful control conditions: Let r1r∗2r3 be a regular expression
as a control condition. All application sequences must then start with applying
the rule r1, following the application of an arbitrarily number of times rule r2
and ending with the application of rule r3. Another useful control condition con-
sists in applying a rule as long as possible before other rules can be applied. To
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denote this control condition, we write an exclamation mark after the rule (e.g.
r1r2!r3). More about graph transformation units and further examples of graph
class expressions and control conditions can be found in [2], [3], [4].

Now we have all the components to define formally a graph transformation unit:

Definition 7 (Graph transformation unit)

A graph transformation unit is quadruple tu = (I, P, C, T ) where I, T are
graph class expressions, P a set of rules and C a control condition.

A graph transformation unit defines a binary relation on the set of all graphs
GΣ . Intuitivly, a graph G is tu-related to G′, denoted by G =⇒

tu
G′, iff G ∈

SEM(I), G′ ∈ SEM(T ) and G
∗=⇒
P

G′ respecting the control condition C. As

it is shown in the following sections, graph transformation units are useful in
modelling algorithms on graphs.

Sometimes it is useful not only to transform a single graph, but a set or a
multiset of graphs. Let tu be a transformation unit and M : GΣ → N a multiset
of graphs. A multiset transformation M =⇒

tu
M ′ transform all graphs of M by

applying the transformation unit tu on all graphs of M . The multiset M ′ consists
then of all transformed graphs. More about graph multiset transformation can
be found in [5].

3 Solving Combinatorial Optimization Problems with
Evolutionary Graph Transformation Systems

As mentioned before, the following heuristic needs the combinatorial optimiza-
tion problem to be represented as a graph. Keeping in mind that most of the
interesting combinatorial problems are modelled as graphs anyways, this restric-
tion can be seen as an advantage to avoid finding an appropriate coding. The
key idea of this method consists of a so called evolutionary graph transformation
system that uses graph transformation units as a mutation operator to create
new graphs which encode new solutions to the given problem.

3.1 An Evolutionary Graph Transformation System for the
Independent Set Problem

First of all, a formal definition of an evolutionary graph transformation system
is given.

Definition 8 (Evolutionary graph transformation system)

Let Σ be a set of labels and GΣ the set of all graphs over Σ according to
definition 1. An evolutionary graph transformation system is a system

evoGTS = (init,mut, fitness, selection, T, n)
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where

1. init is a graph transformation unit,
2. mut is a graph transformation unit,
3. fitness : GΣ → R is a total function,
4. selection :Mfinite(GΣ)→Mfinite(GΣ) is a total function, whereMfinite(GΣ)

denotes the set of all finite multisets of GΣ ,
5. T :Mfinite(GΣ)∗ → BOOL is a total function and
6. n ∈ N a natural number.

It is now shown, how these components interplay to solve a given optimization
problem. As a running example a maximum independent set in the given graph
is searched.

Fig. 3. Initiation rule

Fig. 4. Mutation rules

3.2 Solving Problems

1. The first step consists of initializing the set POP0 through the transforma-
tion unit init.

POP0 =⇒
init

POP1 (1)

In this case, all graphs are initialized by putting an unlabeled loop to every
node. The corresponding rule is depicted in Fig. 3. The control condition
consists of applying this rule an arbitrary number of times and the terminal
graphs, that is the succesfully initialized graphs, are exactly the graphs where
every node has exactly one loop labeled with OK.

2. Once the multiset is initialized, the transformation unit mut is used to create
a new multiset, which we will call, in analogy to other genetic algorithms,
children.

POP1 =⇒
mut

children1 (2)

In case of the independent set problem a mutation consists of putting one
random node, which has not been marked before, into the current inde-
pendent set. The adjacent nodes are marked, so that the constraints of an
independent set are never violated. The corresponding rule is depicted in
Fig. 4 and the control condition is (r1)(r2)!
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Fig. 5. Searching the maximum independent set

3. Out of the two multisets POP1 and children1 the function selection chooses
some graphs to form the multiset POP2(the new parent generation) usually
based on the fitness values. It seems a good idea to use well-known selection
functions from other evolutionary algorithm.

selection(POP1 + children1) = POP2 (3)

One suitable fitness function for the independent set could be the following:
Let S be the current independent set of a graph G.

fitness(G) =

{
∞ if S = ∅∑

s∈S grad(s)
|S| otherwise

4. It is checked, whether the function T (POP1, POP2) yields true. If it does,
the best graphs (e.g. the graphs with the lowest fitness-value) from POP2
are returned. If it does not, the procedure beginning from step 2 starts again,
using the multiset POP2 as the multiset to be mutated.

In Fig. 5 a possible run of the evolutionary graph transformation system is
shown, where the maximum independent set can be found in only one of the
graphs in the last population.
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4 Conclusion

In this paper, an evolutionary graph transformation system as a modelling frame-
work for evolutionary algorithms has been proposed. In particular, it was shown
how an evolutionary graph transformation system for the independent set prob-
lem could be modelled, which has turned out suitable to heuristically solve the
problem. There is a broad and wide field for future research, so only a few exam-
ples are mentioned here. Future work could also extend the presented evolution-
ary graph transformation system, e.g. by providing a recombination operator or
by allowing the simultaneous application of a set of rules and thus achieving
parallelism. Furthermore, multi-criteria optimization can easily introduced by
adjusting the fitness-function ([6]). Besides further theoretical investigation, this
and other case studies should be implemented with one of the existing graph
transformation system, e.g. GrGen ([7]) to gain some benchmarks and to prove
the practical usefulness of modelling evolutionary algorithms with evolutionary
graph transformation systems.
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Abstract. The increasing number of spoken dialog systems calls for
efficient approaches for their development and testing. Our goal is the
minimization of hand-crafted resources to maximize the portability of
this evaluation environment across spoken dialog systems and domains.
In this paper we discuss the user simulation technique which allows us to
learn general user strategies from a new corpus. We present this corpus,
the VOICE Awards human-machine dialog corpus, and show how it is
used to semi-automatically extract the resources and knowledge bases
necessary in spoken dialog systems, e.g., the ASR grammar, the dialog
classifier, the templates for generation, etc.

1 Introduction

The more spoken dialog systems (SDSs) are put into practice in different do-
mains, the more efficient methods for their development and deployment are
urgently needed. The project SpeechEval aims to address this need in two ways:
First, by investigating the use of dialog corpora in order to automatically or
semi-automatically create the resources necessary for the construction of SDSs.
And second, by learning general user behavior from the same corpora, and build-
ing a flexible user simulation which can be used to test the overall usability of
SDSs during development or after deployment.

Automatic testing of dialog systems is attractive because of its efficiency and
cost-effectiveness. However, previous work in this area concentrated on detailed
tests of individual subcomponents of the SDS (such as the ASR). In order to
judge the overall usability of a system, extended testing by human callers has
been necessary – a step that is usually too costly to be undertaken during the
prototype stage or repeatedly after changes to the deployed system. SpeechEval
intends to fill this gap. Maximum modularity of the system architecture (see
[1]) as well as the (semi-)automatic techniques for the creation of the underlying
resources for the user simulation (in particular, domain knowledge and user
strategies) allow SpeechEval to be easily portable across different SDSs.
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In the following, we first discuss our approach to user simulation. Then we
present the VOICE Awards corpus, a new dialog corpus which is the basis of
our further work. The rest of the paper describes our finished and ongoing work
in extracting knowledge bases for spoken dialog systems from corpora.

2 User Simulation

User simulation is used in the SDS literature for several purposes. First, for
training the dialog manager of a SDS during reinforcement learning. In this
case, the SDS with the learned strategy is the actual purpose of the research,
whereas the user simulation is just a means to that end. Second, user simulation
is used for evaluation or testing of the trained policies/dialog managers of the
developed SDSs. The two types of purposes of user simulations may call for
different methods. A user simulation may be used to test for general soundness
of an SDS, specifically searching for errors in the design. In such a case, a random
exploration may be called for [2]. A restricted random model may also perform
well for learning [3].

In other cases, ideal users may be modelled so that reinforcement learning is
able to learn good paths through the system’s states to the goal [4]. Often (as in
the previous example), a suitable user simulation is hand-crafted by the designer
of the dialog system. A good overview of state-of-the-art user models for SDS
training is given in [5].

Our goal is to as much as possible avoid hand-crafting the strategy (i.e., user
simulation). An optimal strategy is not needed for our user simulation, neither is
a random explorative strategy. Instead, the aim should be realistic user behavior.
Our goal is to rapidly develop user simulations which show similar behavior
(at least asymptotically) to human users in the same situations. The behavior
of human callers of spoken dialog systems can be observed in our corpus, the
VOICE Awards (VA) Corpus described below in section 3. We therefore define
realistic user behavior in our case as user utterances that probabilistically match
the ones represented in our corpus. Such probabilistic models are often used for
evaluation of learned dialog managers [3].

Our current target approach is very close to the one proposed in [6] for an
information state update system. At each state in the dialog, the user model
choses the next action based on the transition probabilities observed in the cor-
pus. Since some states have never or only rarely been seen in the corpus, we
choose a vector of features as the representation of each dialog state. These
features in our case include properties of the dialog history (such as the previ-
ous dialog act, the number of errors), the current user characteristics (expert
vs. novice, for example), as well as other features such as the ASR confidence
score. We estimate from the corpus the amount that each feature in the vector
contributes to the choice of the next action. Thus, unseen states can be easily
mapped onto the known state space as they lead to similar behavior as closely
related seen states would.
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The chosen next action is a dialog act type that must be enriched with content
based on the goal and user characteristics. General heuristics are used to perform
this operation of tying in the user simulation with the domain- and system-
specific ontology.

3 A Human-Machine Dialog Corpus

For the development of a new spoken dialog system, the rules and knowledge
bases must be specified by a human expert. As an alternative to hand-crafted
systems, the strategies in a SDS may be learned automatically from available
corpora. Much research has been done in this area recently, especially on dia-
log strategy optimization by reinforcement learning with (Partially Observable)
Markov Decision Processes ((PO)MDPs) (see for example [7] for an overview).
This approach works best for learning very specific decisions such as whether or
not to ask a confirmation question or how many pieces of information to present
to a user [8]. In addition, such systems must have access to large corpora of
interactions with the particular system for training. Our goal, however, is to be
able to interact with a new SDS in a new domain with little modification. In
particular, in real applications we cannot assume the existence of a large special-
ized corpus of human-machine dialogs from that particular system or domain,
as has been done in much of the previous literature. Therefore, we aim to learn
general strategies of user behavior as well as other kinds of knowledge bases from
a general dialog corpus.

Since we could not identify an appropriate human-machine dialog corpus in
German, we are currently in the process of compiling and annotating the VOICE
Awards (VA) corpus, which is based on the “VOICE Awards” contest. The
annual competition “VOICE Awards”1 is an evaluation of commercially deployed
spoken dialog systems from the German speaking area. Since 2004, the best
German SDSs are entered in this benchmarking evaluation, where they are tested
by lay and expert users. We are constructing an annotated corpus of the available
audio recordings from this competition, including the years 2005–2008 (recording
of 2009 data is in progress).

The corpus represents a large breadth of dialog systems and constitutes a cut
through the state-of-the-art in commercially deployed German SDSs. Altogether,
there are more than 120 dialog systems from different domains in the corpus, with
over 1500 dialogs. In each year of the competition, several lay users were asked
to call the dialog systems to be tested and perform a given task in each of them.
The task was pre-determined by the competition organizers according to the
developers’ system descriptions. After completing the task, the users filled out
satisfaction surveys which comprised the bulk of the evaluation for the award. In
addition, two experts interacted with each system and performed more intensive
tests, specifically to judge the system’s reaction to barge-ins, nonsensical input,
etc. Table 1 contains a list of some of the domains represented by the dialog
systems included in the VOICE Awards corpus.
1 http://www.voiceaward.de/
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Table 1. Some domains of SDSs included in the VOICE Awards corpus

public transit schedule information
banking
hotel booking
flight info confirmation
phone provider customer service
movie ticket reservation
package tracking
product purchasing

Audio data for the VA corpus is available in separate .wav files for each dialog.
The transcription of the corpus, using the open source Transcriber tool, is more
than 50% complete. With the transcription, a rough segmentation into turns
and dialog act segments is being performed. Since more fine-grained manual
timing information is very difficult and time-consuming to obtain, it is planned
to retrieve word-level timing by running a speech recognizer in forced alignment
mode after the transcription is completed. As a basis of our statistical analyses,
the entire corpus is currently being hand-annotated with several layers of infor-
mation: (1) dialog acts, (2) sources of miscommunication, (3) repetitions, and
(4) task success. Since the lack of space prohibits a detailed discussion, the an-
notation schemes are simply listed in table 2. We are using a modified tool from
the NITE XML Toolkit (NXT) that has been adapted to our needs to perform
these annotations in a single step.

We have performed an evaluation of the annotation scheme on part of the
available data. Two annotators independently segmented and classified the data
from 4 systems (69 dialogs). This test showed very good inter-annotator agree-
ment of Cohen’s κ = 0.89, as shown in table 3. The confusion matrix between the
annotators further reveals that most mismatches concern only very few dialog
act types (e.g., alternative question and instruction), suggesting that revisiting
the annotation scheme for these categories could further improve the agreement.

The result will be a large corpus of human-SDS-dialogs from many different
domains, covering the entire breadth of the current state-of-the-art in commer-
cially deployed German-language SDSs. In the next section, we describe how
we are using this corpus and its annotations to derive resources for the rapid
development of spoken dialog systems.

4 Corpus-Assisted Creation of SDS Resources

ASR Grammar. In order to improve the coverage of an SDS’s speech recognition,
the recognizer’s grammar must be augmented by adding both domain specific
terminology as well as terms and phrases that are important in the scenario of
spoken dialog systems in general. Different strategies will be used to extract both
kinds of vocabulary from the VA Corpus as well as other sources.
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Table 2. Hand-annotation schemes of the VOICE Awards corpus

dialog acts errors repetition task success

hello not understand repeat prompt task completed
bye misunderstand repeat answer subtask completed
thank state error system abort
sorry bad input user abort
open question no input escalated
request info self correct abort subtask
alternative question system command other failure
yes no question other error
explicit confirm
implicit confirm
instruction
repeat please
request instruction
provide info
accept
reject
noise
other da

Table 3. Inter-annotator agreement for the dialog act (DA) dimension

total # agree on agree on
DAs segmentation seg & type

2375 1917 1740
.81 .73

Chance agreement 0.16 (matching segments only)
Cohen’s kappa 0.89 (matching segments only)

For the extraction of domain specific terminology, we have categorized the sys-
tems in the corpus along two dimensions into 24 topic domains (see
table 1) and 8 interaction types (e.g., game, number entry, shopping, etc.). A
simple chi-square test is used to determine whether a certain word i is significant
for a domain j. Using a stop-word list of the 1000 most frequent terms in Ger-
man, any word with a chi-square value greater than 3.84 is likely (p < 0.05) to be
significant for the domain. Words which occurred less than 5 times in the corpus
were discarded since the test is likely to be inaccurate. This method yielded very
good results even when evaluated on a very small subcorpus. Table 4 shows the
top 15 positively significant words for the banking domain, as computed on only
58 dialogs (3 systems) from the domain, and a similar amount of out-of-domain
dialogs. The only false hits are words that are very suggestive of customer service
SDSs in general (“möchten” / “would like”). These can be excluded by a second
stop word list.
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Table 4. Significant words in the banking domain

term English χ2 term English χ2

Kontostand account balance 56.6 Ziffer digit 27.6
Kontonummer account number 54.5 Geburtsdatum birth date 26.0
möchten would like 44.1 Hauptmenü main menu 23.9
Umsätze transactions 40.7 Bankleitzahl routing number 22.9
Konto account 40.2 Servicewunsch service request 21.8
Überweisung wire transfer 32.9 beträgt amounts to 21.3
Cent Cent 29.1 Gutschrift credit 20.8
minus negative 28.1

We are extracting SDS-specific terminology (such as “customer id”, “main
menu”, etc.) using the same methodology. All dialogs in the VA corpus are
used as the positive subcorpus. For the negative examples, we plan to use text
extracted from web pages representing a similar range of topics and domains as
the VA corpus. This will ensure that only terminology specific to the medium
of spoken dialog systems is marked significant by the chi-square test, and not
other frequent content words such as domain-specific terms.

User Characteristics. In order to perform realistic testing of dialog systems, the
user simulation’s behavior must be relatively varied. We aim to identify suitable
user types from the VA corpus to model them in our user simulation. Broad
distinctions such as expert vs. novice users are known from the literature, but
aren’t easily observable in the corpus, since by far most dialogs are by lay users.
Thus, we instead try to distinguish objectively observable characteristics such
as the user reaction time, number of barge-ins, etc. We will perform a clustering
on each of these variables in order to obtain a “user properties vector” for each
caller in the corpus. The obtained user characteristics then become part of the
dialog state vector which determines the following user actions. This will account
for the differences in behavior of different user types.

Dialog Act Segmentation and Classification. Machine learning approaches are
the standard approaches to the tasks of dialog act segmentation and classifica-
tion. Good results can be obtained when the number of classes is not too high,
although the quality of the ASR output has a large impact on the accuracy, as
well. We distinguish 18 dialog act types (see table 2). Further, the types can be
grouped into a flat hierarchy of broad categories such as “request” and “answer”.
Thus, even in cases where an incoming dialog act has been wrongly classified,
SpeechEval’s reply may still be appropriate if the misclassified type is of the
same super-category.

Our segmentation and classification follows closely the method developed in
the AMIDA project [9]. We use the WEKA toolkit to implement separate seg-
mentation and dialog act classification learners. As opposed to this previous
work, we use the learned classification modules within an online system. This
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Table 5. SMO dialog act classification results

total # DAs correct incorrect

1680 1396 284
.83 .17

Cohen’s kappa 0.78

means that we cannot make use of dynamic features that require the knowledge
of future assignments (as is done in the dialog act classifier). Each determined
dialog act type is passed on immediately down the pipeline architecture and is
acted upon in further modules.

As a first experiment we have trained a dialog act classifier using Sequential
Minimal Optimization (SMO). The subcorpus for this experiment consists of
23 different spoken dialog systems with a total of 355 dialogs. For the dialog
act classification, we divided the corpus into a specific training (20 systems, 298
dialogs, 9399 dialog acts) and test set (3 systems, 57 dialogs, 1680 dialog acts).
The trained classifier showed very promising results, shown in table 5.

The kappa statistic of 0.78 shows relatively good agreement of the predicted
dialog act with the hand-annotated one, especially considering the fact that
human annotators only agree with κ=0.89 as shown above (table 3). The clas-
sification accuracy is promising since the test dialogs came from dialog systems
and domains that were unseen in the training stage. This suggests that the final
classifier trained on the full VA corpus will be very portable across systems and
domains. In addition, we are currently using less than 25% of the available data,
while the full amount of training data will increase the performance significantly.
Furthermore there will be optimizations on the training data itself (for example,
the treatment of overlapping segments) and the classification algorithm.

Concerning misclassifications, our evaluation so far has been very strict. The
dialog act types can be grouped into a few broad super-categories (request, an-
swer, etc.). Three super-categories are crucial for the interaction with a SDS: re-
quests (open question, request info, alternative question, yes no question),
confirmations (explicit confirm, implicit confirm) and metacommunication (in-
struction, repeat please). The confusion matrix shows that many misclassified
instances were assigned to a dialog act class in the correct super-category. This
means that the information is at least partially recoverable.

Compared to other recent work, the data reported here is very good. [10]
report an accuracy of only 58.78% on dialog act classification of multi-party
meeting data, even though they use a very similar feature set and a dialog act
scheme of 15 types. This shows that system prompts in spoken dialog systems
tend to be very schematic, and generalize well even across systems and domains.
This validates our approach of extracting general system-independent knowledge
bases for our user simulation.
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User Utterance Templates. Our corpus shows that by far most user utterances
in our corpus consist of just one word. In an initial study, only 12% of the
lay user’s turns contained more than one word (number sequences such as ID
or telephone numbers were excluded). For genuine more-word utterances, we
are exploring a grammar induction technique in order to extract possible user
utterance templates from our corpus.

5 Conclusion

In this paper we presented an approach to user simulation and spoken dialog
system development that allows for very rapid prototyping. We introduced our
new corpus of German human-machine dialogs, and discussed the ongoing an-
notation effort. This corpus constitutes the basis of our statistical methods for
extracting both general and domain-dependent knowledge bases for SDSs. We
discuss how many resources in a user simulation for SDSs, from the ASR gram-
mar to dialog strategy, can be derived semi-automatically from the general dialog
corpus or other supplementary corpora. This ensures easy portability of the user
simulation across SDSs and domains and alleviates the need for large specialized
corpora or expensive human evaluators.
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Abstract. Natural language parsing, as one of the central tasks in nat-
ural language processing, is widely used in many AI fields. In this paper,
we address an issue of parser performance evaluation, particularly its
variation across datasets. We propose three simple statistical measures
to characterize the datasets and also evaluate their correlation to the
parser performance. The results clearly show that different parsers have
different performance variation and sensitivity against these measures.
The method can be used to guide the choice of natural language parsers
for new domain applications, as well as systematic combination for better
parsing accuracy.

1 Introduction

Natural language parsing is not only one of the central tasks in the field of
natural language processing, but also widely used in many other AI areas, e.g.
human-computer interaction, robotics, etc. While many parsing systems achieve
comparably high accuracy from application perspective [1], the robustness of
parser performance remains as one of the major problems which is not only
unresolved, but also less acknowledged and largely overlooked. The capability of
most statistical parsing systems to produce a parse for almost any input does
not entail a consistent and robust parser performance on different inputs.

For example, in robotics, the input of the parsers usually comes from an au-
tomatic speech recognition (ASR) system, which is error-prune and much worse
than the human listeners [2]. More seriously, as one of the earliest components,
in many applications, the unsatisfying outputs of the parsers will be propagated
and the errors will be amplified through the common pipeline architecture. For
example, in a popular task in Bioinformatics, protein-protein interaction extrac-
tion, [1] have shown correlation between the parse accuracy and the extraction
accuracy.

B. Mertsching, M. Hund, and Z. Aziz (Eds.): KI 2009, LNAI 5803, pp. 217–224, 2009.
c© Springer-Verlag Berlin Heidelberg 2009

http://www.coli.uni-saarland.de/~yzhang
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Through the past decade, there has been development of numerous parsing
systems with different approaches using various representations, many of which
are available as open source softwares and ready for use off-the-shelf. However,
it is a common knowledge now that treebank-trained parsers usually perform
much worse when applied onto texts of different genres from the training set.
Although it is the nature of human languages to be diverse, the variation of
parser performance does not always correspond to the difficulty of the text for
human readers.

More recently, the problem has been studied as the task of parser domain
adaptation. For instance, [3] generalized the previous approaches using a maxi-
mum a posteriori (MAP) framework and proposed both supervised and unsuper-
vised adaptations of statistical parsers. [4] and [5] have shown that out-domain
parser performance can be improved with self-training on a large amount of ex-
tra unlabeled data. The CoNLL shared task 2007 [6] has a dedicated challenge
to adapt parsers trained on the newspaper texts to process chemistry and child
language texts. [7] and [8] port their parsers for biomedical texts, while [9] adapts
her parser for various Wikipedia biographical texts. In all, most of the studies
take a liberal definition of “domain”: the term is used to dub almost any dataset,
either slightly or remotely different from the training set. Also, while substantial
performance improvements have been reported for different parsing systems, it
is not clear whether such methods are equally effective for other parsers (when
intuition usually suggests the opposite).

In this paper, we present a series of experiments which correlate the per-
formance of several state-of-the-art parsing systems (Section 3) to three very
simple statistical measures of the datasets (Section 2). The result clearly shows
that even for a group of datasets of similar genres, parser performance varies
substantially. Furthermore, performances of different parsers are sensitive to dif-
ferent statistical measures (Section 4).

2 Statistical Measures for Datasets

There has been a rich literature in text classification on statistical measures that
can be used to categorize documents. However, here we are not interested in dif-
ferentiating the semantic contents of the texts, but in those basic measures which
can be potentially correlated with the parser performance. As another related
work, [10] focused on annotation differences between datasets and attributed
many errors to that; while in this paper, we concern more about the basic statis-
tical distribution of the texts itself within the datasets, without considering the
syntactic annotations. When the parsers are tested on datasets with compatible
and consistent annotations to the training set, the performance correlation to
these measures on unannotated texts reflect the characteristics of the parsers,
independent from the annotation scheme adopted.

The following three measures are used for the experiments reported in the
this paper.
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Average Sentence Length (ASL) is the most simple measure which can be easily
calculated for any given dataset without consulting extra resources. Common
intuition is that the performance of the parser is relatively worse on longer
sentences than shorter ones.

Unknown Word Ratio (UWR) is calculated by counting instances of the unseen
words in the training set and deviding it by the total number of word instances
in the target dataset.

Unknown Part-of-Speech Trigram Ratio (UPR) is calculated by counting the
instances of unseen POS trigram patterns in the training set and deviding it by
the total number of trigrams in the target dataset. We also add speical sentence
initial and final symbols into the POS patterns, so as to denote the rough position
of the trigram in the sentence.

It should be noted that these simple measures are given here as examples to
show the performance variation among different parsers. Adding further statis-
tical measures is straightforward, and will be experiment in our future work.

3 Parser Performance Evaluation

Parser evaluation has turned out to be a difficult task on its own, especially in
the case of cross-framework parser comparison. Fortunately, in this study we are
not interested in the absolute scores of the parser performance, and instead, only
the variation of the performance among different datasets. For this reason, we
select representative evaluation metrics for each individual parsing system,

We select the following group of representative parsing systems in our experi-
ment. All these parsers are freely available on-line. For those parsers where train-
ing is required, we use the Wall Street Journal (WSJ) section 2-21 of the Penn
Treebank (PTB) as the training set. This includes both the phrase-structure
trees in the original PTB annotation, and the automatically converted word-
word dependency representation.

Dan Bikel’s Parser (dbp) 1 [11] is an open source multilingual parsing engine.
We use it to emulate Collins parsing model II [12].

Stanford Parser (sp)2 [13] is used as an unlexicalized probabilistic Context-Free
Grammar (PCFG) parser. It utilizes important features commonly expressed by
closed class words, but no use is made of lexical class words, to provide either
monolexical or bilexical probabilities.

MST Parser (mst) 3 [14] is a graph-based dependency parser where the best
parse tree is acquired by searching for a spanning tree which maximize the score
on an either partially or fully connected dependency graph.
1 http://www.cis.upenn.edu/ dbikel/software.html
2 http://nlp.stanford.edu/software/lex-parser.shtml
3 http://sourceforge.net/projects/mstparser/
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Malt Parser (malt) 4 [15] follows a transition-based approach, where parsing is
done through a series of actions deterministically predicted by an oracle.

ERG+PET (erg) 5 is the combination of a large scale hand-crafted HPSG
grammar for English [16], and a language independent unification-based effi-
cient parser [17]. The statistical disambiguation model is trained with part of
the WSJ data.

Although these parsers adopt different representations, making cross-
framework parser evaluation difficult, here we are only interested in the relative
performance variation of individual parsers. Hence, different evaluation metrics
are used for different parsers. For constituent-based PCFG parsers (dbp and sp),
we evaluate the labeled bracketing F-score; and for dependency parsers (mst and
malt), we evaluate the labeled attachment score. Since there is no gold HPSG
treebank for our target test set, we map the HPSG parser output into a word
dependency representation, and evaluate the unlabeled attachment score against
our gold dependency representation.

4 Experiment Results

4.1 Datasets

As test datasets, we use the Brown Sections of the Penn Treebank. The dataset
contains in total 24243 sentences with an average sentence length of 18.9 tokens.
The dataset has a mixture of genres, ranging from fictions to biographies and
memoires, arranged into separate sections. We further split these sections into
97 smaller datasets, and each one contains continuous texts from two adjacent
files in the original corpus. The average size of 250 sentences per dataset will
provide reliable parser evaluation results.

4.2 Results

All five parsers were evaluated on the 97 datasets. The performance variation is
very substantial for all these parsers, although it is hard to compare on concrete
numbers due to the different evaluation metrics. Figure 1 shows the correlation
between parser performance and the average sentence length (asl), unknown
word ratio (uwr), and unknown POS trigram ratio (upr)6. It is not surprising
to observe that all the parsers’ performances have negative correlations to these
three measures, with some of which more significant than the others. We should
note that the correlation reflects the noisiness and direction of the relation be-
tween the statistical measure and the parser performance, but not the slope of
that relationship.

4 http://w3.msi.vxu.se/ jha/maltparser/
5 http://lingo.stanford.edu/erg/
6 All these evaluation results and parser outputs will be available online.
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Fig. 1. Parser performance against three statistical measures, and their correlation
coefficients
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Table 1. Correlation coefficient of the linear regression models using all three measures

dbp sp mst malt erg

Corr. 0.6509 0.5980 0.6124 0.6961 0.8102

Among all the parsers, erg has the highest correlation with asl. This is
because the longer sentences lead to a sharp drop in parsing coverage of erg.
Between the two PCFG parsers, the unlexicalized sp parser appears to be more
robust against the sentence length. Both dependency parsers appear to be robust
to asl.

With uwr, all parsers shows certain degree of correlation (coefficient from
-0.22 to -0.31), with erg and malt being the most sensitive ones. An interest-
ing observation is that unexpectedly the unlexicalized parser does not show to
be more robust to unknown words than the lexicalized counterpart. sp’s per-
formance not only has higher negative correlation to uwr than dbp does, but
also suffers a sharper performance drop with increasing uwr. Both dependency
parsers also shows clear performance degradation, indicating the parser is miss-
ing critical lexical information. It should be noted that uwr as calculated here
does not directly correspond to the unknown words for erg, which contains a
hand-crafted lexicon built independently from the training set (WSJ). But the
uwr still reflects how often infrequent words are observed in the dataset. And
it is known that most of the erg parsing errors are caused by missing lexical
entries [18].

With upr, the performances of both dependency parsers show strong negative
correlation. malt has stronger correlation than mst because the transition-based
approach is more likely to suffer from unknown sequence of POS than the graph-
based approach. The unlexicalized sp shows much more significant correlation to
the upr than the lexicalized dbp does, for the POS trigrams reflect the syntactic
patterns on which the unlexicalized parser depends most. erg performs very
robustly to the variation of upr. This is because that the syntactic constructions
in erg is carefully hand-crafted, and not biased by the training set.

With all parser performance data points, we further built linear regression
models using all three measures for each parser, and the correlation coefficient of
the models are shown in Table 1. The high levels of correlation indicate that the
performance of a parser is largely predictable for a given dataset with these three
very simple statistical measures. We expect to achieve even higher correlation if
more informative dataset measures is used.

5 Conclusion and Future Work

The method we proposed in this paper can be adapted to various other parsers
and datasets, and potentially for different languages. The varying correlation
of the proposed statistical measures with parsers’ performance suggests that
different parsing models are sensitive to different characteristics of the datasets.
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Since all the measures are obtained from the unannotated texts, the method is
not committed to specific linguistic framework or parsing algorithm. In the future
we plan to experiment with more statistical measures and their combinations.

The linear regression model we built suggests one way of predicting the parser
performance on unseen datasets, so that an estimation of the parser performance
can be achieved without any gold-standard annotations on the target datasets.
The result analysis also shows the possibility of parser combination (by either
parse reranking or feature stacking) to achieve more robust performances. Fur-
thermore, the variance of the performance and its correlation to the statistical
measures can be viewed as an alternative parser evaluation metrics revealing
the robustness of the parser performance, in addition to the standard accuracy
measures.
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Abstract. Temporal expressions are important structures in natural language. In 
order to understand text, temporal expressions have to be extracted and 
normalized. In this paper we present and compare two approaches for the 
automatic recognition of temporal expressions, based on a supervised machine 
learning approach and trained on TimeBank. The first approach performs a token-
by-token classification and the second one does a binary constituent-based 
classification of chunk phrases. Our experiments demonstrate that on the 
TimeBank corpus constituent-based classification performs better than the token-
based one. It achieves F1-measure values of 0.852 for the detection task and 0.828 
when an exact match is required, which is better than the state-of-the-art results 
for temporal expression recognition on TimeBank. 

1   Introduction  

Temporal information extraction in free text has been a research focus since 1995, 
when temporal expressions, sometimes also referred to as time expressions or 
TIMEXes, were processed as single capitalized tokens within the scope of the 
Message Understanding Conference (MUC) and the Named Entity Recognition task. 
As the demand for deeper semantic analysis tools increased, rule-based systems were 
proposed to solve this problem. The rule-based approach is characterized by 
providing decent results with a high precision level, and yields rules, which can be 
easily interpreted by humans. With the advent of new, annotated linguistic corpora, 
supervised machine-learning approaches have become the enabling technique for 
many problems in natural language processing. In 2004 the Automated Content 
Extraction (ACE) launched a competition campaign for Temporal Expression 
Recognition Normalization, TERN. The tasks were set to identify temporal 
expressions in free text and normalize them providing ISO-based date-time values.  

While the ACE TERN initiative along with the provided corpus was aimed at the 
recognition and normalization problems, more advanced temporal processing on the 
same dataset was not possible. The most recent annotation language for temporal 
expressions, TimeML [1], and the underlying annotated corpus TimeBank [2], opens 
up new horizons for automated temporal information extraction and reasoning.  
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A large number of rule-based and machine learning approaches were proposed for 
identification of temporal expressions. Comparative studies became possible with 
standardized annotated corpora, such as the ACE TERN and TimeBank. While the 
ACE TERN corpus is very often used for performance reporting, it restricts the 
temporal analysis to identification and normalization. By contrast, TimeBank 
provides a basis for all-around temporal processing, but lacks experimental results. In 
this paper we describe and compare two supervised machine learning approaches for 
identifying temporal information in free text. Both are trained on TimeBank, but 
follow two different classification techniques: token-by-token following B-I-O 
encoding and constituent-based classifications. 

The remainder of the paper is organized as follows. In Section 2 we provide the 
details of relevant work done in this field along with corpora and annotations schemes 
used. Section 3 describes the approaches. Experimental setup, results and error 
analysis are provided in Section 4. Finally, Section 5 gives an outlook for further 
improvements and research.  

2   Background and Related Work 

2.1   Evaluation Metrics 

With the start of the ACE TERN competition in 2004, two major evaluation 
conditions were proposed: Recognition+Normalization (full task) and Recognition 
only [3]. For the recognition task, temporal expressions have to be found. The system 
performance is scored with respect to two major metrics: detection and exact match. 
For detection the scoring is very generous and implies a minimal overlap of one 
character between the reference extent and the system output. For an exact match, in 
turn, the correct extent boundaries are sought.  

As the exact match evaluation appeared to be too strict for TimeBank, an 
alternative evaluation metric was used in [4] and called “sloppy span”. In this case the 
system scores as long as the detected right-side boundary is the same as in the 
corresponding TimeBank’s extent.   

2.2   Datasets 

To date, there are two annotated corpora used for performance evaluations of 
temporal taggers, the ACE TERN corpus and TimeBank [2]. Most of the 
implementations referred to as the state-of-the-art were developed in the scope of the 
ACE TERN 2004. For evaluations, a training corpus of 862 documents with about 
306 thousand words was provided. Each document represents a news article formatted 
in XML, in which TIMEX2 XML tags denote temporal expressions. The total number 
of temporal expressions for training is 8047 TIMEX2 tags with an average of 10.5 per 
document. The test set comprises 192 documents with 1828 TIMEX2 tags [5].  

The annotation of temporal expressions in the ACE corpus was done with respect 
to the TIDES annotation guidelines [6]. The TIDES standard specifies so-called 
markable expressions, whose syntactic head must be an appropriate lexical trigger, 
e.g. “minute”, “afternoon”, “Monday”, “8:00”, “future” etc. When tagged, the full 
extent of the tag must correspond to one of the grammatical categories: nouns, noun 



 Comparing Two Approaches for the Recognition of Temporal Expressions 227 

 

phrases, adjectives, adjective phrases, adverbs and adverb phrases. According to this, 
all pre- and postmodifiers as well as dependent clauses are also included to the 
TIMEX2 extent, e.g. “five days after he came back”, “nearly four decades of 
experience”.  

The most recent annotation language for temporal expressions, TimeML [1], with 
the underlying TimeBank corpus [2], opens up new avenues for temporal information 
extraction. Besides a new specification for temporally relevant information, such as 
TIMEX3, EVENT, SIGNAL, TLINK etc, TimeML provides a means to capture 
temporal semantics by annotations with suitably defined attributes for fine-grained 
specification of analytical detail [7]. The annotation schema establishes new entity 
and relation marking tags along with numerous attributes for them. The TimeBank 
corpus includes 186 documents with 68.5 thousand words and 1423 TIMEX3 tags. 

2.3   Approaches for Temporal Tagging 

As for any recognition problem, there are two major ways to solve it – rule-based and 
machine-learning methods. As the temporal expression recognition is not only about 
to detect them but also to provide an exact match, machine learning approaches can 
be divided into token-by-token classification following B(egin)-I(nside)-O(utside) 
encoding and binary constituent-based classification, in which an entire chunk-phrase 
is considered for classification as a temporal expression.  

2.3.1   Rule-Based Systems  
One of the first well-known implementations of temporal taggers was presented in 
[8]. The approach relies on a set of hand-crafted and machine-discovered rules, based 
upon shallow lexical features. On average the system achieved a value of 0.832 for 
F1-measure against hand-annotated data for the exact match evaluation. The dataset 
used comprised a set of 22 New York Times articles and 199 transcripts of Voice of 
America. Another example of rule-based temporal taggers is Chronos, described in 
[9], which achieved the highest F1-scores in the ACE TERN 2004 of 0.926 and 0.878 
for detection and exact match respectively.  

Recognition of temporal expressions using TimeBank as an annotated corpus, is 
reported in [4] and based on a cascaded finite-state grammar (500 stages and 16000 
transitions). A complex approach achieved an F1-measure value of 0.817 for exact 
match and 0.896 for detecting “sloppy” spans.  Another known implementation for 
TimeBank is GUTime1 – an adaptation of [8] from TIMEX2 to TIMEX3 with no 
reported performance level. 

2.3.2   Machine Learning Recognition Systems 
Successful machine learning TIMEX2 recognition systems are described in [10; 11; 
12]. Proposed approaches made use of a token-by-token classification for temporal 
expressions represented by B-I-O encoding with a set of lexical and syntactic features, 
e.g., the token itself, part-of-speech tag, weekday names, numeric year etc. The 
performance levels are presented in Table 1. All the results were obtained on the ACE 
TERN dataset. 

                                                           
1 http://www.timeml.org/site/tarsqi/modules/gutime/index.html 
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Table 1. Performance of machine learning approaches with B-I-O encoding 

Approach F1 (detection) F1 (exact match) 
Ahn et al. [10] 0.914 0.798 
Hacioglu et al. [11] 0.935 0.878 
Poveda et al. [12] 0.986 0.757 

 
A constituent-based, also known as chunk-based, classification approach for 

temporal expression recognition was presented in [13]. By comparing to the previous 
work of the same authors [10] and on the same ACE TERN dataset, the method 
demonstrates a slight decrease in detection with F1-measure of 0.844 and a nearly 
equivalent F1-measure value for exact match of 0.787.   

3   Our Approaches 

The approaches presented in this section employ a supervised machine learning 
algorithm following a similar feature design but different classification strategies. 
Both classifiers implement a Maximum Entropy Model2. 

3.1   Token-Based Classification Approach 

Multi-class classifications, such as the one with B-I-O encoding, are a traditional way 
for recognition tasks in natural language processing, for example in Named Entity 
Recognition and chunking. For this approach we employ the OpenNLP toolkit3 when 
pre-processing the data. The toolkit makes use of the same Maximum Entropy model 
for detecting sentence boundaries, part-of-speech (POS) tagging and parsing tasks 
[14; 15]. The tokenized output along with detected POS tags is used for generating 
feature vectors with one of the labels from the B-I-O encoding. The feature-vector 
design comprises the initial token in lowercase, POS tag, character type and character 
type pattern. Character type and character type pattern features are implemented 
following Ahn et al. [10]. The patterns are defined by using the symbols X, x and 9. X 
and x are used to represent capital and lower-case letters respectively, 9 is used for 
numeric tokens. Once the character types are computed, the corresponding character 
patterns are produced by removing redundant occurrences of the same symbol. For 
example, the token “January” has character type “Xxxxxxx” and pattern “X(x)”. The 
same feature design is applied to each token in the context window of three tokens to 
the left and to the right in the sequence limited by sentence boundaries. 

3.2   Constituent-Based Classification Approach 

For constituent-based classification the entire phrase is under consideration for 
labeling as a TIMEX or not. We restrict the classification for the following phrase 
types and grammatical categories: nouns, proper nouns, cardinals, noun phrases, 

                                                           
2 http://maxent.sourceforge.net/ 
3 http://opennlp.sourceforge.net/ 
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adjectives, adjective phrases, adverbs, adverbial phrases and prepositional phrases. 
For each sentence we parse the initial input line with a Maximum Entropy parser [15] 
and extract all phrase candidates with respect the types defined above. Each phrase 
candidate is examined against the manual annotations for temporal expressions found 
in the sentence. Those phrases, which correspond to the temporal expressions in the 
sentence are taken as positive examples, while the rest are considered as a negative 
set. After that, for each candidate we produce a feature vector, which includes the 
following features: head phrase, head word, part-of-speech for head word, character 
type and character type pattern for head word as well as for the entire phrase.  

4   Experiments, Results and Error Analysis 

All experiments were conducted following 10-fold cross validation and evaluated 
with respect to the TERN 2004 evaluation plan [3]. 

4.1   Token-Based Classification Experiments 

After pre-processing the textual part of TimeBank, we had a set of 26 509 tokens with 
1222 correctly aligned TIMEX3 tags. The experimental results demonstrated the 
performance in detection of temporal expressions with precision, recall and F1-
measure of 0.928, 0.628 and 0.747 respectively. When an exact match is required, the 
classifier performs at the level of 0.888, 0.382 and 0.532 for precision, recall and  
F1-measure respectively.  

4.2   Constituent-Based Classification Experiments 

After pre-processing the TimeBank corpus of 182 documents we had 2612 parsed 
sentences with 1224 temporal expressions in them. 2612 sentences resulted in 49 656 
phrase candidates. After running experiments the classifier demonstrated the 
performance in detection of TIMEX3 tags with precision, recall and F1-measure of 
0.872, 0.836 and 0.852 respectively. The experiments on exact match demonstrated a 
small decline and received scores of 0.866, 0.796 and 0.828 for precision, recall and 
F1-measure respectively. 

4.3   Comparison and Improvements 

Comparing the performance levels of the tested temporal taggers, we discovered the 
differences in classification results of chunk-based and token-based approaches with 
corresponding F1-measure values of 0.852 vs. 0.747 for detection, and 0.828 vs. 
0.532 for exact match. Previous experiments on the ACE TERN corpus, especially 
those in [10; 13], reported the same phenomenon and a drop in F1-measure between 
detection and exact match, but the token-based approach delivers generally better 
results. For our experimental results we assume that the problem lies in the local 
token classification approach based on pure lexico-syntactic features alone. To prove 
this hypothesis, the next series of experiments is performed with an additional feature 
set, which contains the classification results obtained for preceding tokens, so called 
Maximum Entropy Markov Model, MEMM. The experimental setup varies the 
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Table 2. Performance levels for token-by-token classifications with MEMM 

Detection  Exact match 
N 

P R F1 P R F1 
0 0.928 0.628 0.747 0.888 0.382 0.532 
1 0.946 0.686 0.793 0.921 0.446 0.599 
2 0.94 0.652 0.768 0.911 0.426 0.578 
3 0.936 0.645 0.762 0.905 0.414 0.566 

 
number of previously consecutive obtained labels between 1 and 3 with the same 
context window size. The context is considered within the sentence only. The results 
of these experiments are presented in Table 2. The number of the previously obtained 
labels used as features is denoted by N – the order of the Markov Model, with N=0 as 
a baseline (see Section 3.1).  

It is worth to mention that by taking into account labels obtained for preceding 
tokens the performance level rises and reaches the maximum at N=1 for both, the 
detection and exact match tasks, and decreases from N=2 onwards.  

Putting these results into context, we can conclude that the chunk-based machine 
learning approach for temporal expression recognition performed at a comparable 
operational level to the state-of-the-art rule-based approach of Boguraev and Ando [4] 
and outperformed it in exact match. A comparative performance summary is 
presented in Table 3.  

4.4   Error Analysis 

Analyzing the classification errors, we see several causes for them. We realized that 
the current version of TimeBank is still noisy with respect to annotated data. An 
ambiguous use of temporal triggers in different context, like “today”, “now”, “future”, 
makes correct identification of relatively simple temporal expressions difficult. Apart 
from obviously incorrect parses, the inexact alignment between temporal expressions 
and candidate phrases was caused by annotations that occurred at the middle of a 
phrase, for example “eight-years-long”, “overnight”, “yesterday’s”. In total there are 
99 TIMEX3 tags (or 8.1%) misaligned with the parser output, which resulted in 53  
 

Table 3. Performance summary for the constituent-based classification (CBC) approach 

 P R F1 
Detection 

CBC approach 0.872 0.836 0.852 
Sloppy Span 

Boguraev and Ando [4] 0.852 0.952 0.896 
Exact Match 

CBC approach 0.866 0.796 0.828 
Boguraev and Ando [4] 0.776 0.861 0.817 
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(or 4.3%) undetected TIMEX3s. Definite and indefinite articles are unsystematically 
left out or included into TIMEX3 extent, which introduces an additional bias in 
classification.  

5   Conclusion and Future Work  

In this paper we presented two machine learning approaches for the recognition of 
temporal expressions using a recent annotated corpus for temporal information, 
TimeBank. Two approaches were implemented: a token-by-token and a binary 
constituent-based classifiers. The feature design for both methods is very similar and 
takes into account contentual and contextual features. As the evaluation showed, both 
approaches provide a good performance level for the detection of temporal 
expressions. The constituent-based classification outperforms the token-based one 
with F1-measure values of 0.852 vs. 0.747. If an exact match is required, only the 
constituent-based classification can provide a reliable recognition with an F1-measure 
value of 0.828. For the same task token-based classification reaches only 0.532 in 
terms of F1-measure. By employing a Maximum Entropy Markov Model, the method 
increases in performance and reaches its maximum, when only the classification 
result for the previous token is used (with F1-measures of 0.793 and 0.599 for 
detection and exact match respectively).   

Our best results were obtained by the binary constituent-based classification 
approach with shallow syntactic and lexical features. The method achieved a 
performance level of a rule-based approach presented in [4] and for the exact match 
task our approach even outperforms the latter. Although a direct comparison with 
other state-of-the-art systems is not possible, our experiments disclose a very 
important characteristic. While the recognition systems in the ACE TERN 2004 
reported a substantial drop of F1-measure between detection and exact match results 
(6.5 - 11.6%), our phrase-based detector demonstrates a light decrease in F1-measure 
(2.4%), whereas the precision declines only by 0.6%. This important finding leads us 
to the conclusion that most of TIMEX3s in TimeBank can be detected at a phrase-
based level with a reasonably high performance.   
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Abstract. This paper presents a novel approach for meta-level information ex-
traction (IE). The common IE process model is extended by utilizing transfer
knowledge and meta-features that are created according to already extracted in-
formation. We present two real-world case studies demonstrating the applicability
and benefit of the approach and directly show how the proposed method improves
the accuracy of the applied information extraction technique.

1 Introduction

While structured data is readily available for information and knowledge extraction,
unstructured information, for example, obtained from a collection of text documents
cannot be directly utilized for such purposes. Since there is significantly more unstruc-
tured (textual) information than structured information e.g., obtained by structured data
acquisition information extraction (IE) methods are rather important. This can also be
observed by monitoring the latest developments concerning IE architectures, for ex-
ample UIMA [1] and the respective methods, e.g., conditional random fields (CRF),
support vector machines (SVM), and other (adaptive) IE methods, cf., [2,3,4].

Before IE is applied, first an IE model is learned and generated in the learning phase.
Then, the IE process model follows a standard approach depicted in Figure 1: As the
first step of the process itself, the applicable features are extracted from the document.
In some cases, a (limited form of) knowledge engineering is used for tuning the relevant
features of the domain. Finally, the generated model is applied on the data such that the
respective IE method selects or classifies the relevant text fragments and extracts the
necessary information.

With respect to the learning phase, usually machine-learning related approaches
like candidate classification, windowing, and markov models are used. Often SVMs
or CRFs are applied for obtaining the models. The advantages of CRFs are their rela-
tion to the sequence labeling problem, while they do not suffer from the dependencies
between the features. However, a good feature selection step is still rather important.
The advantages of SVMs are given by their automatic ranking of the input features and
their ability to handle a large number of features. Therefore, less knowledge engineering
is necessary. However, the IE task can also be implemented by knowledge engineering
approaches applying rules or lambda expressions. In the case studies we will present a
rule-based approach that is quite effective compared to the standard approaches.
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Feature
Extraction

IE ModelDocument Information

Fig. 1. Common Process Model for Information Extraction

Specifically, this paper proposes extensions to the common IE approach, such that
meta-level features that are generated during the process can be utilized: The creation
of the meta-level features is based on the availability of already extracted information
that is applied in a feedback loop. Then repetitive information like structural repetitions
can be processed further by utilizing transfer knowledge. Assuming that a document,
for example, is written by a single author, then it is probably the case that the same
writing and layout style is used for all equivalent structures. We present two case studies
demonstrating the applicability and benefit of the approach and show how the proposed
method improves the accuracy of the applied information extraction technique.

The rest of the paper is structured as follows: Section 2 presents the proposed novel
process model for information extraction extending the standard process. We first moti-
vate the concrete problem setting before we discuss the extensions in detail and specifi-
cally the techniques for meta-level information extraction. After that, Section 3 presents
two real-world case studies: We demonstrate the applicability of the presented ap-
proach, for which the results directly indicate its benefit. Next, we discuss related work.
Finally, Section 4 concludes with a summary of the presented approach and points at
interesting directions for future research.

2 Meta-level Information Extraction

In the following, we first motivate the proposed approach by presenting two examples
for which the commonly applied standard process model is rather problematic. Next, we
present the process model for meta-level information extraction and discuss its elements
and extensions in detail.

2.1 Problem Statement

To point out certain flaws of the standard process, we discuss examples concerning
information extraction from curricula vitae (CV) and from medical discharge letters.
Both examples indicate certain problems of the common process model for information
extraction and lead to following claim:

Using already extracted information for further information extraction can
often account for missing or ambiguous features and increase the accuracy in
domains with repetitive structure(s).
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A B C D E F

Fig. 2. Examples of different headlines in medical discharge letters

CVs. For the extraction from CV documents, a predefined template with slots for start
time, end time, title, company and description is filled with the corresponding text frag-
ments. The text segments describing experiences or projects are used to identify a tem-
plate. Then, the slots of the templates are extracted. Often the company can be identified
using simple features, e.g., common suffixes, lists of known organizations or locations.
Yet, these word lists cannot be exhaustive, and are often limited for efficency reasons,
e.g., for different countries. This can reduce the accuracy of the IE model, e.g., if the
employee had been working in another country for some time. Humans solve these
problems of missing features, respectively of unknown company names, by transfering
already ‘extracted’ patterns and relations. If the company, for example, was found in
the third line of ninety percent of all project sections, then it is highly probable that an
‘unclear’ section contains a company name in the same position.

Medical discharge letters. Medical discharge letters contain, for example, the obser-
vations, the history, and the diagnoses of the patient. For IE, different sections of the
letter need to be identified: The headlines of a section cannot only help to create a seg-
mentation of the letter, but also provide hints what kind of sections and observations are
present. Since there are no restrictions, there is a variety of layout structure; Figure 2
shows some examples: Whereas the headlines in (A) are represented using a table,
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(C+D) use bold and underlined. However, (B) and (F) color the headlines’ background
and use bold and underlined for subheaders. Some physicians apply layout features only
to emphasize results and not for indicating a headline. It is obvious, that a classification
model faces problems, if the relation between features and information differs for each
input document. In contrast, humans are able to identify common headlines using the
containing words. Then, they transfer these significant features to other text fragments
and extract headlines with a similar layout.

2.2 Process Model

The human behaviour solving the flaws of the common IE process model seems straight
forward, yet its formalization using rules or statistical models is quite complex. We ap-
proach this challenge by proposing an extended process model, shown in figure 3: Simi-
lar to the common IE process model, features are extracted from the input document and
are used by a static IE model to identify the information. Expectations or self-criticism
can help to identify highly confident information and relevant meta-features. Transfer
knowledge is responsible for the projection or comparison of the given meta-features.
The meta-features and transfer knowledge elements make up the dynamic IE model and
are extended in an incremental process. The elements of the process model are adressed
in more detail in the following:

Feature
Extraction

Static

IE Model

Document

Certain & Uncertain

Information

Expectations
Transfer Knowledge

Self Criticism

Confident

Information

Dynamic

IE Model

extends

Meta
Features

Fig. 3. Extended process model with meta-features and transfer knowledge

Meta-Features. Relations between features and information, respectively patterns, are
explicitly implemented by meta-features. These are not only created for the extracted
information, but also for possible candidates. A simple meta-feature, for example for the
extraction of headlines, states that the bold feature indicates a headline in this document.

Expectations and Self-Criticism. Since even only a single incorrect information can
lead to a potentially high number of incorrect information, the correctness and confi-
dence of an information is essential for the meta-level information extraction. There
are two ways to identify an information suitable for the extraction of meta-features. If
the knowledge engineer already has some assumptions about the content of the input
documents, especially on the occurence of certain information, then these expectations
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can be formalized in order to increase the confidence of the information. In the absence
of expecations, self-criticism of the IE model using features or a confidence value can
highlight a suitable information. Furthermore, self-critism can be used to reduce the
incorrect transfer of meta-features by rating newly identified information.

Transfer Knowledge. The transfer knowledge models the human behaviour in practice
and can be classified in three categories: Agglomeration knowledge processes multiple
meta-features and creates new composed meta-features. Then, projection knowledge
defines the transfer of the meta-features to possible candidates of new information.
Comparison knowledge finally formalizes how the similarity of the meta-features of
the original information and a candidate information is calculated. The usage of these
different knowledge types in an actual process depends on the kind of repetitive struc-
tures and meta-features.

In section 3, specific examples of these elements are explained in the context of their
application.

3 Case Studies

For a demonstation of the applicability and benefit of the approach, the two subtasks of
the IE applications introduced earlier are addressed. The meta-level approach is realized
with the rule-based TextMarker system and the statistical natural language processing
toolkit ClearTK [5] is used for the the supervised machine learning methods CRF1 and
SVM2. The three methods operate in the same architecture (UIMA) and process the
identical features. The same documents are applied for the training and test phase of
the machine learning approaches and intentionally no k-fold cross evaluation is used,
since it is hardly applicable for the knowledge engineering approach. Yet, the selected
features do not amplify overfitting, e.g., no stem information is used. The evaluation
of the SVM did not return reasonable values, probably because of the limited amount
of documents and features in combination with the selected kernel method. Therefore,
only results of the meta-level approach and CRF are presented using the F1-measure.

3.1 The TextMarker System

The TEXTMARKER system3 is a rule-based tool for information extraction and text
processing tasks [6]. It provides a full-featured development environment based on the
DLTK framework4 and a build process for UIMA Type Systems and generic UIMA
Analysis Engines [1]. Different components for rule explanation and test-driven devel-
opment [7] facilitate the knowledge engineering of rule-based information extraction
components. The basic idea of the TEXTMARKER language is similar to JAPE [8]:
rules match on combinations of predefined types of annotations and create new annota-
tions. Furthermore, the TEXTMARKER language provides an extension mechanism for

1 The CRF implementation of Mallet (http://mallet.cs.umass.edu/) is used.
2 The SVM implementation of SVMLight (http://svmlight.joachims.org/) is used.
3 http://textmarker.sourceforge.net/
4 http://www.eclipse.org/dltk/
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domain dependent language elements, several scripting functionalities and a dynamic
view on the document. Due to the limited space, we refer to [6,7] for a detailed descrip-
tion of the system.

3.2 CVs

In this case study, we evaluate a subtask of the extraction of CV information: Com-
panies in a past work experience of a person, respectively the employer. The corpus
contains only 15 documents with 72 companies. The selected features consists of al-
ready extracted slots, layout information, simple token classes and a list of locations
of one country. The meta-features are based on the position of confident information
dependent on the layout and in relation to other slots. Agglomeration knowledge uses
these meta-features to formalize a pattern of the common appearence of the compa-
nies. Then, projection knowledge uses this pattern to identify new information, that is
rated by rules for self-criticism. In Figure 4, the results of the evaluation are listed. The
meta-level approach achieved a F1-measure of 97.87% and the CRF method reached
75.00%. The low recall value of the CRF is caused by the limited amount of available
features. However, the meta-level approach was able to compensate for this loss using
the meta-features.

3.3 Medical Discharge Letters

A subtask of the extraction of information from medical discharge letters is the recog-
nition of headlines. In oder to evaluate the approaches we use a corpus with 141 docu-
ments and 1515 headlines. The extracted features consist mainly of simple token classes
and layout information, e.g., bold, underlined, italic and freeline. In this case study, the
expectation to find a Diagnose or Anamnese headline is used to identify a confident in-
formation. Then, meta-features describing its actual layout are created and transferred
by projection knowledge. Finally, comparison knowledge is used to calculate the sim-
ilarity of the layout of the confident information and a candidate for a headline. The
results of the evaluation are shown in figure 4: The meta-level approach was evaluated
with 97.24% and the CRF method achieved a F1-measure of 87.13%. CRF extracted
the same headlines as the meta-level approach in many documents. However, the con-
flicting layout styles of the some authors caused, as expected, a high number of false
negative errors resulting in a lower recall value.

CVs Precision Recall F1

CRF 93.75% 62.50% 75.00%

META 100.00% 95.83% 97.87%

Medical Precision Recall F1

CRF 97.87% 78.52% 87.13%

META 99.11% 95.44% 97.24%

Fig. 4. Results of the CVs and medical discharge letters evaluation
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3.4 Related Work and Discussion

In the case studies, we have seen that the proposed approach performs very promissing
and achieves considerably better accuracy measures than the standard approach using
machine learning techniques, that is CRF. The machine learning methods would po-
tentially perform better using more (and/or ‘better’) features, however, the same is true
for the meta-level IE approach. The approach is not only very effective but also rather
efficient, since the proposed approach required only about 1-2 hours for formalizing the
necessary meta-features and transfer knowledge, significantly less time than the time
spent for the annotation of the examples.

To the best of the authors’ knowledge, the approach is novel in the IE community
and application. However, similar ideas to the core idea of transfering features have
been adressed in the feature construction and inductive logic programming community,
e.g., [9]. However, in this context there is no direct ‘feedback’ according to a certain
process, and also no distinction between meta-features and transfer knowledge that is
provided by the presented approach. According to the analogy of human reasoning, it is
often easier to formalize each knowledge element separately. Especially in information
extraction, there are approaches using extracted information in a meta-learning process,
e.g., [10]. However, compared to our approach no meta-features dependent on extracted
information and no transfer knowledge is used. The proposed approach is able to adapt
to peculiarities of certain authors of the documents, similarly to the adaptation phase of
common speech processing and speech understanding systems.

4 Conclusions

In this paper, we have presented a meta-level information extraction approach that
extends the common IE process model by including meta-level features. These meta-
features are created using already extracted information, e.g., given by repetitive struc-
tural constructs of the present feature space. We have described a general model for the
application of the presented approach, and we have demonstrated its benefit in two case
studies utilizing a rule-based system for information extraction.

For future work, the exchange of transfer knowledge and meta-features between doc-
uments can further enrich the process model in specific domains. We plan to extend the
approach in order to incorporate the automatic acquisition of transfer knowledge. Tech-
niques from inductive logic programming [11] can potentially provide helpful methods
and support the knowledge engineer to automatically acquire the needed transfer and
meta knowledge. For the automatic acquisition, self criticism capabilities and the inclu-
sion of the expecations of the developer are essential. Finally, we are also planning to
combine the approach with machine learning methods, like SVM and CRF [5]:
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Abstract. Spoken dialogue is notoriously hard to process with standard language
processing technologies. Dialogue systems must indeed meet two major chal-
lenges. First, natural spoken dialogue is replete with disfluent, partial, elided or
ungrammatical utterances. Second, speech recognition remains a highly error-
prone task, especially for complex, open-ended domains. We present an inte-
grated approach for addressing these two issues, based on a robust incremental
parser. The parser takes word lattices as input and is able to handle ill-formed
and misrecognised utterances by selectively relaxing its set of grammatical rules.
The choice of the most relevant interpretation is then realised via a discrimina-
tive model augmented with contextual information. The approach is fully im-
plemented in a dialogue system for autonomous robots. Evaluation results on a
Wizard of Oz test suite demonstrate very significant improvements in accuracy
and robustness compared to the baseline.

1 Introduction

Spoken dialogue is one of the most natural means of interaction between a human and
a robot. It is, however, notoriously hard to process with standard language process-
ing technologies. Dialogue utterances are often incomplete or ungrammatical, and may
contain numerous disfluencies like fillers (err, uh, mm), repetitions, self-corrections,
fragments, etc. Moreover, even if the utterance is perfectly well-formed and does not
contain disfluencies, the dialogue system still needs to accommodate the various speech
recognition errors thay may arise. This problem is particularly acute for robots operat-
ing in real-world environments and dealing with complex, open-ended domains.

Spoken dialogue systems designed for human-robot interaction must therefore be
robust to both ill-formed and ill-recognised inputs. In this paper, we present a new ap-
proach to address these two issues. Our starting point is the work done by Zettlemoyer
and Collins on parsing using CCG grammars [10]. To account for natural spoken lan-
guage phenomena (more flexible word order, missing words, etc.), they augment their
grammar framework with a small set of non-standard rules, leading to a relaxation of
the grammatical constraints. A discriminative model over the parses is coupled to the
parser, and is responsible for selecting the most likely interpretation(s).

In this paper, we extend their approach in two important ways. First, [10] focused on
the treatment of ill-formed input, ignoring the speech recognition issues. Our approach,
however, deals with both ill-formed and misrecognized input, in an integrated fashion.
This is done by augmenting the set of non-standard rules with new ones specifically tai-
lored to deal with speech recognition errors. Second, we significantly extend the range
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of features included in the discriminative model, by incorporating not only syntactic,
but also acoustic, semantic and contextual information into the model.

An overview of the paper is as follows. We describe in Section 2 the general archi-
tecture of our system, and discuss the approach in Section 3. We present the evaluation
results on a Wizard-of-Oz test suite in Section 4, and conclude.

2 Architecture

The approach we present in this paper is fully implemented and integrated into a cog-
nitive architecture for autonomous robots (see [4]). It is capable of building up visuo-
spatial models of a dynamic local scene, and of continuously planning and executing
manipulation actions on objects within that scene. The robot can discuss objects and
their material- and spatial properties for the purpose of visual learning and manipula-
tion tasks. Figure 1 illustrates the architecture for the communication subsystem.

Fig. 1. Architecture schema of the communication subsystem (only for comprehension)

Starting with speech recognition, we process the audio signal to establish a word
lattice containing statistically ranked hypotheses about word sequences. Subsequently,
parsing constructs grammatical analyses for the given word lattice. A grammatical anal-
ysis constructs both a syntactic analysis of the utterance, and a representation of its
meaning. The analysis is based on an incremental chart parser1 for Combinatory Cat-
egorial Grammar [8]. These meaning representations are ontologically richly sorted,
relational structures, formulated in a (propositional) description logic, more precisely
in HLDS [1]2. Finally, at the level of dialogue interpretation, the logical forms are re-
solved against a dialogue model to establish co-reference and dialogue moves.

3 Approach

3.1 Grammar Relaxation

Our approach to robust processing rests on the idea of grammar relaxation: the gram-
matical constraints specified in the grammar are “relaxed” to handle slightly ill-formed

1 Built using the OpenCCG API: http://openccg.sf.net
2 An example of such meaning representation (HLDS logical form) is given in Figure 2.
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or misrecognised utterances. Practically, the grammar relaxation is done via the intro-
duction of non-standard CCG rules [10]. We describe here two families of relaxation
rules: the discourse-level composition rules and the ASR correction rules [5].

Discourse-level composition rules. In natural spoken dialogue, we may encounter
utterances containing several independent “chunks” without any explicit separation (or
only a short pause or a slight change in intonation), such as “yes take the ball right
and now put it in the box”. These chunks can be analysed as distinct “discourse units”.
Syntactically speaking, a discourse unit can be any type of saturated atomic categories
– from a simple discourse marker to a full sentence.

The type-changing rule Tdu converts atomic categories into discourse units:

A : @if ⇒ du : @if (Tdu)

where A represents an arbitrary saturated atomic category (s, np, pp, etc.).
Rule TC then integrates two discourse units into a single structure:

du : @ax ⇒ du : @cz / du : @by (TC )

where the formula @cz is defined as:

@{c:d-units}(list ∧
(〈FIRST〉 a ∧ x)∧
(〈NEXT〉 b ∧ y)) (1)

ASR error correction rules. Speech recognition is highly error-prone. It is however
possible to partially alleviate this problem by inserting error-correction rules (more pre-
cisely, new lexical entries) for the most frequently misrecognised words. If we notice
for instance that the ASR frequently substitutes the word “wrong” for “round” (because
of their phonological proximity), we can introduce a new lexical entry to correct it:

round � adj : @attitude(wrong) (2)

A small set of new lexical entries of this type have been added to our lexicon to account
for the most frequent recognition errors.

3.2 Parse Selection

Using more powerful rules to relax the grammatical analysis tends to increase the num-
ber of parses. We hence need a mechanism to discriminate among the possible parses.
The task of selecting the most likely interpretation among a set of possible ones is
called parse selection. Once the parses for a given utterance are computed, they are
filtered or selected in order to retain only the most likely interpretation(s). This is done
via a (discriminative) statistical model covering a large number of features.

Formally, the task is defined as a function F : X → Y where X is the set of possible
inputs (in our case, X is the space of word lattices), and Y the set of parses. We assume:
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1. A function GEN(x) which enumerates all possible parses for an input x. In our
case, the function represents the admissibles parses of the CCG grammar.

2. A d-dimensional feature vector f(x, y) ∈ �d, representing specific features of the
pair (x, y) (for instance, acoustic, syntactic, semantic or contextual features).

3. A parameter vector w ∈ �d.

The function F , mapping a word lattice to its most likely parse, is then defined as:

F (x) = argmax
y∈GEN(x)

wT · f(x, y) (3)

where wT · f(x, y) is the inner product
∑d

s=1 ws fs(x, y), and can be seen as a measure
of the “quality” of the parse. Given the parameter vector w, the optimal parse of a
given word lattice x can be therefore easily determined by enumerating all the parses
generated by the grammar, extracting their features, computing the inner product wT ·
f(x, y), and selecting the parse with the highest score.

3.3 Learning

Training data. To estimate the parameters w, we need a set of training examples. Since
no corpus of situated dialogue adapted to our task domain is available to this day – let
alone semantically annotated – we followed the approach advocated in [9] and gener-
ated a corpus from a hand-written task grammar. We first designed a small grammar
covering our task domain, each rule being associated with a HLDS representation and
a weight. Once specified, the grammar is then randomly traversed a large number of
times, resulting in a large set of utterances along with their semantic representations.

Perceptron learning. The algorithm we use to estimate the parameters w using the
training data is a perceptron. The algorithm is fully online - it visits each example in
turn, in an incremental fashion, and updates w if necessary. Albeit simple, the algorithm
has proven to be very efficient and accurate for the task of parse selection [3,10].

The pseudo-code for the online learning algorithm is detailed in [Algorithm 1].
The parameters w are first initialised to arbitrary values. Then, for each pair (xi, zi)

in the training set, the algorithm computes the parse y′ with the highest score according
to the current model. If this parse matches the best parse associated with zi (which we
denote y∗), we move to the next example. Else, we perform a perceptron update on the
parameters:

w = w + f(xi, y
∗) − f(xi, y

′) (4)

The iteration on the training set is repeated T times, or until convergence.

3.4 Features

As we have seen, the parse selection operates by enumerating the possible parses and
selecting the one with the highest score according to the linear model parametrised
by w. The accuracy of our method crucially relies on the selection of “good” features
f(x, y) for our model - that is, features which help discriminating the parses. In our
model, the features are of four types: semantic features, syntactic features, contextual
features, and speech recognition features.
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Algorithm 1. Online perceptron learning

Require: - set of n training examples {(xi, zi) : i = 1...n}
- T : number of iterations over the training set
- GEN(x): function enumerating the parses for an input x according to the grammar.
- GEN(x, z): function enumerating the parses for an input x with semantics z.
- L(y) maps a parse tree y to its logical form.
- Initial parameter vector w0

% Initialise
w← w0

% Loop T times on the training examples
for t = 1...T do

for i = 1...n do

% Compute best parse according to current model
Let y′ = argmaxy∈GEN(xi)

wT · f(xi, y)

% If the decoded parse �= expected parse, update the parameters
if L(y′) �= zi then

% Search the best parse for utterance xi with semantics zi

Let y∗ = argmaxy∈GEN(xi,zi)
wT · f(xi, y)

% Update parameter vector w
Set w = w + f(xi, y

∗)− f(xi, y
′)

end if

end for
end for

return parameter vector w

Fig. 2. Logical form for “I want you to take the
mug”

Semantic features. Semantic features
are defined on substructures of the
logical form. We define features on
the following information sources: the
nominals, the ontological sorts of the
nominals, and the dependency relations
(following [2]). These features help us
handle various forms of lexical and syn-
tactic ambiguities.

Syntactic features. Syntactic features
are features associated to the derivational
history of a specific parse. The main use
of these features is to penalise to a correct
extent the application of the non-standard
rules introduced into the grammar.

To this end, we include in the fea-
ture vector f(x, y) a new feature for each
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pick

s/particle/np

cup
up corr

particle
s/np

>

the
np/n

ball
n

np >

s >

Fig. 3. CCG derivation of “pick cup the ball”

non-standard rule, which counts the number of times the rule was applied in the parse.
In the derivation shown in Figure 3, the rule corr (application of an ASR correction
rule) is applied once, so the corresponding feature value is set to 1. These syntactic
features can be seen as a penalty given to the parses using these non-standard rules,
thereby giving a preference to the “normal” parses over them. This mechanism ensures
that the grammar relaxation is only applied “as a last resort” when the usual grammati-
cal analysis fails to provide a full parse.

Contextual features. One striking characteristic of spoken dialogue is the importance
of context. Understanding the visual and discourse contexts is crucial to resolve poten-
tial ambiguities and compute the most likely interpretation(s) of a given utterance. The
feature vector f (x, y) therefore includes various contextual features [5]. The dialogue
system notably maintains in its working memory a list of contextually activated words
[7]. This list is continuously updated as the dialogue and the environment evolves. For
each context-dependent word, we include one feature counting its occurrence in the
utterance.

Speech recognition features. Finally, the feature vector f(x, y) also includes features
related to the speech recognition. The ASR module outputs a set of (partial) recognition
hypotheses, packed in a word lattice. One example is given in Figure 4. To favour the
hypotheses with high confidence scores (which are, according to the ASR statistical
models, more likely to reflect what was uttered), we introduce in the feature vector
several acoustic features measuring the likelihood of each recognition hypothesis.

Fig. 4. Example of word lattice

4 Evaluation

We performed a quantitative evaluation of our approach, using its implementation in
a fully integrated system (cf. Section 2). To set up the experiments for the evaluation,
we have gathered a Wizard-of-Oz corpus of human-robot spoken dialogue for our task-
domain, which we segmented and annotated manually with their expected semantic
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interpretation. The data set contains 195 individual utterances along with their complete
logical forms.

Three types of quantitative results are extracted from the evaluation results: exact-
match, partial-match, and word error rate. Tables 1, 2 and 3 illustrate the results, broken
down by use of grammar relaxation, use of parse selection, and number of recognition
hypotheses considered. Each line in the tables corresponds to a possible configuration.
Tables 1 and 2 give the precision, recall and F1 value for each configuration (respec-
tively for the exact- and partial-match), and Table 3 gives the Word Error Rate [WER].

Table 1. Exact-match accuracy results (in percents)

Size of word lattice
(number of NBests)

Grammar
relaxation

Parse
selection

Precision Recall F1-value

(Baseline) 1 No No 40.9 45.2 43.0
. 1 No Yes 59.0 54.3 56.6
. 1 Yes Yes 52.7 70.8 60.4
. 3 Yes Yes 55.3 82.9 66.3
. 5 Yes Yes 55.6 84.0 66.9

(Full approach) 10 Yes Yes 55.6 84.9 67.2

Table 2. Partial-match accuracy results (in percents)

Size of word lattice
(number of NBests)

Grammar
relaxation

Parse
selection

Precision Recall F1-value

(Baseline) 1 No No 86.2 56.2 68.0
. 1 No Yes 87.4 56.6 68.7
. 1 Yes Yes 88.1 76.2 81.7
. 3 Yes Yes 87.6 85.2 86.4
. 5 Yes Yes 87.6 86.0 86.8

(Full approach) 10 Yes Yes 87.7 87.0 87.3

Table 3. Word error rate (in percents)

Size of word
lattice (NBests)

Grammar
relaxation

Parse
selection

WER

1 No No 20.5
1 Yes Yes 19.4
3 Yes Yes 16.5
5 Yes Yes 15.7

10 Yes Yes 15.7

The baseline corresponds to the
dialogue system with no grammar
relaxation, no parse selection, and
use of the first NBest recognition
hypothesis. Both the partial-, exact-
match accuracy results and the WER
demonstrate statistically significants
improvements over the baseline. We
also observe that the inclusion of
more ASR recognition hypotheses
has a positive impact on the accuracy
results.

5 Conclusions

We presented an integrated approach to the processing of (situated) spoken dialogue,
suited to the specific needs and challenges encountered in human-robot interaction.
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In order to handle disfluent, partial, ill-formed or misrecognized utterances, the
grammar used by the parser is “relaxed” via the introduction of a set of non-standard
rules which allow for the combination of discourse fragments or the correction of
speech recognition errors. The relaxed parser yields a (potentially large) set of parses,
which are then retrieved by the parse selection module. The parse selection is based on
a discriminative model exploring a set of relevant semantic, syntactic, contextual and
acoustic features extracted for each parse.

The outlined approach is currently being extended in new directions, such as the
exploitation of parse selection during incremental parsing to improve the parsing ef-
ficiency [6], the introduction of more refined contextual features, or the use of more
sophisticated learning algorithms, such as Support Vector Machines.
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Abstract. Due to the huge amount of text data in the WWW, annotat-
ing unstructured text with semantic markup is a crucial topic in Semantic
Web research. This work formally analyzes the incorporation of domain
ontologies into information extraction tasks in iDocument. Ontology-
based information extraction exploits domain ontologies with formalized
and structured domain knowledge for extracting domain-relevant infor-
mation from un-annotated and unstructured text. iDocument provides
a pipeline architecture, an extraction template interface and the ability
of exchanging domain ontologies for performing information extraction
tasks. This work outlines iDocument’s ontology-based architecture, the
use of SPARQL queries as extraction templates and an evaluation of
iDocument in an automatic document annotation scenario.

1 Introduction

Automatically or semi-automatically extracting structured information from un-
structured text is an important step towards text understanding. Existing in-
formation extraction (IE) systems are mostly specialized in limited domains. A
scenario where end users may rapidly query a text base with ad hoc queries1 is
nearly impossible to implement with existing IE technologies. (e.g., Select scien-
tific conferences in 2009 and their deadlines for paper submissions with a focus
on information extraction.)

Knowledge engineering approaches (e.g., Textmarker [1]) suffer from the
knowledge engineering bottleneck which means an expert has to provide and
maintain a rule base. Existing machine learning approaches avoid these ef-
forts. Instead they require previously annotated training corpora with expensive
ground truth data [2].

Thus, common IE systems do not provide scalability, adaptability, and main-
tainability for being used in cost saving and generic user scenarios.
1 According to Ralph Grishman (2002) about the project Proteus: Our long-term goal

is to build systems that automatically find the information you’re looking for, pick
out the most useful bits, and present it in your preferred language, at the right level
of detail.

B. Mertsching, M. Hund, and Z. Aziz (Eds.): KI 2009, LNAI 5803, pp. 249–256, 2009.
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In order to overcome these shortcomings, we present iDocument, a flexible
ontology-based information extraction (OBIE) system. It uses terminology and
instance knowledge of domain ontologies that are written in RDF/S [3]. Ex-
changing a domain ontology customizes the system on a completely new domain
of interest. Instead of using expensive IE template definition specifications, iDoc-
ument provides a generic and standardized IE template interface based on the
syntax of the RDF query language SPARQL. Thus, extraction templates can be
expressed by SPARQLing the ontology’s RDFS scheme. As result, iDocument
generates an RDF graph that contains RDF triples which were extracted from
given text documents and comply with the SPARQL template.

The structure of this paper is as follows: Related work on using ontologies
in information extraction is summarized in Section 2. Next, Section 3 formally
describes, how RDFS ontologies may be used in IE tasks. Section 4 shows iDoc-
ument’s architecture, extraction pipeline, and template population algorithm. In
Section 5, an evaluation presents the quality of annotated instances and facts.

2 Related Work

iDocument extends basic IE principles by using ontologies. ComparableOBIE sys-
tems are GATE [4], SOBA [5] or SummIt-BMT [6]. In difference to these, iDoc-
ument does not use the ontology as simple input gazetteer that is a plain list of
relevant labels but as model for semantic analysis such as instance disambigua-
tion and discourse analysis. The technique of using existing domain ontologies as
input for information extraction tasks and extraction results as base for ontology
population was first presented by Empley in [7] by using relational database tech-
nologies. Sintek et al. [8] applied a similar scenario on Semantic Web ontologies.
A bootstrapping approach was presented by Maedche, Neumann, and Staab in [9]
by learning new domain ontologies semi-automatically and populating these in a
final step. The previously mentioned OBIE systems do not support any template
mechanisms. In the Message Understanding Conference series (MUC), extraction
templates were defined by using named slots that were annotated with constraints
and rules [10]. These template specifications tended to be very long and complex
and were hard to create by system users. Hobbs and Israel claimed in [11] that tem-
plate design is related to ontology engineering. Following this assumption, the use
of extraction ontologies as sort of template for IE is presented by Labský in [12].
Here the entire ontology specifies those information elements (e.g., fields and en-
tities) that should be extracted from text. In iDocument, SPARQL queries that
are formulated by using the ontology’s RDFS vocabulary [3] serve as technique
for expressing extraction templates.

3 Domain Ontologies in Information Extraction Tasks

“In common sense, a domain ontology (or domain-specific ontology) models a
specific domain, or part of the world. It represents the particular meanings of



iDocument 251

terms as they apply to that domain.”2 Domains may be for example: the Olympic
Summer Games 2004, the Knowledge Management Department at DFKI, or a
Personal Information Model [13] inside a Semantic Desktop.

By using the RDFS [3] vocabulary the main components of a domain ontology
O can be defined as O(HC , HP , I, S,A)(For the sake of simplicity, assertions
about instances and ontology are not separated as done in frame logics):

Hierarchy of classes (HC). A resource c can be defined as rdfs:class. A
class c1 may specialize class c2 by expressing rdfs:subClassOf(c1, c2). The
transitive closure of all rdfs:subClassOf expressions builds the class hier-
archy HC .

Hierarchy of properties (Hp). A property p expresses a semantic relation
between two classes p(c1, c2). A property p1 may specialize property p2 if
rdfs:subPropertyOf(p1, p2). The transitive closure of rdfs:subPropertyOf
expressions builds the hierarchy of properties HP .
Object Properties (PO). A property p ∈ PO is called object property if

rdfs:range is defined as rdfs:range(p, c) with c ∈ HC\rdfs:LiteralT ,
where rdfs:LiteralT denotes the reflexive, transitive subhierarchy of
class rdfs:Literal.

Datatype Properties (PDT ). A property p ∈ PDT is a datatype property
if rdfs:range is defined as rdfs:range(p, rdfs:Literal).

Instances (I). Instances are resources i with an rdf:type property that is
defined as rdf:type(i, c) with c ∈ HC \ {rdfs:LiteralT}.

Symbols (S). Symbols are resources s with an rdf:type property that is de-
fined as rdf:type(s, c) with rdfs:subClassOf(c, rdfs:Literal).

Assertions (A). Assertions are triple expressions in the form of p(i, r) with
p ∈ HP and i, r ∈ HC ∪ I ∪ S.

Based on such an ontology, it is possible to define four major OBIE tasks.

Symbol Recognition. If a similarity function sim(s, se) decides that a phrase
s inside a text matches an existing symbol se ∈ S, s is recognized as symbol.
Each datatype property p ∈ PDT inside a valid assertion p(i, se) ∈ A about
an instance i ∈ I is called the symbol’s type.

– If sim(s, se) bases on content similarity, s is called content symbol and
denoted as sc. Each content symbol sc has to exist in S.
(e.g., assuming foaf:mbox(urn:BenjaminAdrian, “adrian@dfki.de”)∈ A,
all occurrences of “adrian@dfki.de” in text will be recognized as content
symbol with type foaf:mbox)

In traditional IE systems this task is called Named Entity Recognition.
– If sim(s, se) bases on structural similarity, s is called structure symbol

and denoted as ss.

2 as described in Wikipedia, online available at
http://en.wikipedia.org/w/index.php?title=Ontology (information science)

&oldid=284405492, 2009-04-21

http://en.wikipedia.org/w/index.php?title=Ontology_(information_science)&oldid=284405492
http://en.wikipedia.org/w/index.php?title=Ontology_(information_science)&oldid=284405492
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(e.g., assuming foaf:mbox(urn:BenjaminAdrian, “adrian@dfki.de”)∈ A,
the occurrence of “dengel@dfki.de” in text will be recognized as structure
symbol with type foaf:mbox).
In traditional IE systems this task is called Structured Entity Recognition.

Instance Recognition. The unification of recognized content symbols to ex-
isting instances iexist is called instance recognition. For a content symbol sc,
iexist is a recognized instance if an assertion p(iexist, sc) ∈ A exists where
at least one type of sc matches p. Thus it is possible that for single content
symbols more than one recognized instance exist (e.g., content symbols of
type foaf:firstName).

In case of a structure symbol ss, instance recognition may either be solved
with unification that adds a new assertion p(ie, ss) /∈ A to an existing in-
stance ie ∈ I or as instantiation of a new instance inew /∈ I with an assertion
p(inew, ss) /∈ A, with p is a type of symbol ss.

Traditional IE systems call this task Template Unification or Template
Merge.

Fact Recognition. Assume that PQ ⊆ HP is a set of queried properties inside
the extraction template Q. Recognized facts are assertions of type p(i1, i2)
or p(i1, s) with i1, i2 ∈ I, p ∈ PQ, s ∈ S. If all components i1, i2 or s of a
recognized fact were recognized in text in the previous steps and the recog-
nized fact is not an existing assertion fr /∈ A, the fact is called extracted fact.
Otherwise if fr ∈ A it is called completed fact as the template is completed
with known assertions of the domain ontology.

Traditional IE systems call this task Fact Extraction.
Template Population. A given extraction template Q is populated with re-

cognized facts. It is possible that a single template is populated with multiple
populations. (e.g., In case of “Select scientific conferences in 2009 and their
deadlines for paper submissions with a focus on information extraction”, each
recognized conference with its paper due forms a single populated template.)
Traditional IE systems call this task Scenario Extraction.

The following section describes the architecture, IE task implementations, and
extraction templates of the OBIE system iDocument.

4 The OBIE System iDocument

As outlined in Figure 1, iDocument’s architecture comprises the following com-
ponents: a domain ontology, a text collection, SPARQL templates, an OBIE
pipeline, and finally results in populated templates. A text collection contains
content that is relevant for the current question and domain of interest.

4.1 Alignment Metadata

For using a domain ontology in iDocument, relevant parts for extraction purpose
have to be annotated with the MOBIE vocabulary3 (Metadata for OBIE) in a
mapping file:
3 refer to http://ontologies.opendfki.de/repos/ontologies/obie/mobie

http://ontologies.opendfki.de/repos/ontologies/obie/mobie
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SPARQL
template

ontology-based
information extraction pipeline

result as 
RDF graph

SELECT
* WHERE 
{ … }

  user ontology text

Fig. 1. OBIE scenario

mobie:Entity For using a class of instances for instance recognition purpose, it
has to be assigned to mobie:Entity by using rdfs:subClassOf. (e.g., foaf:Person
rdfs:subClassOf mobie:Entity)

mobie:symbol For using a datatype property for symbol recognition purpose,
it has to be assigned to mobie:symbol by using rdfs:subPropertyOf. (e.g.,
foaf:firstName rdfs:subPropertyOf mobie:symbol)

mobie:relates For using an object property for fact recognition purpose, it has
to be assigned to mobie:relates by using rdfs:subPropertyOf. (e.g., foaf:knows
rdfs:subPropertyOf mobie:relates)

4.2 Extraction Templates

iDocument provides an extraction template interface that processes templates
written in SPARQL. Users may write templates by using the ontology’s RDFS
vocabulary. (e.g., SELECT * WHERE {?person rdf:type foaf:Person. ?person
foaf:member ?org. ?org rdf:type foaf:Organisation.} extracts persons and organ-
isations and facts about memberships from text.)

4.3 Template Population

The algorithm for populating templates follows a most constrained variable
heuristic. A SPARQL query can be represented as forest of join expressions.
The algorithm transforms the forest into a list of paths from root to leaf and
sorts this list in a descending order by the length of paths. Iteratively, it removes
the longest path from the list and tries to populate it with recognized facts.

4.4 Extraction Pipeline

iDocument is built upon an OBIE pipeline consisting of six OBIE tasks. The
first two are standard text based analyzes for instance (i) Normalization and
(ii) Segmentation. Succeeding tasks are OBIE tasks as described in Section 3,
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namely (iii) Symbol Recognition, (iv) Instance Recognition, (v) Fact Recognition,
and (vi) Template Population.

This pipeline was implemented with Believing Finite-State Cascades [14].
Each task is based on text or results of preceding tasks and produces weighted
hypotheses. Normalization transforms a text document to RDF representation
that consists of its plain text and existing metadata such as author, date, title.
Segmentation partitions text passages into paragraphs, sentences, or tokens.

Results of the OBIE pipeline are transcribed in RDF graphs. These may be
visualized and approved by users and/or be handed to specific applications. In
the current state of implementation, the focus of iDocument is set on annotating
text with existing instances and facts from domain ontologies. Upcoming versions
will enhance its extraction functionalities.

5 Evaluation

The evaluation of iDocument was done by analyzing the quality of extracted
results of instance and fact recognition tasks with precision and recall. As pop-
ulating and maintaining domain ontologies is burdensome, the evaluation was
designed to show how the degree of extraction quality correlates with the amount
of assertions inside the domain ontology. As corpus data, the DFKI/OCAS 20084

corpus was used. It contains a domain ontology about the Olympic Summer
games 2004 and fifty documents that were annotated with symbols, instances
and facts [15]. In an adaption of leave-one-out cross validation, one document
was taken as candidate, the remaining documents with their annotations built
the assertions of the domain ontology. For analyzing the learning behaviour, as-
sertions of the domain ontology were divided into two parts, i.e. training set and
test set. The impact of existing knowledge about a single document’s content or
knowledge about other documents in the same domain was analyzed by creating
four types of training sets, i.e.:

x-Doc, 0-Ont. Training set contains just a ratio of x % of the currently ana-
lyzed document’s annotations.

0-Doc, x-Ont. Training set just contains a ratio of x % of the all other docu-
ments’ annotations, except annotations of the currently analyzed document.

x-Doc, x-Ont. Training set contains a ratio of x % of the all existing docu-
ments’ annotations.

x-Doc, 100-Onto. Training set contains a ratio of 100 % of the all other docu-
ments’ annotations and a ratio of x % of the currently analyzed document’s
annotations.

The training sets were used as assertions inside the domain ontology. During
each test run the ratio x was increased from 0 % to 100 % in steps of 10 %. The
test set always contained 100 % of annotations about the currently analyzed
document. The evaluation task was to check the degree of extracted instances
and facts. Figure 2 shows results of the instance recognition task for instances of

4 http://idocument.opendfki.de/wiki/Evaluation/Corpus/OlympicGames2004

http://idocument.opendfki.de/wiki/Evaluation/Corpus/OlympicGames2004
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Fig. 2. Recall and precision progressions for (i) instance recognition as shown on top
and (ii) fact recognition as shown on bottom

type (Person, Nation, Sport, and Discipline) in the upper row. At left it shows
the progression of recall regarding an increasing amount of assertions inside the
domain ontology. The logarithmic increase can be explained by the existence of
multiple symbols per instance inside the ontology that were recognized during
symbol recognition. If the ontology contains all relevant instances and facts that
occur inside a test document, iDocument is able to recognize these with 100 %
recall and precision. The recall progression of recognizing facts about a person’s
nationality follows a linear behavior as shown in the lower row. The step from
90 % to 100 % backround knowledge can be explained by rounding double values,
as the amount of these facts per document were often below ten. The precision of
recognized facts is always at 100 %, because iDocument only annotated existing
facts that are asserted inside the domain ontology.

In both cases instance and fact recognition, the progression of an ontology
with assertions shows, that precision does not decrease if the ontology knows
more than just the document annotations.

6 Conclusion and Outlook

This work described the use of RDF/S domain ontologies for information extrac-
tion and annotation. The OBIE system iDocument was presented, including a
pipeline-based architecture of OBIE tasks and a SPARQL-based template inter-
face for defining which information to extract from text. The evaluation showed
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that iDocument retrieved instances and facts in text if they exist inside a domain
ontology. Future and ongoing efforts in iDocument are spent on increasing the
ability of extracting new information from text.

This work was financed by the BMBF project Perspecting (Grant 01IW08002).
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Abstract. Human spatial cognitive processes provide a model for de-
veloping artificial spatial communication systems that fluidly interact
with human users. To this end, we develop a neurodynamic model of hu-
man spatial language combining spatial and color terms with neurally-
grounded scene representations. Tests of this model implemented on a
robotic platform support its viability as a theoretical framework for flex-
ible spatial language behaviors in artificial agents.

1 Introduction

The fluidity of human-human spatial communication suggests that human cog-
nitive processes may provide a useful model for human-robot spatial commu-
nication systems. The complexity of human spatial cognition, however, is an
obvious challenge to this approach. In developing such a human-based artificial
system it is therefore useful to focus on a constrained but fundamental set of
characteristics underlying human spatial communication. To this end, the cur-
rent work focuses on autonomy and behavioral flexibility in spatial language
processing. This limited focus provides for a manageable research agenda that
still incorporates core features of human spatial cognition.

1.1 Autonomy and Flexibility

In cognition, autonomy refers to the unfolding of cognitive processes continu-
ously in time according to past and present sensory and behavioral states [5].
In agent-based systems such as robots, autonomy further implies that behaviors
are structured according to sensory information that the agent itself acquires [7].
These aspects of autonomy draw attention to two core elements of human spatial
language. First, natural spatial language comprehension and production depend
on the continuous integration of both visual and linguistic information over time.
The inherent variability of speaker timing (e.g. slow versus rapid speech), word
order, and visual context demands a system that continuously integrates this
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information in a manner permitting contextually adaptive behavior. Second, be-
cause spatial language often changes behavior (e.g. guiding ones attention or
action to a specific location), behavioral changes needs to be fluidly coordinated
with continuous linguistic input.

Flexibility, the second key characteristic, is embedded in the principle of au-
tonomy. Flexibility is important because the same spatial language system must
support many behaviors including the generation of descriptive spatial terms
and the combination of the spatial and non-spatial features in processing a spa-
tial description (i.e. “The red apple to the right of the glass”). These behaviors
must also be flexibly deployed across a limitless array of visual scenes.

1.2 Dynamic Field Theory

The Dynamic Field Theory [2,6] provides an implementable theoretical frame-
work that can capture these characteristics. Dynamical Field Theory (DFT) is
a neural-dynamic approach to human cognition in which cognitive states are
represented as distributions of neural activity defined over metric dimensions.
These dimensions may represent perceptual features (e.g., retinal location, color,
orientation), movement parameters (e.g. heading direction) or more abstract pa-
rameters (e.g. visual attributes of objects like shape or size). These continuous
metric spaces represent the space of possible percepts, actions, or scenes.

Spatially continuous neural networks (neural fields) are at the heart of the
DFT and were originally introduced as approximate descriptions of cortical and
thalamic neuroanatomy. Neural fields are recurrent neural networks whose tem-
poral evolution is described by iteration equations. In continuous form, these take
the form of dynamical systems. The mathematics of dynamical neural fields was
first analyzed by Amari [1]. Importantly, recent modeling and empirical work in
spatial cognition (for review see [8]) shows how the DFT captures core charac-
teristics of human spatial cognition. This suggests that the DFT may facilitate
the development of fluid human-robot spatial communication.

To rigorously test this claim we present a new DFT-based spatial language
model and implement it on a robotic platform continuously linked to real-world
visual images. Our “human style”model extracts the categorical, cognitive in-
formation from the low-level sensory input through the system dynamics. Our
demonstrations specifically combine visual space, spatial language, and color.

2 Modeling Neurons and Dynamical Neural Fields

2.1 Dynamical Fields

The dynamical neural fields are mathematical models first used to describe cor-
tical and subcortical neural activation dynamics [1]. The dynamic field equation
Eq. (1) is a differential equation describing the evolution of activation u defined
over a neural variable(s) x. These neural variables represent continuous percep-
tual (e.g. color) or behavioral (e.g. reaching amplitude) dimensions of interest
that can be naturally defined along a continuous metric.
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τu̇(x, t) = −u(x, t) + h+
∫

f(u(x′, t))ω(Δx)dx′ + I(x, t) (1)

Here, h < 0 is the resting level of the field; the sigmoid non-linearity f(u) =
1/(1+e−βu) determines the field’s output at suprathreshold cites with f(u) > 0.
The field is quiescent at subthreshold cites with f(u) < 0. The homogeneous

interaction kernel ω(Δx) = cexce
−(Δx)2

2σ2 − cinh depends only on the distance
between the interacting cites Δx = x − x′. This interaction kernel is a Bell-
shaped, local excitation/lateral inhibition function. The short-range excitation
is of amplitude cexc and spread σ. The long-range inhibition is of amplitude cinh.
I(x, t) is the summed external input to the field; τ is the time constant.

If a localized input activates the neural field at a certain location, the inter-
action pattern ω stabilizes a localized “peak”, or “bump”solution of the field’s
dynamics. These activation peaks represent the particular value of the neural
variable coded by the field and thus provide the representational units in the
DFT. In our model, all entities having “field”in their name evolve according to
Eq. (1), where x is a vector representing the two-dimensional visual space in
Cartesian coordinates. The links between the fields are realized via the input
term I(x, t), where only cites with f(u) > 0 propagate activation to other fields
or neurons.

2.2 Discrete Neurons

The discrete (localist) neurons in the model representing linguistic terms can be
flexibly used for either user input or response output and evolve according to
the dynamic equation (2).

τdḋ(t) = −d(t) + hd + f(d(t)) + I(t). (2)

Here, d is the activity level of a neuron; the sigmoidal non-linearity term f(d)
shapes the self-excitatory connection for each discrete neuron and provides for
self-stabilizing activation. The resting level is defined by hd. The I(t) term rep-
resents the sum of all external inputs into the given neuron. This summed input
is determined by the input coming from the connected neural field, the user-
specified language input, and the inhibitory inputs from the other discrete neu-
rons defined for that same feature (color or space); τ is the time constant of the
dynamics.

3 The Spatial Language Framework

This section outlines the overall structure (see Fig. 1) and functionality of the
model. The color-space fields (Fig. 1A) are an array of several dynamical fields
representing the visual scene. Each field is sensitive to a hue range which corre-
sponds to a basic color. The color resolution was low in the presented examples
because only a few colors were needed to represent the used objects. In prin-
ciple, the color (hue) is a continuous variable and can be resolved more finely.
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Fig. 1. Overview of the architecture

The stack of color-space fields is therefore a three-dimensional dynamic field that
represents colors and locations on the sensor surface. The camera provides visual
input to the color-space field which is below the activation threshold before the
task is defined.

Once the language input specifies the color of the object, however, the resting
levels of all cites of the corresponding color-space field are raised homogeneously.
Because the color-space fields receive localized camera input, this uniform ac-
tivation increase is summed with that input to enable the development of an
instability and, ultimately, the formation of a single-peak solution. This peak
is centered over the position of the object with that specified color. The spa-
tial language input also influences the color-space fields’ dynamics through the
aligned spatial semantic fields (see below).

The reference field (Fig. 1B) is a spatially-tuned dynamic field which also
receives visual input. When the user specifies the reference object color, the cor-
responding “reference-color”neuron becomes active and specifies the color in the
camera image that provides input into the reference field. A peak of activation
in the reference field specifies the location of the reference object. The reference
field continuously tracks the position of the reference object. It also filters out
irrelevant inputs and camera noise and thus stabilizes the reference object repre-
sentation. Having a stable but updatable reference object representation allows
the spatial semantics to be continuously aligned with the visual scene.

The spatial semantic templates (Fig. 1C) are represented as a set of synap-
tic weights that connect spatial terms to an abstract, “retinotopic”space. The
particular functions defining “left”, “right”, “below”, and “above”here were two-
dimensional Gaussians in polar coordinates and are based on a neurally-inspired
approach to English spatial semantic representation [3]. The shift mechanism
(Fig. 1D) aligns these retinotopically defined spatial semantics with the current
task space. The shift is done by convolving the “egocentric”weight matrices with
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the outcome of the reference field. Because the single reference object is repre-
sented as a localized activation peak in the reference field, the convolution simply
centers the semantics over the reference object. The spatial terms thus become
defined relative to the reference object location (for related method see [4]).

The aligned spatial semantic fields (Fig. 1E) are arrays of dynamical neurons
with weak lateral interaction. They receive input from the spatial alignment or
“shift”mechanism which maps the spatial semantics onto the current scene by
“shifting”the semantic representation of the spatial terms to the reference object
position. The aligned spatial semantic fields integrate the spatial semantic input
with the summed outcome of the color-space fields and interact reciprocally with
the spatial-term nodes. Thus, a positive activation in an aligned spatial semantic
field increases the activation of the associated spatial term node and vice versa.

4 Demonstrations

In the presented scenarios, everyday objects (e.g. a red plastic apple, a blue tube
of sunscreen) were placed in front of the robot. The visual input was formed from
the camera image and sent to the reference and color-space fields. The color-space
field input was formed by extracting hue value (“color”) for each pixel in the
image and assigning that pixel’s intensity value to the corresponding location in
the matching color-space field. Analogously, the reference field input was formed
according to the user-specified reference object color. The reference and color-
space fields receive localized inputs corresponding to the three objects in the
camera image (marked with arrows, see Fig. 2(a) and Fig. 2(b)).

4.1 Demonstration 1: Describing “Where”

Demonstration 1 asks “Where is the yellow object relative to the green one?”To
respond correctly, the robot must select “Right”. Fig. 2(a) shows the neural
field activation just before the answer is given. The task input first activates two
discrete neurons, one representing “green”for the user-specified reference object
color and the other “yellow”for the user-specified object color (see user inputs,
top Fig. 2(a)). The reference object specification “green”leads to the propagation
of the green camera input into the reference field, creating an activation bump
in the reference field at the location of the green item (see Reference Field,
Fig. 2(a)). The specification of the target color “yellow”increases the activation
for the yellow node linked to the yellow color-space field, which raises the resting
level of the associated yellow color-space field. This uniform activation boost
coupled with the camera input from the yellow object induces an activation
peak in the field (see “yellow”color-space field, Fig. 2(a)).

This localized target object activation is then transfered to the aligned se-
mantic fields. The aligned semantic fields also receive input from spatial term
semantic units. Critically, these semantic profiles are shifted to align with the
reference object position. In the current case, the yellow target object activation
therefore overlaps with the aligned “right”semantic field (see red arrow in the
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Fig. 2. The basic behaviors of the architecture

“right”aligned spatial semantic field, Fig. 2(a)). This overlap ultimately drives
the activation and selection of the “right”node.

4.2 Demonstration 2: Describing “Which”

Demonstration 2 asks “Which object is to the right of the yellow one?”. To
respond correctly, the robot must select “Blue”. As indicated in Fig. 2(b), the
task input first activates two discrete neurons, one representing the reference
object color “yellow”and the other representing “right”.

The reference object specification “yellow”creates an activation bump in the
reference field location matching that of the yellow item (see reference field,
Fig. 2(b)). The specification of “right”, in its turn, increases the activation
for that spatial-term node, creating a homogeneous activation boost to the
“right”semantic field. This activation boost creates a positive activation in the
field to the right of the yellow reference object (see “right”aligned spatial se-
mantic field, Fig. 2(b)). This spatially-specific activation is then input into the
color-space fields and subsequently raises activation at all those color-space field
locations to the right of the reference object (see lighter blue color-space field
regions, Fig. 2(b)). This region overlaps with the localized blue object input in
the “blue”color-space field and an activation peak develops in that field (see red
arrow in the “blue”object color-space field, Fig. 2(b)). This increases the activa-
tion of the “blue”color-term node, triggering selection of the answer, “blue”.
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4.3 Demonstration 3: Dynamically Driven Sensor Movement

Movement presents an additional set of behavioral challenges. First, movements
(e.g. gaze, reaching) can be driven by cognitive states shaped by spatial language.
Second, when that movement involves the sensor providing spatial information
(e.g. eyes) the changing visual input can disrupt the peak dynamics driving
cognitive behaviors. Robustly adaptive behavior in the context of such movement
is thus a strong test of our dynamic model. Demonstration 3 addresses these
challenges with the addition of a dynamic motor control module that drives
sensor (camera) movement. We present the sentence “The red one to the left of
the blue” in the context of two red objects. The robot’s task to establish a peak
at the correct object location, shifting the camera accordingly.

Fig. 3 shows the time course and summary camera movements of the task (blue
reference object specified previously). The“red” color term first uniformly boosts
the “red” color-space field and creates a peak for the slightly larger, but incorrect,
red object (red apple) on the right (see Fig. 3B). The camera then shifts to the
right to center that object. This in turn leads to the smearing and shift of the
activation profiles across the fields (see especially Fig. 3B). Nevertheless, the peak
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is stably maintained across the camera movement, thus tracking the red object
location. When we later specify the “left” spatial relation(Fig. 3E), however, this
initial peak is extinguished and a peak at the fully described location arises (see
later portion of Fig. 3B). This new peak then shifts the camera dynamics and
the camera centers the correct object (see shifting profiles in Fig. 3B-D). The
motor behaviors were thus driven by emergent, dynamic decision processes.

5 Conclusion

The present work adopted a systems-level neural dynamic perspective to develop
an implementable spatial language framework.The behavioral flexibility arising
from our autonomous neurodynamic model suggests that systems-level neural
dynamic theories like the DFT can aid the development of effective artificial
spatial communication systems.
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6. Schöner, G.: Dynamical systems approaches to cognition. In: Sun, R. (ed.) The Cam-
bridge handbook of computational psychology, pp. 101–126. Cambridge University
Press, Cambridge (2008)
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Abstract. Our proposed software system, SceneMaker, aims to facili-
tate the production of plays, films or animations by automatically inter-
preting natural language film scripts and generating multimodal,
animated scenes from them. During the generation of the story con-
tent, SceneMaker will give particular attention to emotional aspects and
their reflection in fluency and manner of actions, body posture, facial ex-
pressions, speech, scene composition, timing, lighting, music and camera
work. Related literature and software on Natural Language Processing,
in particular textual affect sensing, affective embodied agents, visualisa-
tion of 3D scenes and digital cinematography are reviewed. In relation to
other work, SceneMaker will present a genre-specific text-to-animation
methodology which combines all relevant expressive modalities. In con-
clusion, SceneMaker will enhance the communication of creative ideas
providing quick pre-visualisations of scenes.

Keywords: Natural Language Processing, Text Layout Analysis, In-
telligent Multimodal Interfaces, Affective Agents, Genre Specification,
Automatic 3D Visualisation, Affective Cinematography, SceneMaker.

1 Introduction

The production of movies is an expensive process involving planning, rehearsal
time, actors and technical equipment for lighting, sound and special effects. It
is also a creative act which requires experimentation, visualisation of ideas and
their communication between everyone involved, e.g., play writers, directors, ac-
tors, camera men, orchestra and set designers. We are developing a software
system, SceneMaker, which will provide a facility to pre-visualise scenes. Users
input a natural language (NL) script text and automatically receive multimodal
3D visualisations. The objective is to give directors or animators a reasonable
idea of what a scene will look like. The user can refine the automatically created
output through a script and 3D editing interface, accessible over the internet
and on mobile devices. Such technology could be applied in the training of those
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involved in scene production without having to utilise expensive actors and stu-
dios. Alternatively, it could be used for rapid visualisation of ideas and concepts
in advertising agencies. SceneMaker will extend an existing software prototype,
CONFUCIUS [1], which provides automated conversion of single natural lan-
guage sentences to multimodal 3D animation of character actions. SceneMaker
will focus on the precise representation of emotional expression in all modalities
available for scene production and especially on most human-like modelling of
body language and genre sensitive art direction. SceneMaker will include new
tools for text layout analysis of screenplays, commonsense and affective knowl-
edge bases for context understanding, affective reasoning and automatic genre
specification. This work focuses on three research questions: How can emotional
information be computationally recognised in screenplays and structured for vi-
sualisation purposes? How can emotional states be synchronised in presenting
all relevant modalities? Can compelling, life-like and believable animations be
achieved? Section 2 of this paper gives an overview of current research on com-
putational, multimodal and affective scene production. In section 3, the design
of SceneMaker is discussed. SceneMaker is compared to related multimodal work
in section 4 and Section 5 discusses the conclusion and future work.

2 Background

Automatic and intelligent production of film/theatre scenes with characters ex-
pressing emotional states involves four development stages:

1. Detecting personality traits and emotions in the film script
2. Modelling affective 3D characters, their expressions and actions
3. Visualisation scene environments according to emotional findings
4. Intelligent storytelling interpreting the plot.

This section reviews state-of-the-art advances in these areas.

2.1 Detecting Personality and Emotions in Film Scripts

All modalities of human interaction, namely voice, word choice, gestures, body
posture and facial expression, express personality and emotional states. In order
to recognise emotions in text and to create life-like characters, psychological
theories for emotion, mood, personality and social status are translated into
computable models, e.g Ekman’s 6 basic emotions [2], the Pleasure-Dominance-
Arousal model (PAD) [3] with intensity values or the OCC model (Ortony-Clore-
Collins) [4] with cognitive grounding and appraisal rules. Different approaches
to textual affect sensing are able to recognise explicit affect phrases such as
keyword spotting and lexical affinity [5], machine learning methods [6], hand-
crafted rules and fuzzy logic systems [7] and statistical models [6]. Common
knowledge based approaches [8,9] and a cognitive inspired model [10] include
emotional context evaluation of non-affective words and concepts. The strict
formatting of screenplays eases the machine parsing of scripts and facilitates the



SceneMaker: Automatic Visualisation of Screenplays 267

detection of semantic context information for visualisation. Through text layout
analysis of capitalisation, indentation and parentheses, elements such as dialog,
location, time, present actors, actions and sound cues can be recognised and
directly mapped into XML-presentation [11].

2.2 Modelling Affective Embodied Agents

Research aiming to automatically animate virtual humans with natural expres-
sions faces challenges not only in automatic 3D character transformation, syn-
chronisation of face and body expressions with speech, path finding and collision
detection, but furthermore in the refined sensitive execution of each action. The
exact manner of an affective action depends on intensity, fluency, scale and tim-
ing. Various XML based scripting languages specifically cater for the modelling
of affective behaviour, e.g., the Behaviour Expression Animation Toolkit (BEAT)
[12], the Multimodal Presentation Mark-up Language (MPML) [13], SCREAM
(Scripting Emotion-based Agent Minds) [14] and AffectML [15]. The Personality
& Emotion Engine [7], a fuzzy rule-based system, combines the OCEAN person-
ality model [16], Ekman’s basic emotions [2] and story character roles to control
the affective state and body language of characters mapping emotions to pos-
tural values of four main body areas. Embodied Conversational Agents (ECA)
are capable of face-to-face conversations with human users or other agents, gen-
erating and understanding NL and body movement, e.g., Max [17] and Greta
[18]. Multimodal annotation coding of video or motion captured data specific to
emotion collects data in facial expression or body gesture databases [19]. The
captured animation data can be mapped to 3D models instructing characters
precisely on how to perform desired actions.

2.3 Visualisation of 3D Scenes

The composition of the 3D scene environment or set, automated cinematogra-
phy, acoustic elements and the effect of genre styles are addressed in text-to-
visual systems. WordsEye [20] depicts non-animated 3D scenes with characters,
objects, actions and environments considering the attributes, poses, kinematics
and spatial relations of 3D models. CONFUCIUS [1] produces multimodal 3D
animations of single sentences. 3D models perform actions, dialogues are synthe-
sised and basic cinematic principles determine the camera placement. ScriptViz
[23] renders 3D scenes from NL screenplays, extracting verbs and adverbs to in-
terpret events in sentences. Film techniques are automatically applied to existing
animations in [21]. Reasoning about plot, theme, character actions, motivations
and emotions, cinematic rules define the appropriate placement and movement
of camera, lighting, colour schemes and the pacing of shots according to theme
and mood. The Expression Mark-up Language (EML) [22] integrates environ-
mental expressions like cinematography, illumination and music into the emotion
synthesis of virtual humans. Films, plays or literature are classified into different
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genres with distinguishable presentation styles, e.g., drama or comedy. Genre is
reflected in the detail of a production, exaggeration and fluency of movements,
pace (shot length), lighting, colour and camerawork [24]. The automatic 3D ani-
mation production system, CAMEO [25], incorporates direction knowledge, like
genre and cinematography, as computer algorithms and data. A system which
automatically recommends music based on emotion [26] associates emotions and
music features, chords, rhythm and tempo of songs, in movie scenes.

2.4 Intelligent Storytelling

Intelligent, virtual storytelling requires the automatic development of a coher-
ent plot, fulfilling thematic, dramatic, consistency and presentation goals of the
author, as in MINSTREL [27]. The plot development can be realised with a
character-based approach, e.g., AEOPSWORLD [28], where characters are au-
tonomous intelligent agents choosing their own actions or a script-based ap-
proach, e.g., Improv [29], where characters act out a given scene script or an
intermediate variation of the two.

The wide range of approaches for intelligent storytelling and modelling emo-
tions, moods and personality aspects in virtual humans and scene environments
provide a sound basis for SceneMaker.

3 Design of SceneMaker

Going beyond the animation of explicit events, SceneMaker will use Natural
Language Processing (NLP) methods for screenplays to automatically extract
and visualise emotions and moods within the story or scene context. SceneMaker
will augment short 3D scenes with affective influences on the body language of
actors and environmental expression, like illumination, timing, camera work,
music and sound automatically directed according to the genre style.

3.1 SceneMaker Architecture

SceneMakers’s architecture is shown in Fig. 1. The main component is the
scene production module including modules for understanding, reasoning and
multimodal visualisation. The understanding module performs natural language
processing and text layout analysis of the input text. The reasoning module in-
terprets the context based on common, affective and cinematic knowledge bases,
updates emotional states and creates plans for actions, their manners and the
representation of the set environment. The visualisation module maps these plans
to 3D animation data, selects appropriate 3D models from the graphics database,
defines their body motion transitions, instructs speech synthesis, selects sound
and music files from the audio database and assigns values to camera and lighting
parameters. The visualisation module synchronises all modalities into an anima-
tion manuscript. The online user interface, available via computers and mobile
devices, consists of the input module, assisting film script writing and editing
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Fig. 1. SceneMaker architecture

and the output module, rendering 3D scene according to the manuscript and
allowing manual scene editing to fine-tune the automatically created animations.

3.2 Implementation of SceneMaker

Multimodal systems automatically mapping text to visuals face challenges in
interpreting human language which is variable, ambiguous, imprecise and re-
lies on common knowledge between the communicators. Enabling a machine
to understand a natural language text involves feeding the multimodal system
with grammatical structures, semantic relations, visual descriptions and com-
mon knowledge to be able to match suitable graphics. A pre-processing tool
will decompose the layout structure of the input screenplay to facilitate access
to semantic information. SceneMaker’s language interpretation will build upon
the NLP module of CONFUCIUS [1]. The Connexor Part of Speech Tagger [30]
parses the input text and identifies grammatical word types, e.g., noun, verb
or adjective, and determines their relation in a sentence, e.g., subject, verb and
object with Functional Dependency Grammars [31]. CONFUCIUS’s semantic
knowledge base (WordNet [32] and LCS database [33]) will be extended by an
emotional knowledge base, e.g., WordNet-Affect [34], and context reasoning with
ConceptNet [9] to enable an understanding of the deeper meaning of the con-
text and emotions. In order to automatically recognise genre, SceneMaker will
identify keyword co-occurences and term frequencies and determine the length
of dialogues, sentences and scenes/shots. The visual knowledge of CONFUCIUS,
such as object models and event models, will be related to emotional cues. CON-
FUCIUS’ basic cinematic principles will be extended and classified into expres-
sive and genre-specific categories. Resources for 3D models are H-Anim models
[35] which include geometric or physical, functional and spatial properties. The
speech synthesis module used in CONFUCIUS, FreeTTS [36], will be tested for
its suitability with regard to effective emotional prosody. An automatic audio
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selection tool, as in [26], will be added for intelligent, affective selection of sound
and music according the theme and mood of a scene.

4 Relation to Other Work

Research implementing various aspects of modelling affective virtual actors, nar-
rative systems and film-making applications relates SceneMaker. CONFUCIUS
[1] and ScriptViz [23] realise text-to-animation systems from natural language
text input, but they do not enhance the visualisation through affective aspects,
the agent’s personality, emotional cognition or genre specific styling. Their an-
imation is built from single sentences and does not consider the wider context
of the story. SceneMaker will allow the animation modelling of sentences, scenes
or whole scripts. Single sentences require more reasoning about default settings
and more precision will be achieved from collecting context information from
longer passages of text. SceneMaker will introduce text layout analysis to derive
semantic content from the particular format of screenplays. Emotion cognition
and display will be related to commonsense knowledge. CAMEO [25] is the only
system relating specific cinematic direction for character animation, lighting and
camera work to the genre or theme of a given story, but genre types are explic-
itly selected by the user. SceneMaker will automatically recognise genre from
script text with keyword co-occurrence, term frequency and calculation of dia-
logue and scene length. SceneMaker will form a software system for believable
affective computational animation production from NL scene scripts.

5 Conclusion and Future Work

SceneMaker contributes to believability and artistic quality of automatically pro-
duced animated, multimedia scenes. The software system, SceneMaker, will au-
tomatically visualise affective expressions of screenplays. Existing systems solve
partial aspects of NLP, emotion modelling and multimodal storytelling. Thereby,
this research focuses on semantic interpretation of screenplays, the computa-
tional processing of emotions, virtual agents with affective behaviour and ex-
pressive scene composition including emotion-based audio selection. In relation
to other work, SceneMaker will incorporate an expressive model for multiple
modalities, including prosody, body language, acoustics, illumination, staging
and camera work. Emotions will be inferred from context. Genre types will be
automatically derived from the scene scripts and influence the design style of
the output animation. The 3D output will be editable on SceneMaker’s mobile,
web-based user interface and will assist directors, drama students, writers and
animators in the testing of scenes. Accuracy of animation content, believability
and effectiveness of expression and usability of the interface will be evaluated
in empirical tests comparing manual animation, feature film scenes and real-life
directing with SceneMaker. In conclusion, this research intends to automatically
produce multimodal animations with heightened expressivity and visual quality
from screenplay input.
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Abstract. Intelligent agents equipped with epistemic capabilities are expected
to carry out quite different belief operations like answering queries and perform-
ing diagnosis, or revising and updating their own state of belief in the light of
new information. In this paper, we present an approach allowing to realize such
belief operations by making use of so-called c-change operations as a uniform
core methodology. The key idea is to apply the binary c-change operator in
various ways to create various belief operations. Ordinal conditional functions
(OCF) serve as representations of epistemic states, providing qualitative seman-
tical structures rich enough to validate conditionals in a semi-quantitative way. In
particular, we show how iterated revision is possible in an OCF environment in a
constructive manner, and how to distinguish clearly between revision and update.

1 Introduction

When modelling an intelligent agent, elaborate knowledge representation and reasoning
facilities are required. For instance, an agent performing medical diagnosis must be
able to deal with beliefs expressed by rules such as “If symptoms A and B are present,
then disease D1 is more likely than disease D2” or “If there is pain in the right lower
quadrant, rebound tenderness, and leukocytosis > 18.000, then it is highly plausible
that the patient has appendicitis”. Furthermore, such an agent should be able to answer
diagnostic questions in the presence of evidential facts like “Given evidence for pain
in right lower quadrant, rebound tenderness and low-grade fever, what is the degree of
belief for inflamed and perforated appendicitis, respectively?”

An agent capable of dealing with knowledge bases containing such default rules can
be seen as an agent being able to take rules, pieces of evidence, queries, etc., from the
environment and giving back sentences she believes to be true with a degree of certainty.
Basically, these degrees of belief are inferred from the agent’s current epistemic state
which is a representation of her cognitive state at the given time. When the agent is sup-
posed to live in a dynamic environment, she has to adapt her epistemic state constantly to
changes in the surrounding world and to react adequately to new demands (cf. [1], [2]).

In order to model the semantics of qualitative default rules, we will use ordinal condi-
tional functions (OCFs) [12], ordering possible worlds according to their implausibility.
Thus, OCFs are used to represent the epistemic state of an agent carrying out knowledge

� The research reported here was supported by the Deutsche Forschungsgemeinschaft (grants
BE 1700/7-1 and KE 1413/2-1).

B. Mertsching, M. Hund, and Z. Aziz (Eds.): KI 2009, LNAI 5803, pp. 273–280, 2009.
c© Springer-Verlag Berlin Heidelberg 2009



274 C. Beierle and G. Kern-Isberner

management tasks like answering queries and performing diagnosis, or revising and up-
dating her own state of belief in the light of new information. The purpose of this paper
is to study these operations involving an agent’s epistemic state and to demonstrate that
various belief operations can be realized in a uniform way by using the concept of c-
change [9,10]. In particular, we develop a simple conceptual agent model with precisely
specified belief operations such as revision, update, and diagnosis.

2 Conditionals and Epistemic States

We start with a propositional languageL, generated by a finite setΣ of atoms a, b, c, . . ..
The formulas of L will be denoted by uppercase Roman letters A,B,C, . . .. For con-
ciseness of notation, we will omit the logical and-connective, writing AB instead of
A ∧ B, and overlining formulas will indicate negation, i.e. A means ¬A. Let Ω de-
note the set of possible worlds over L; Ω will be taken here simply as the set of all
propositional interpretations over L and can be identified with the set of all complete
conjunctions (or minterms) over Σ. For ω ∈ Ω, ω |= A means that the propositional
formula A ∈ L holds in the possible world ω. By introducing a new binary operator
|, we obtain the set (L | L) = {(B|A) | A,B ∈ L} of conditionals over L. (B|A)
formalizes “if A then B” and establishes a plausible connection between the antecedent
A and the consequent B. Let FactU be the set of all (unquantified) propositional sen-
tences over Σ, i.e. FactU consists of all formulas from L. The set of all (unquantified)
conditional sentences from (L | L) is denoted by RuleU , and the set of all sentences
is given by SenU = FactU ∪ RuleU with elements written as A and (B|A), respec-
tively. Additionally, SimpleFactU denotes the set of simple facts Σ ⊆ FactU , i.e.
SimpleFactU = Σ.

A conditional (B|A) can be represented as a generalized indicator function [3] with
(B|A)(ω) = 1, if ω |= AB, (B|A)(ω) = 0, if ω |= AB, and (B|A)(ω) = u, if ω |= A,
where u stand for unknown or indeterminate. To give appropriate semantics to condi-
tionals, they are usually considered within richer structures such as epistemic states.
Well-known qualitative, ordinal approaches to represent epistemic states are Spohn’s
ordinal conditional functions, OCFs, also called ranking functions, [12], assigning de-
grees of plausibility to formulas and possible worlds.

An OCF is a function κ : Ω → N expressing degrees of implausibility of worlds:
The higher κ(ω), the less plausible is ω. At least one world must be regarded as being
completely normal; therefore,κ(ω) = 0 for at least oneω ∈ Ω. Each such ranking func-
tion can be taken as the representation of a full epistemic state of an agent. Thus, the set
of ordinal epistemic states is given by EpStateO = {κ | κ : Ω → N and κ−1(0) �= ∅}
Each κ ∈ EpStateO uniquely determines a function (also denoted by κ) κ : SenU →
N ∪ {∞} defined by κ(A) = min{κ(ω) | ω |= A}, if A is satisfiable, and κ(A) = ∞
otherwise, for sentencesA ∈ FactU , and by κ((B|A)) = κ(AB)−κ(A), if κ(A) �= ∞,
and κ((B|A)) = ∞ otherwise, for conditionals (B|A) ∈ RuleU .

The beliefs of an agent being in epistemic state κ with respect to a set of default rules
S is determined by beliefO(κ,S) = {S[m] | S ∈ S , κ |=O S[m] and κ �|=O S[m+1]}
where the satisfaction relation |=O for quantified sentences (B|A)[m] is defined by

κ |=O (B|A)[m] iff κ(AB) +m < κ(AB) (1)
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Thus, (B|A) is believed in κ with degree of belief m if the degree of disbelief of AB
(verifying the unquantified conditional) is more than m smaller than the degree of dis-
belief of AB (falsifying the unquantified conditional).

3 Changing Epistemic States

Belief revision, the theory of dynamics of knowledge, has been mainly concerned with
propositional beliefs for a long time. The most basic approach here is the AGM-theory
presented in the seminal paper [1] as a set of postulates outlining appropriate revi-
sion mechanisms in a propositional logical environment. Other forms of belief change
operations have been discussed, too, the most prominent one being update [7]. It is
commonly understood that revision takes place when new information about a static
world arrives, whereas updating tries to incorporate new information about a (possibly)
evolving, changing world. The difference between revision and update is a subtle one
and will be illustrated by the following example.

Example 1. We consider the propositional atoms f - flying, b - birds, p - penguins, w -
winged animals, k - kiwis, d - doves. Let the set R consist of the following conditionals:

r1: (f |b) birds fly r4: (w|b) birds have wings
r2: (b|p) penguins are birds r5: (b|k) kiwis are birds
r3: (f |p) penguins do not fly

Moreover, we assume the strict knowledge penguins, kiwis, and doves are pairwise
exclusive to hold, which amounts in considering only those worlds as possible that
make at most one of {p, k, d} true.

Suppose now that the agent finds in a book that kiwis do not have wings, a piece of
information that has escaped her knowledge before. To incorporate (w|k) into her stock
of beliefs, she should apply a revision operation because her beliefs about the world
must change, but the world itself has not changed. On the other hand, the agent might
have learned from the news, that, due to some mysterious illness that has occurred
recently among doves, the wings of newborn doves are nearly completely mutilated.
She wants to adopt her beliefs to the new information (w|d). Obviously, the proper
change operation in this case in an update operation as the world under consideration
has changed by some event (the occurrence of the mysterious illness).

The AGM framework has been widened by Darwiche and Pearl [2] for (qualitative)
epistemic states and conditional beliefs. An even more general approach, unifying re-
vision methods for quantitative and qualitative representations of epistemic states, is
proposed in [8,10] and will be used in the following for a precise specification of both
update and revision in the context of ordinal conditional functions. For an axiomatic
approach to and in-depth discussion of revision and update, we refer to [10].

More precisely, we will understand updating as a successive process of changing
the agent’s epistemic state as new pieces of information referring to an evolving world
arrive. Revision, on the other hand, is assumed to collect new pieces of information
referring to a static context and to execute simultaneous change of the epistemic state.
Formally, assume that a fully binary change operator ∗ is defined, taking epistemic
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states in the form of ordinal conditional functions κ and sets of conditionals S as in-
formation input and returning an ordinal conditional function κ∗ as posterior epistemic
state: κ∗ = κ∗S. According to [10], revision of κ∗R by S is then defined by κ∗(R∪S),
while updating κ ∗ R by S amounts to computing (κ ∗ R) ∗ S as posterior epistemic
state. For other recent approaches to update, see, e.g., [11,6].

Besides revision and update, more techniques for changing beliefs have been con-
sidered so far. Dubois and Prade deal with focussing as a process of applying generic
knowledge to a specific situation [4]. In our framework, focussing can be realized via
updating an epistemic state by evidential, i.e. factual information. Note that the nature
of the basic change operator ∗ is updating, and that updating is used coherently when-
ever the new information refers to a shifted context, whereas revision is applied when
the information about the same context is refined.

A change operator ∗ that is powerful enough to implement these ideas is the ordinal
c-change operator [10] which transforms an ordinal conditional function κ and a set of
conditional sentences R into a new ordinal conditional function κ ∗ R accepting these
sentences. Note that R may also include (plausible) facts by identifying factual infor-
mation A with (A|true). C-change operations satisfy all epistemic AGM postulates, as
well as the postulates for iterated revision proposed by Darwiche and Pearl (s. [9,2]).
The basic idea of a c-change operation is to faithfully respect the structure of condition-
als [8]. Simple c-change operations κ∗ = κ ∗ R of an epistemic state κ and a (finite)
set of rules R = {(B1|A1), . . . , (Bn|An)} can be obtained by adding to each κ(ω) a
constant for each rule ri ∈ R if ω falsifies ri:

κ∗(ω) = κ0 + κ(ω) +
∑

1 � i � n, ω |= AiBi

κ−i (2)

with a normalizing constant κ0 and constants κ−i (one for each conditional) chosen ap-
propriately to ensure that κ∗ |= R, for a consistent R. The boolean function
consistencyCheck : P(SenU) → Bool tests the consistency of a set of conditionals
[5], where P(S) denotes the power set of a set S. In [10] it is shown how each κ−i
can be chosen in a unique, computable way that ensures that κ∗ from (2) accepts all
conditionals in R while pushing up the degrees of implausibility of worlds falsifying
conditionals only minimally.

Therefore, we get a function cChange : EpStateO×P(SenU ) → EpStateO yielding
a c-change cChange(κ,R) for any OCF κ and any consistent set of conditionalsR [10].

4 A Simple Agent Model

When considering the process of iterated belief change, we may assume a discrete time
scale as sketched in Figure 1. For any j, κj is the agent’s epistemic state at time tj , and
Rj is the new information given to the agent at time tj . Furthermore, for any j, the agent
has to adapt her own epistemic state κj in the light of the new information Rj , yielding
κj+1. Now suppose that at times ti and ti+k the agent receives the information that
the world has changed (i.e., a world change occurred between ti−1 and ti and between
ti+(k−1) and ti+k). Thus, the changes from κi−1 to κi and from κi+(k−1) to κi+k are
done by an update operation. Suppose further, that the world remains static in between,
implying that all belief changes from κi up to κi+(k−1) are revisions. Furthermore, let
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ep. state κi−1 κi κi+1 . . . κi+(k−1) κi+k κi+(k+1)

new inf . Ri−1 Ri Ri+1 . . . Ri+(k−1) Ri+k Ri+(k+1)

. . . >

time ti−1 ti ti+1 . . . ti+(k−1) ti+k ti+(k+1)
� �

world change world change

Fig. 1. Time scale for iterated belief change

the world remain static also after ti+k , i.e., the belief change from κi+k to κi+(k+1) is
also achieved by a revision.

Now using a binary belief change operator ∗ as described in Sec. 3 (and that will be
implemented in our conceptual agent model by a c-change), we can precisely describe
how the agent’s epistemic states κi, κi+1, . . . , κi+(k−1), κi+k, κi+(k+1) are obtained:

update : κi = κi−1 ∗ (Ri−1)
revision : κi+1 = κi−1 ∗ (Ri−1 ∪ Ri)
revision : κi+2 = κi−1 ∗ (Ri−1 ∪ Ri ∪ Ri+1)

. . .
revision : κi+(k−1) = κi−1 ∗ (Ri−1 ∪ Ri ∪ . . . ∪ Ri+(k−2))
update : κi+k = κi+(k−1) ∗ (Ri+(k−1))

revision : κi+(k+1) = κi+(k−1) ∗ (Ri+(k−1) ∪ Ri+k)

Therefore, in our conceptual approach, it suffices to consider a simple agent model
where the internal state of an agent consists of just three components:�

�

�

�

currstate ∈ EpStateO
stateBeforeUpdate ∈ EpStateO
newRulesSinceUpdate ⊆ SenU

At any time, currstate denotes the current epistemic state of the agent, and stateBefore-
Update denotes her state before the last update took place. newRulesSinceUpdate is the
union of all facts and rules that have been given to the agent as new information and
that have been used to revise the agents epistemic state since the last update ocurred.

5 Belief Operations

When creating a new agent, at first no knowledge at all might be available. We model
this situation by the ranking function uniform ∈ EpStateO representing complete igno-
rance by regarding all possible worlds as equally pausible, i.e. uniform(ω) = 0 for all
ω ∈ Ω. If, however, default knowledge is at hand to describe the problem area under
consideration, an epistemic state has to be found to appropriately represent this back-
ground knowledge. Already here, we can use c-change since an inductive representation
of R can be obtained by a c-change of the epistemic state uniform by R. Thus, we can
initialize the system with an epistemic state by providing a set of sentences R ⊆ SenU
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and generating a full epistemic state from it by inductively completing the knowledge
given by R:

Initialization Input: rule base R ⊆ SenU
if consistencyCheck(R) = false
then output(“rule base for initialization is inconsistent”)
else currstate := cChange(uniform, R)

stateBeforeUpdate := uniform
newRulesSinceUpdate := rule base

For instance, given the rule set R from Ex. 1 for initialization, the epistemic state
κ = uniform ∗ R is computed and yields a model for inference and further belief oper-
ations. Note that beside the agent’s currstate, also the book-keeping variables stateBe-
foreUpdate and newRulesSinceUpdate are set accordingly.

Whereas all input sentences are purely qualitative, unquantified sentences in the form
of default facts and rules, the agent’s answer to queries are believed sentences carrying
a degree of belief.

Example 2. When asked the query (f |p) (“Do penguins fly?”) in the epistemic state κ
obtained in Example 1 after initialization, the agent tells us that (f |p) does not belong to
the set of believed sentences, i.e. κ �|=O (f |p)[0]; the knowledge base used for building
up κ explicitly contains the opposite rule (f |p).

On the other hand, asking (w|k) (“Do kiwis have wings?”) and (w|d) (“Do doves
have wings?”) we get a degree of belief 0, i.e. κ |=O (w|k)[0] and κ |=O (w|d)[0]. From
their superclass birds, both kiwis and doves inherit the property of having wings. Note
that κ |=O (B|A)[0] indeed expresses the agent’s basic belief in (B|A) (cf. (1)).

We now want to demonstrate how our framework offers a means to provide a very
clear and precise distinction between update and revision operators in a knowledge
processing system. Both operators, update and revision, are implemented by c-changes
of an epistemic state by a set of rules; the difference between update and revision lies
in the exact specification of the parameters of the c-change operation:

Update Input: new rules R ⊆ SenU
if consistencyCheck(R) = false
then output(“rule base for update is inconsistent”)
else stateBeforeUpdate := currstate

newRulesSinceUpdate := R
currstate := cChange(currstate, R)

Thus, an update operation saves the actual current state (currstate) to stateBeforeUp-
date, initializes the set of new rules (newRulesSinceUpdate) to be taken into account for
changing the epistemic state to the the new information R, and infers the new current
state by a c-change of the actual current state and the new information. A consistency
check ensures that the information given to the c-change is not contradictory.

Revise Input: new rules R ⊆ SenU
let Rall = newRulesSinceUpdate ∪R in

if consistencyCheck(Rall) = false
then output(“rule base for revise is inconsistent”)
else newRulesSinceUpdate := Rall

currstate := cChange(stateBeforeUpdate,Rall )
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A revise operation, on the other hand, computes the new current state by a c-change
of the state being valid before the last update took place (stateBeforeUpdate) and the
set of all new rules given for that last update and for all following single revision steps
(newRulesSinceUpdate). Also here, a consistency check ensures that the information
given to the c-change is not contradictory. Note also, that stateBeforeUpdate is not
changed.

Example 3. In Example 2, we found that an agent with the given epistemic state κ
believes that kiwis and doves have wings. Now we come back to the scenarios de-
scribed in Example 1, to make the differences between revision and update, and their
consequences, apparent. As described above, the agent first gets the information that
her belief on kiwis possessing wings is wrong from a textbook describing the cur-
rent world. In this case, a new inductive representation for the expanded set R′ =
{(f |b), (b|p), (f |p), (w|b), (b|k), (b|d)} ∪ {(w|k)}, i.e. a c-change of uniform by R′

has to be computed: κ∗1 = uniform ∗ R′. Note that the new information (w|k) is not
consistent with the prior epistemic state κ but with the context information R which is
refined by (w|k).

In the other scenario, the agent wants to update κ with the new information that the
wings of newborn doves are nearly completely mutilated, due to some new mysterious
illness (that has occurred in the world and that therefore changed the world). The up-
dated epistemic state κ∗2 = κ ∗ {(w|d)} is a c-change of κ by {(w|d)}. Working out the
details we find that, while the revised state κ∗1, by construction, still represents the six
conditionals that have been known before (and, of course, the new conditional), the up-
dated state κ∗2 only represents the five conditionals (f |b), (b|p), (f |p), and (w|b), (b|k),
but it no longer accepts (b|d) - since birds and wings have been plausibly related by the
conditional (w|b), the property of not having wings casts (reasonably) doubt on doves
being birds. Moreover, the agent is now also uncertain about the ability of doves to fly,
as κ∗2(fd) = κ∗2(fd) = 1. This illustrates that formerly stated, explicit knowledge is
kept under revision, but might be given up under update. So, revision and update can be
realized within the same scenario, but yielding different results according to the differ-
ent epistemic roles that have been assigned to the corresponding pieces of information
in the change processes.

The process of diagnosing a particular case amounts to asking about the status of certain
simple facts D ⊆ SimpleFactU = Σ in an epistemic state Ψ under the condition that
some particular factual knowledge E (so-called evidential knowledge) is given. Thus,
an agent makes a diagnosis in the light of some given evidence by uttering her beliefs
in the state obtained by adapting her current epistemic state by focussing on the given
evidentual facts:

Diagnosis Input: evidence E ⊆ FactU
diagnoses D ⊆ SimpleFactU

if consistencyCheck(E) = false
then output(“evidential knowledge for diagnosis is inconsistent”)
else let focussedState = cChange(currstate, E) in

output(beliefO(focussedState, D))
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Please note that the focussed epistemic state is only used for answering the particular
diagnostic questions; specifically, the agent’s current epistemic state (currstate) it not
changed.

Example 4. Continuing Example 1, we might have the evidence for a penguin and
want to ask for the diagnosis whether the penguin has wings: evidence E = {p} and
diagnoses D = {w}. Here, the agent infers {w[0]} and therefore the degree of belief 0,
i.e., with the evidence penguin given, she believes that wings also holds.

6 Conclusions and Further Work

Using the notion of the binary c-change operator transforming an epistemic state (rep-
resented by an OCF) and a set of default rules R as new information to an epistemic
state accepting R, we developed a model of an intelligent agent. The agent is capable
to perform various belief revision operations like update, revision, and focussing (diag-
nosis).Our approach also contributes to the clarification of the often subtle differences
between update and revision both on a conceptual and on a technical level. The con-
structive definitions of the agent’s behaviour yield an operational model. Currently, we
are extending a prototype implementation of this agent model to cover also the know-
ledge discovery functionality of generating rules from data, a process that is inverse to
the inductive completion of knowledge given by a set of rules.
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Abstract. In recent years there has been a growing demand for Auto-
mated Theorem Proving (ATP) in large theories, which often have more
axioms than can be handled effectively as normal internal axioms. This
work addresses the issues of accessing external sources of axioms from a
first-order logic ATP system, and presents an implemented ATP system
that retrieves external axioms asynchronously, on demand.

1 Introduction

In recent years there has been a growing demand for Automated Theorem Prov-
ing (ATP) in large theories. A large theory is one that has many functors and
predicates, has many axioms of which typically only a few are required for the
proof of a theorem, and many theorems to be proved using the axioms. Exam-
ples of large theories that are in (or have been translated to) a form suitable for
ATP include the SUMO ontology, the Cyc knowledge base, the Mizar mathe-
matical library, the YAGO knowledge base, WordNet, and the MeSH thesaurus.
Many of these consist of lots (millions) of atomic facts, mostly positive ground
facts. Large theories also arise from dynamic and computational sources of data.
Such sources include online knowledge bases, computer algebra systems, lemma
discovery tools, bioinformatics databases and tools, and web services. Dynamic
and computational sources can provide infinitely many axioms. Large theories
pose challenges for ATP, which are different from the challenges of small theory
applications of ATP.

This paper addresses the issues of accessing large theories’ axioms, stored
as external sources of axioms, from a first-order ATP system. External sources
of axioms provide further challenges for ATP. These include specifying what
axioms are (or might be) available, building interfaces to the sources, retrieving
and integrating axioms on demand during deduction, and adapting the deduction
calculus to deal with axioms becoming available only after deduction has started.
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2 Abstract System Design

This section describes design choices for a system that accesses external sources
of axioms, and highlights the decisions taken for our implementation. (The design
choice points are numbered, and the decisions taken are numbered correspond-
ingly.) The general system architecture is composed of a first-order ATP system
and external sources of axioms, as shown in Figure 1. The ATP system accepts
a problem file containing (i) specifications for external sources of axioms, (ii) ax-
ioms to be read and stored internally, and (iii) a conjecture to be proved. It is
understood that access to the external sources of axioms will be comparatively
slow, and that their retrieval might be incomplete.

The Nature of External Axioms. (1) The types of axioms range from simple,
e.g., positive ground facts, to highly expressive, e.g., full first-order formulae.
The most common type is positive ground facts. (2) Features of the axioms can
be different from those traditionally found in axiom sets. The axioms may be
inconsistent, have varying epistemic and assertional status, and be temporal.
(3) The storage of axioms can use a range of technologies, such as relational
databases, semantic nets, RDF triples, executable programs, and web services.

ATP Systems’ Use of External Axioms. (4) An ATP system’s interface
to external axioms has several facets. These include how their availability is
specified, what roles they may have, the structure of requests for their retrieval,
the format in which they are delivered, and their external manifestation. (5) The
decision when to retrieve external axioms affects their integration into the ATP
process. Advance retrieval allows the external axioms to be treated like internal
axioms. Deduction-time retrieval requires that they be integrated dynamically.
Deduction-time retrieval can be synchronous, or asynchronous, and can use a pull
or push approach. (6) The criteria for making a request depend on the nature
of the ATP system and its calculus. (7) There are several levels of granularity
for delivery of external axioms. The finest grain delivery is one axiom at a time.
Delivering batches of axioms is possible, but may need to be constrained to
deliver less than all the axioms that match a request. Uniqueness requirements
might be imposed, and the delivery order might be specified. (8) The ATP system
has choices regarding the storage and retention of external axioms. These include
where they should be stored, and whether they should be stored persistently.

Fig. 1. System Architecture



External Sources of Axioms in Automated Theorem Proving 283

Design Decisions. The design decisions for this work were often the simple
ones, to avoid complication while developing the initial system, and also influ-
enced by the decision to implement in the context of the SPASS ATP system
[5], which is a CNF saturation-style ATP system. The choices are:

(1) The external axioms are positive ground facts (ground atoms).
(2) Positive ground facts are necessarily consistent, and it is assumed that the

external axioms are consistent with the internal ones. The external axioms
are also assumed to be certain, precise, and non-temporal.

(3) No constraints are imposed on the external storage technology.
(4) A TPTP-style specification of the availability of external axioms is used,

and formulae with the TPTP role axiom are delivered. An extension of the
TPTP standard for questions and answers1 is used for requests and delivery.
Initially the external manifestation will be a local process.

(5) External axioms are pulled asynchronously during deduction.
(6) External axioms are requested when a negative literal of the chosen clause

(of the ATP system’s saturation loop) matches an external specification.
(7) External axioms are delivered in batches, with the possibility of limiting

the number of axioms that are delivered. There are no requirements for
uniqueness, but no request is issued more than once.

(8) The external axioms are integrated with the internal axioms by adding them
to the “Usable” list of the ATP system.

3 Concrete System Design

The availability of external axioms is specified in formulae of the form
fof(external name,external,

∀∃template,
external(type,access,protocol,[useful info]) ).

For example, the following specifies the availability of external axioms that relate
creators to their creations.

fof(creators,external,
! [Thing] : ? [Name] : s creatorOf(Name,Thing),
external(exec,’DBServer CreatorDB’,tptp qa,

[xdb(limit,number(1000)),xdb(limit,cpu(4))]) ).
The external name is an arbitrary identifier for the external specification. The

external role separates the external specification from other types of formulae,
such as axioms and conjectures. The ∀∃template specifies the format of the ex-
ternal axioms. The atom is a template for the external axioms, and may contain
structure including functions and constants. The universally quantified variables
(! is the TPTP universal quantifier) must be instantiated when a request is sent,
while the existentially quantified variables (? is the TPTP existential quantifier)
can be filled in the external axioms that are delivered (see below). In the exam-
ple, requests must instantiate the Thing for which the creators’ Names can be
1 http://www.tptp.org/TPTP/Proposals/AnswerExtraction.html

http://www.tptp.org/TPTP/Proposals/AnswerExtraction.html
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provided in the axioms delivered. The universal quantifications can be thought of
as a way of providing a large (potentially infinite) number of external specifica-
tions – an external specification for each combination of values for the universally
quantified variables.

The external() term specifies the manifestation of the external axiom source,
the communication protocol, and constraints on the batch delivery. The type
specifies the nature of the source. At this stage only locally executed processes
are supported, using their stdin and stdout for requests and delivery. This is
specified as exec, as in the example. The access to the source depends on the
type, e.g., for an exec it provides the command that will start the process (as
in the example). The protocol specifies the format of requests and deliveries.
At this stage only the TPTP question and answer protocol is supported, as
described below. This is specified by tptp qa, as in the example. The [useful
info] is an optional Prolog-like list of terms, which can be used to store arbitrary
information. In particular, xdb() terms are used to store auxiliary information
that needs to be passed to the external source when requesting axioms.

A problem file may contain multiple external specifications, specifying mul-
tiple external sources, external sources with multiple ∀∃templates, or the same
∀∃template with different xdb() terms.

Requests for external axioms are written as TPTP “questions”, of the form
fof(request name,question,

∃template,
source,[useful info] ).

For example, the following requests axioms for the creator(s) of YAGO.
fof(who,question,

? [Name] : s creatorOf(Name,s YAGOOntology),
spass,[xdb(limit,number(1000)),xdb(limit,cpu(4))] ).

Most of the fields of a request correspond to those of an external specification.
The question role specifies the intended use of this formula. The source is used
generally in the TPTP to record where a formula came from. In the example, it
records that the request came from the SPASS ATP system. The xdb() terms
in the useful info are copied from the external specification, and thus passed on
to the external source.

External axioms are delivered as TPTP “answers”, which follow the SZS
standards [3]. The complete delivery package is of the form

% SZS status Success for source
% SZS answers start InstantiatedFormulae for source
fof(external name,answer,

atom,
answer to(request name,[useful info]),[useful info]).

fof(external name,answer,
atom,
answer to(request name,[useful info]),[useful info]).

...
% SZS answers end InstantiatedFormulae for source
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For example, the following delivers axioms for the creators of YAGO.

% SZS status Success for spass
% SZS answers start InstantiatedFormulae for spass
fof(creators,answer,

s creatorOf(s FabianMartinSuchanek,s YAGOOntology),
answer to(who,[]),[]).

fof(creators,answer,
s creatorOf(s GjergjiKasneci,s YAGOOntology),
answer to(who,[]),[]).

% SZS answers end InstantiatedFormulae for spass

Most of the fields of a delivery correspond to those of an external specification.
The answer role specifies the intended use of this formula.

The algorithm for a CNF saturation-style ATP system, integrating asyn-
chronous requests and delivery of external axioms, is shown in Figure 2.

foreach ES ∈ ExternalSources do1

ES.WaitingForDelivery = False;2

ES.RequestQueue = ∅;3

end4

while ¬SolutionFound & (Usable | *.WaitingForDelivery | *.RequestQueue) do5

repeat6

foreach ES ∈ ExternalSources do7

if ES.WaitingForDelivery & Axioms = ES.CompleteDelivery then8

Add Axioms to Usable;9

ES.WaitingForDelivery = False;10

end11

if ¬ES.WaitingForDelivery & ES.RequestQueue then12

Send(Dequeue(ES.RequestQueue));13

ES.WaitingForDelivery = True;14

end15

end16

if ¬Usable & *.WaitingForDelivery then sleep(1);17

until Usable | ¬*.WaitingForDelivery ;18

if ¬Usable then break;19

Move ChosenClause from Usable to WorkedOff;20

foreach NL ∈ ChosenClause.NegativeLiterals do21

if NL matches any ES ∈ ExternalSources then22

Build Request for NL;23

if Request not repeated then Enqueue(ES.RequestQueue,Request);24

end25

Do inferencing with ChosenClause and WorkedOff;26

end27

end28

Fig. 2. Integrating external sources into a saturation-style ATP system
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The algorithm augments a standard ATP saturation loop algorithm with steps
to accept deliveries, send requests, and queue requests. The loop control is mod-
ified accordingly. Specific points to note are:
– The condition of the while loop is augmented to keep going if more external

axioms might be delivered.
– Each time around the while loop, each external source is checked for ax-

ioms delivered, and for requests to send. Only one request is sent to each
external source at a time, so that there is no reliance on buffering in the
communication channel.

– The request queue of each external source can be a priority queue.
– All negative literals (rather than, e.g., only the selected literal in ordered

resolution) are examined for a match with an external source. This causes
external axioms to be requested and delivered “preemptively”. It would also
be acceptable to simply ensure that at least one request is enqueued.

– The “matches” condition can be as precise as desired. The intention is to
identify cases when external axioms might resolve against the negative literal.

– The “not repeated” condition can be as precise as desired, ranging from
syntactic equivalence through to notions of unifiability and subsumption.

The soundness of the algorithm follows from its soundness without the steps for
accessing external axioms. The notion of completeness is somewhat different in
this setting, but if all the external axioms used were internal axioms, and were
put in the same place in the Usable list as when delievered as external axioms,
the same deductions would be performed. In practice, external sources might
not deliver all possible axioms, and therefore a saturation cannot be taken to
mean that there is no proof.

4 Implementation and Testing

The algorithm given in Figure 2 has been implemented as SPASS-XDB, by mod-
ifying the well-known SPASS ATP system [5].2 The implementation is based on
SPASS 3.5, which can read TPTP format data. Each external source of axioms
is represented by a struct, containing:
– The execution string and PID of the external source process, which is started

using a standard fork and exec sequence.
– Unnamed pipes for the stdin and stdout of the external source process.
– A flag indicating if a request has been sent, for which there has not been a

delivery.
– A queue of requests waiting to be sent.
– A list of sent requests, used to prevent sending duplicate requests.

The queue of requests is implemented as a priority queue, ordered so that lighter
requests with less variables get higher priority. The effect is to give priority to
2 An implementation based on the E prover [2] is also planned.
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requests that are likely to deliver less axioms, which curbs the ATP system’s
search space. SPASS’ constraints on the search space are relaxed in various ways,
to overcome various forms of incompleteness that stem from SPASS’ ignorance
of the availability of external axioms, which are added during the deduction
(SPASS, like most (all?) ATP systems, was designed with the assumption that
all formulae are in the problem file). For the types of problems that SPASS-XDB
is designed to solve, relaxing the constraints does not have a very deleterious
effect, because the proofs are typically quite shallow (in contrast to the deep
proofs that are common in traditional applications of ATP).

Five external sources of axioms have been implemented. The YAGO knowl-
edge base has provided a lot (around 14.5 million) of ground facts about the
world. The facts were mostly mined from Wikipedia, and were exported in
TPTP format with symbols being renamed and axioms transformed to match
the SUMO ontology [1]. Two implementations have been written to serve YAGO
axioms. The first is a Prolog implementation that reads YAGO axioms into its
database, and delivers them based on unification with a request. The second is a
Java interface to a MySQL database containing YAGO axioms, with a relation
for each predicate. A request is converted into a SELECT. . .WHERE statement that
extracts matching tuples, which are then delivered in TPTP format.

Two computational sources of axioms have been implemented in Prolog. The
first implements evaluation of ground arithmetic expressions, thus providing
arithmetic capabilities to SPASS-XDB (support for arithmetic is notoriously
weak in ATP systems). The second implements syntactic difference of terms,
which is used to determine if two terms look different. This provides a controlled
way to implement a unique names assumption.

A web service that calls the Yahoo Maps Web Service3 has been implemented
via a Prolog mediator. This provides axioms containing the latitude, longitude,
official city name, and country code, for a given common city name. The mediator
converts a request to an HTTP request that is posted to Yahoo, and converts
Yahoo’s XML result to a TPTP axiom.

4.1 Testing

SPASS-XDB has been tested on several problems. One illustrative example is
given here. The problem is to name an OECD country’s capital that is at the
same latitude (rounded to the nearest degree) as Moscow, and is subject to
flooding. The names of the 27 OECD countries are retrieved from an external
source of 4.5 million YAGO entity-property axioms. The capital of each country
is retrieved from an external source of YAGO axioms. The YAGO identifier for
a capital is translated to its common English name using an external source of
YAGO axioms for “meaning in English” - this external source has 2.7 million
axioms. Given the common English name of a city, it’s latitude is obtained
using the Yahoo Maps source of axioms, and the real values obtained from these
axioms are rounded to the nearest degree using the external source of ground

3 http://developer.yahoo.com/maps/

http://developer.yahoo.com/maps/
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arithmetic evaluation. Internal SUMO axioms that specify that coastal cities are
near the sea, that a sea is a body of water, a body of water is a water area, things
near water areas can get flooded, and class membership is inherited, are used
with an external source of YAGO axioms about which cities in the world are
coastal, to establish if a city is subject to flooding. This aspect requires full first-
order reasoning, rather than simple data retrieval. Finally, the external source
of syntactic difference axioms is consulted to prevent Moscow being reported as
the OECD capital.4 In the proof search 84 requests are queued, 52 requests were
sent, and 337 external axioms are delivered. The axioms delivered break down as
27 OECD countries, 15 capital cities, 6 common English city names, 4 latitudes,
3 arithmetic evaluations, 280 coastal cities, and 2 confirmations of different city
names. The proof takes 11.2 CPU seconds, 10.9s in SPASS and 0.3s in external
axiom sources. 4667 clauses were derived by SPASS.

5 Conclusion

This paper has presented the design and implementation of an ATP system that
retrieves axioms from external sources, asynchronously, on demand. The design
decisions were taken from an analysis of many choice points. The testing shows
that interesting problems can be solved, using external sources of axioms that
cannot be handled effectively as normal internal axioms in an ATP system.

There is evidence that automated reasoning for large theories is growing in
importance. Current classical first-order ATP systems, such as those that com-
pete in the annual CADE ATP system competition [4], are unable to work in
extremely large theories. This work provides a step forward in ATP capability –
even if access to external axioms is slower than in-memory access, waiting for a
proof is better than no hope for a proof at all.
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Abstract. When mathematicians present proofs they usually adapt
their explanations to their didactic goals and to the (assumed) knowl-
edge of their addressees. Modern automated theorem provers, in contrast,
present proofs usually at a fixed level of detail (also called granularity).
Often these presentations are neither intended nor suitable for human
use. A challenge therefore is to develop user- and goal-adaptive proof
presentation techniques that obey common mathematical practice. We
present a flexible and adaptive approach to proof presentation based on
classification. Expert knowledge for the classification task can be hand-
authored or extracted from annotated proof examples via machine learn-
ing techniques. The obtained models are employed for the automated
generation of further proofs at an adapted level of granularity.

Keywords: Adaptive proof presentation, proof tutoring, automated
reasoning, machine learning, granularity.

1 Introduction

A key capability trained by students in mathematics and the formal sciences
is the ability to conduct rigorous arguments and proofs and to present them.
The presentation of proofs in this context is usually highly adaptive as didactic
goals and the (assumed) knowledge of the addressee are taken into consider-
ation. Modern theorem proving systems, in contrast, do often not sufficiently
address this common mathematical practice. In particular automated theorem
provers typically generate and present proofs only using very fine-grained and
machine-oriented calculi. Of course, some theorem proving systems exists —
amongst them prominent interactive theorem provers such as Isabelle/HOL1,
HOL2, Coq3, and Theorema4 — that provide means for human-oriented proof
presentations. Nevertheless the challenge of supporting user- and goal-adapted
proof presentations has been widely neglected in the past. This constitutes an
unfortunate gap, in particular since mathematics and the formal sciences are
� This work was supported by a grant from Studienstiftung des Deutschen Volkes e.V.
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increasingly targeted as promising application areas for intelligent tutoring sys-
tems. We briefly illustrate the challenge with an example. In the elementary
proof in basic set theory in Fig. 1 in Bartle & Sherbert’s introductory textbook
[1], intermediate proof steps are skipped when this seems appropriate: whereas
most of the proof steps consist of the application of exactly one mathemati-
cal fact (e.g., a definition or a lemma, such as the distributivity of and over
or), the step from assertion 9 to assertion 10 applies several inference steps
at once, namely the application of the definition of ∩ twice, and then using the
distributivity of and over or.

Similar observations were made in the empirical studies within the Dialog

project [2], where tutors (mathematicians hired to help simulate the dialog sys-
tem) identified limits for how many inference steps are to be allowed at once.

student: (x, y) ∈ (R ◦ S)−1

tutor: Now try to draw inferences from that!

student: (x, y) ∈ S−1 ◦ R−1

tutor: One cannot directly deduce that.

An example from our Dialog

corpus [3] for a correct but un-
acceptably large student step
that was rejected by the tutor
is presented to the right.

The challenge thus consists in (i) developing means to model and assess differ-
ent levels of proof granularity, (ii) providing support for the interactive or even
automated acquisition of such models from well chosen proof examples, and (iii)
combining these aspects with natural language (NL) generation techniques to
present machine generated proofs at adaptive levels of granularity to humans.

Related work has addressed this challenge only to a moderate extent. The
Ωmega system [4], for example, provides a hierarchically organized proof data
structure that allows to represent proofs at different levels of granularity which
are maintained simultaneously in the system. And Ωmega’s proof explanation
system P.rex [5] was able to generate adapted proof presentations by moving
up or down these layers on request. The problem remains, however, of how to
identify a particular level of granularity, how to model it, and how to ensure
that this level of granularity is appropriate. A similar observation applies to the
Edinburgh HiProofs system [6]. One particular level of proof granularity has
been proposed by Autexier and Fiedler [7], which, in brief, refers to assertion
level proofs where all assertion level inference steps are spelled out explicitly and
refer only to facts readily available from the assertions or the previous inference

1 Let x be an element of A∩ (B ∪C), 2 then x ∈ A and x ∈ B ∪C. 3 This means
that x ∈ A, and either x ∈ B or x ∈ C. 4 Hence we either have (i) x ∈ A and x ∈ B,
or we have (ii) x ∈ A and x ∈ C. 5 Therefore, either x ∈ A ∩ B or x ∈ A ∩ C, so
6 x ∈ (A∩B)∪(A∩C). 7 This shows that A∩(B∪C) is a subset of (A∩B)∪(A∩C).
8 Conversely, let y be an element of (A∩B)∪ (A∩C). 9 Then, either (iii) y ∈ A∩B,
or (iv) y ∈ A ∩C. 10 It follows that y ∈ A, and either y ∈ B or y ∈ C. 11 Therefore,
y ∈ A and y ∈ B∪C 12 so that y ∈ A∩(B∪C). 13 Hence (A∩B)∪(A∩C) is a subset
of A ∩ (B ∪ C). 14 In view of Definition 1.1.1, we conclude that the sets A∩ (B∪C)
and (A∩B)∪(A∩C) are equal.

Fig. 1. Proof of the statement A ∩ (B ∪ C) = (A ∩B) ∪ (A ∩C), reproduced from [1]
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steps (what-you-need-is-what-you-stated granularity). However, they conclude
that even the simple proof in Fig. 1 cannot be fully captured by their rigid
notion of proof granularity.

In this paper we present a flexible and adaptive framework for proof pre-
sentation (currently used for formal proofs, not diagrammatic proofs etc.). Our
approach employs rule sets (granularity classifiers) to model different levels of
proof granularity. These rule sets are employed in a straightforward proof assess-
ment algorithm to convert machine generated proofs (in ourΩmega system) into
proofs at specific levels of detail. Both the granularity rules and the algorithm
are outlined in Sect. 2. In Sect. 3 we show that our approach can successfully
model the granularity of our running example proof in Fig. 1. Different models
for granularity can either be hand-coded or they may be learned from samples us-
ing machine learning techniques. Ideally, the latter approach, which is described
in Sect. 4, helps reducing the effort of adapting the system to new application
and user contexts, and, in particular, to train the system by domain experts who
are not familiar with expert systems.

2 An Adaptive Model for Granularity

We treat the granularity problem as a classification task: given a proof step, rep-
resenting one or several assertion applications5, we judge it as either appropriate,
too big or too small. As our feature space we employ several mathematical and
logical aspects of proof steps, but also aspects of cognitive nature. For example,
we keep track of the background knowledge of the user in a basic (overlay) stu-
dent model. We illustrate our approach with a proof step from Fig. 1: 10 is
derived from 9 by applying the definition of ∩ twice, and then using the dis-
tributivity of and over or. In this step (which corresponds to multiple assertion
level inference steps) we make the following observations:

(i) involved are two concepts: def. of ∩ and distributivity of and over or,
(ii) the total number of assertion applications is three,
(iii) all involved concepts have been previously applied in the proof,
(iv) all manipulations apply to a common part in 9 ,
(v) the names of the applied concepts are not explicitly mentioned, and
(vi) two of the assertion applications belong to naive set theory (def. of ∩) and

one of them relates to the domain of propositional logic (distributivity).

These observations are represented as a feature vector, where, in our example,
the feature “distinct concepts” receives a value of “2”, and so forth. Currently,
our system computes the following set of features for each (single- or multi-
inference) proof step:

5 We use the notion of assertion application for inference steps that are justified by a
mathematical fact (such as a definition, theorem or a lemma).
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total : the total number of (assertion level) inference steps combined into one
proof step,

conceptsunique: the number of different concepts applied within the proof step,
mastered-concepts-unique (m.c.u.): the number of different employed mathe-

matical facts assumed to be known to the user according to the very basic
user model (which is updated in the course of the proof6),

unmastered-concepts-unique (unm.c.u.): the number of different employed
mathematical facts assumed to be unknown to the user,

verb: whether the step is accompanied by a verbal explanation,
unverbalized-unknown: the number of assertions not accompanied by a verbal

description and not known to the user,
lemmas: the number of employed assertions that are lemmas (in contrast to

basic definitions),
hypintro: indicates whether a (multi-inference) proof step introduces a new

hypothesis,
subgoals : indicates whether (and how many) new subgoals have been intro-

duced,
same-subformula: indicates whether all manipulations apply to a common for-

mula part,
newinst : indicates whether a variable has been instantiated,
close: indicates whether a branch of the proof has been finished,
parallelism: indicates when it is possible to apply the same assertion several

times, but it is applied only on fewer occasions than possible,
forward : indicates inference applications in forward direction,
backward : indicates inference applications in backward direction,
direction-change: indicates whether the direction of inferences has changed

w.r.t. the previous step,
step-analog : indicates whether the assertions applied within the current step

have been applied before in the proof, in the same order and as a single step,
multi-step-analog: indicates whether the assertions applied within the current

step have been applied before in the proof, in the same order, but not nec-
essarily within a single step,

settheory, relations, topology, geometry, etc.: the number of inference applica-
tions from each (mathematical) domain,

∩-Defn, ∪-Defn, eq-Defn, etc.: indicator feature for each concept.

These features were motivated by the corpora obtained from the experiments
in the Dialog project (cf. [2] and [3]) and discussions with domain experts.
We express our models for classifying granularity as rule sets (cf. Fig. 4), which
associate specific combinations of feature values to a corresponding granularity
verdict (“appropriate”, “too big” or “too small”). Our straightforward algorithm

6 All concepts that were employed in an “appropriate” or “too small” proof step obtain
the status of being known in the subsequent proof steps/proofs.
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Def eq (1)

Def⊆ (2)

Def∩ (3)

Def∪ (4)

DISTR(5)

Def∩ (6)

Def∩ (7)

Def∪ (8)

x ∈S � x ∈S

(x∈(A∩B)∨x∈(A∩C)) � x∈S

(x∈(A∩B)∨x∈A∧x∈C)� x∈S

(x∈A∧x∈B∨x∈A∧x∈C)�x∈S

(x∈A∧(x∈B ∨ x∈C)) � x∈S

(x∈ A∧ x∈(B∪C)) � x∈S

(x∈(A ∩ (B∪C))) � x∈S

� (A∩ (B∪C))⊆S

y∈T � y∈T

(y∈A ∧ y∈(B∪C)) � y∈T
Def∩ (15)

(y∈A∧(y∈B∨y∈C))�y∈T
Def∪ (14)

(y∈A∧y∈B∨y∈A∧y∈C)�y∈T
DISTR(13)

(y∈A∧y∈B∨y∈(A∩C)) � y∈T
Def∩ (12)

(y∈(A∩B) ∨ y ∈ (A∩C)) � y∈T
Def∩ (11)

(y∈((A∩B)∪(A∩C))) � y∈T
Def∪ (10)

� ((A∩B)∪(A∩C)) ⊆ T
Def⊆ (9)

� (A∩(B∪C))︸ ︷︷ ︸
T

= ((A∩B)∪(A∩C))︸ ︷︷ ︸
S

Fig. 2. Assertion level proof for the statement A ∩ (B ∪ C) = (A ∩B) ∪ (A ∩ C)

for granularity-adapted proof presentation takes two arguments, a granularity
rule set and an assertion level proof 7 as generated by Ωmega.

The assertion level proof generated by Ωmega for our running example is
given in Fig. 2; this proof is represented as a tree (or acyclic graph) in sequent-
style notation and the proof steps are ordered. Currently we only consider plain
assertion level proofs, and do not assume any prior hierarchical structure or
choices between proof alternatives (as is possible in Ωmega). Our algorithm
performs an incremental categorization of steps in the proof tree (where n =
0, . . . , k denotes the ordered proof steps in the tree; initially n is 1):

while there exists a proof step n do
evaluate the granularity of the compound proof step n (i.e., the proof step consisting
of all assertion level inferences performed after the last step labeled “appropriate with
explanation” or “appropriate without explanation” — or the beginning of the proof,
if none exists yet) with the given rule set under the following two assumptions: (i) the
involved concepts are mentioned in the presentation of the step (an explanation),
and (ii) only the resulting formula is displayed.

1. if n is appropr. w. expl.
then label n as “appropr. w. expl.”; set n := n+1;

2. if n is too small w. expl., but appropr. wo. expl.
then label n as “appropr. wo. expl.”; set n := n+1;

3. if n is too small both w. and wo. explanation
then label n as “too small”; set n := n+1;

4. if n is too big then label n−1 as “appropr. wo. expl.” (i.e. consider the
previous step as appropr.), unless n−1 is labeled “appropr. w. expl.” or “ap-
propr. wo. expl.” already or n is the first step in the proof (in this special case
label n as “appropr. w. expl.” and set n := n+1).

7 In principle, our approach is not restricted to assertion level proofs and is also
applicable to other proof calculi. However, in mathematics education we consider
single assertion level proof steps as the finest granularity level of interest. We gained
evidence for this choice from the empirical investigations in the Dialog project
(cf. [2] and [3]).



294 M. Schiller and C. Benzmüller

We thereby obtain a proof tree with labeled steps (labeled nodes) which differ-
entiates between those steps that are categorized as appropriate for presentation
and those which are considered too fine-grained. Proof presentations are gener-
ated by walking through the tree,8 skipping the steps labeled too small.9

3 Modeling the Granularity of Our Example Proof

We exemplarily model the granularity of the textbook proof in Fig. 1. Starting
point is the initial assertion level proof from Fig. 2. This proof assumes the basic
definitions and concepts in naive set theory (such as equality, subset, union,
intersection and distributivity) and first-order logic. Notice that the Bartle &
Sherbert proof in Fig. 1 starts in 1 with the assumption that an element x is in
the set A∩ (B ∪C). The intention is to show the subset relation A∩ (B ∪C) ⊆
(A ∩ B) ∪ (A ∩ C), which is not explicitly revealed until step 7 , when this
part of the proof is already finished. The same style of delayed justification
for prior steps is employed towards the end of the proof, where statements 13
and 14 justify (or recapitulate) the preceding proof. For the comparison of
proof step granularity in this paper, however, we consider a re-ordered variant
of the steps in Fig. 1, which is displayed in Fig. 3 (a).10 We now employ suitable
granularity rule sets to automatically generate a proof presentation from our
Ωmega assertion level proof which exactly matches the twelve steps of the Bartle
& Sherbert proof, skipping intermediate proof steps according to our feature-
based granularity model. Fig. 4 shows two sample rule sets which both lead
to the automatically generated proof presentation in Fig. 3 (b). For instance,
the three assertion level steps (11), (12) and (13) in the initial assertion level
proof are combined into one single step from 9. to 10. in the proof presentation in
Fig. 3 (b), like in the textbook proof. The rule set in Fig. 4 (a) was generated by
hand, whereas the rule set in Fig. 4 (b) was automatically learned11 (cf. Sect. 4).
The rules are ordered by utility for conflict resolution. Note that rules 4–6 in
Fig. 4 (a) express the relation between the appropriateness of steps and whether
the employed concepts are mentioned verbally (feature verb), e.g. rule 6) enforces
that the definition of equality is explicitly mentioned (as in step 1. in Fig 3 (b)).

8 In case of several branches, a choice is possible which subtree to present first, a
question which we do not address in this paper.

9 Even though the intermediate steps which are too small are withheld, the presenta-
tion of the output step reflects the results of all intermittent assertion applications,
since we include the names of all involved concepts whenever a (compound) step is
appropriate with explanation.

10 Note that step (1) in the re-ordered proof corresponds to the statements 7 , 13
and 14 in the original proof which jointly apply the concept of set equality. The
ordering of proof presentations can be dealt with using dialog planning techniques,
as explored in [5].

11 The sample proof was used to fit a rule set to it via C5.0 machine learning [8]. All
steps in the sample proof were provided as training instances with label appropriate,
all tacit intermediate assertion level steps were labeled as too small, and always the
next bigger step to each step in the original proof was provided as a too big step.
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1. In view of Definition 1.1.1, we [show] that
the sets A∩ (B∪C) and (A∩B)∪ (A∩C)
are equal. 14 [First we show] that A∩(B∪
C) is a subset of (A ∩ B) ∪ (A ∩ C). 7
[Later we show] (A∩B)∪(A∩C) is a subset
of A ∩ (B ∪ C). 13

2. Let x be an element of A ∩ (B ∪ C), 1
3. then x ∈ A and x ∈ B ∪ C. 2
4. This means that x ∈ A, and either x ∈ B

or x ∈ C. 3
5. Hence we either have (i) x ∈ A and x ∈ B,

or we have (ii) x ∈ A and x ∈ C. 4
6. Therefore, either x ∈ A∩B or x ∈ A∩C, 5
7. so x ∈ (A ∩B) ∪ (A ∩ C). 6
8. Conversely, let y be an element of (A∩B)∪

(A ∩ C). 8
9. Then, either (iii) y∈A∩B, or (iv) y∈A∩C. 9

10. It follows that y ∈ A, and either y ∈ B or
y ∈ C. 10

11. Therefore, y ∈ A and y ∈ B ∪ C, 11
12. so that y ∈ A ∩ (B ∪ C). 12

(a)

1. We show that ((A∩B)∪(A∩C) ⊆
A ∩ (B ∪ C)) and (A ∩ (B ∪ C) ⊆
(A ∩ B) ∪ (A ∩ C)) ...because of
definition of equality

2. We assume x ∈ A ∩ (B ∪ C) and
show x ∈ (A ∩B) ∪ (A ∩ C)

3. Therefore, x ∈ A ∧ x ∈ B ∪ C
4. Therefore, x ∈ A∧(x ∈ B∨x ∈ C)
5. Therefore, x∈A∧x∈B ∨ x∈A∧x∈

C
6. Therefore, x ∈ A ∩ B ∨ x ∈ A ∩ C
7. We are done with the current part

of the proof (i.e., to show that x ∈
(A∩B)∪ (A ∩C)). [It remains to
be shown that (A∩B)∪(A∩C)⊆
A∩B∪C]

8. We assume y ∈ (A ∩ B) ∪ (A ∩ C)
and show y ∈ A ∩ (B ∪ C)

9. Therefore, y ∈ A ∩ B ∨ y ∈ A ∩ C
10. Therefore, y ∈ A∧ (y ∈ B∨y ∈ C)
11. Therefore, y ∈ A ∧ y ∈ B ∪ C
12. This finishes the proof. Q.e.d.

(b)

Fig. 3. Comparison between (a) the (re-ordered) proof by Bartle and Sherbert [1] and
(b) the proof presentation generated with our rule set from the Ωmega proof in Fig. 2

All other cases, which are not covered by the previous rules, are subject to a
default rule. Natural language is produced here via simple patterns and more
exciting natural language generation is easily possible with Fiedler’s mechanisms
[5]. The rule sets in Fig. 4 can be successfully reused for other examples in the
domains as well (as demonstrated with a different proof exercise in [9]).

4 Learning from Empirical Data

We employ off-the-shelf machine learning tools to learn granularity rule sets
(classifiers) from annotated examples (supervised learning), i.e. proof steps with
the labels appropriate, too small or too big. Currently, our algorithm calls the
C5.0 data mining tools [8]. To assess the performance of learning classifiers from
human judgments, we have conducted a study where a mathematician (with
tutoring experience) judged the granularity of 135 proof steps. These steps
were presented to the mathematician via an Ωmega-assisted environment which
computed the feature values for granularity classification in the background. The
steps were (with some exceptions) generated at random step size, such that each
presented step corresponded to one, two, or three assertion level inference steps
(we also included a few single natural deduction (ND) steps for comparison12).
12 We found that, unlike the assertion-level steps, single natural deduction steps were

mostly rated as “too small” by the expert.
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1) hypintro=1 ∧ total> 1⇒ too-big
2) ∪-Defn∈{1, 2}∧∩-Defn∈{1, 2} ⇒

too-big
3) ∩-Defn< 3 ∧ ∪-Defn=0 ∧

m.c.u.=1 ∧ unm.c.u.=0 ⇒ too-
small

4) total<2 ∧ verb=true
⇒ too-small

5) m.c.u.<3 ∧ unm.c.u.=0 ∧
verb=true ⇒ too-small

6) eq-Defn>0 ∧ verb=false ⇒ too-
big

7) ⇒ app.

(a)

1) conceptsunique∈{0, 1} ∧ eq-Defn=0 ∧
verb=true ⇒ too-small

2) hypintro=0 ∧ eq-Defn=0 ∧ ∪-Defn=0 ∧
verb=true ⇒ too-small

3) conceptsunique ∈{2, 3, 4} ∧
∪-Defn ∈{1, 2, 3} ⇒ too-big

4) hypintro ∈{1, 2, 3, 4} ∧
conceptsunique ∈{2, 3, 4} ⇒ too-big

5) unm.c.u.=0 ∧ total ∈{0, 1, 2} ∩-Defn ∈{1, 2}
∧ close=false ⇒ too-small

6) eq-Defn∈{1, 2} ∧ verb=false ⇒ too-big
7) eq-Defn∈{1, 2} ∧ verb=true ⇒ app.
8) eq-Defn=0 ∧ verb=false ⇒ app.
9) ⇒ app.

(b)

Fig. 4. Rule sets for our running example: (a) rule set generated by hand, (b) rule
set generated the using C5.0 data mining tool (ordered by the rules’ confidence values)

The presented proofs belonged to one exercise in naive set theory and three
different exercises about binary relations. We used the Weka suite13 to compare
the performance of the PART classifier [10] which is inspired by Quinlan’s C4.5
to the support vector machines implementation SMO [11], resulting in 86.9%
and 85.4% of correct classification and Cohen’s (unweighted) κ = 0.65 and κ =
0.61, respectively, in 10-fold cross validation, using only the 130 steps that were
generated from assertion-level inferences (excluding the single ND steps). The
results were achieved after we excluded some of the attributes (in particular those
that refer to the use of specific concepts, i.e., Def. of ∩, Def. of ◦, etc.), which
were relevant only in some of the exercises (possibly hampering generalizability
of the learned classifiers), otherwise we obtained slightly worse 85.4% of correct
classification and κ = 0.61 with PART.

5 Conclusion

Granularity has been a challenge in AI for decades [12,13]. Here we have focused on
adaptive proof granularity, which we treat as a classification problem. We model
different levels of granularityusing rule sets, which can be hand-authored or learned
from sample proofs. Our granularity classifiers are applied dynamically to proof
steps, taking into account changeable information such as the user’s familiarity
with the involved concepts. Using assertion level proofs as the basis for our ap-
proach is advantageous for the generation of natural language output, and the
relevant information for the classification task (e.g., the concept names) is easily
read off the proofs. Future work consists in further empirical evaluations of the
learning approach — to address the questions: (i) what are the most useful fea-
tures for judging granularity, and are they different among distinct experts and

13 http://www.cs.waikato.ac.nz/~ml/weka/

http://www.cs.waikato.ac.nz/~ml/weka/
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domains, and (ii) what is the inter-rater reliability among different experts and
the corresponding classifiers generated by learning in our framework? The result-
ing corpora of annotated proof steps and generated classifiers can then be used to
evaluate the appropriateness of the proof presentations generated by our system.

Acknowledgments. We thank four anonymous reviewers for their useful com-
ments, and Marc Wagner and Claus-Peter Wirth for internal review.
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Abstract. We study the integration of two prominent fields of logic-
based AI: action formalisms and non-monotonic reasoning. The resulting
framework allows an agent employing an action theory as internal world
model to make useful default assumptions. We show that the mechanism
behaves properly in the sense that all intuitively possible conclusions can
be drawn and no implausible inferences arise. In particular, it suffices
to make default assumptions only once (in the initial state) to solve
projection problems.

1 Introduction

This paper combines works of two important areas of logic-based artificial intel-
ligence: we propose to enrich formalisms for reasoning about actions and change
with default logic. The present work is not the first to join the two areas—
non-monotonic logics have already been used by the reasoning about actions
community in the past. After McCarthy and Hayes discovered the fundamen-
tal problem of determining the non-effects of actions, the frame problem [1],
it was widely believed that non-monotonic reasoning were necessary to solve
it. Then Hanks and McDermott gave an example of how straightforward use of
non-monotonic logics in reasoning about actions and change can lead to counter-
intuitive results [2]. When monotonic solutions to the frame problem were found
[3,4], non-monotonic reasoning again seemed to be obsolete.

In this paper, we argue that utilizing default logic still is of use when reasoning
about actions. We will not use it to solve the frame problem—the solution to
the frame problem we use here is monotonic and similar to the one of [4]—, but
to make useful default assumptions about states. We consider action theories
with deterministic actions where all effects are unconditional and a restricted
form of default assumptions. The main reasoning task we are interested in is the
projection problem, that is, given an initial state and a sequence of actions, the
question whether a certain condition holds in the resulting state. As the main
result of this paper, we show that restricting default application to the initial
state not only guarantees a maximal set of states that are reachable, but also all
possible inferences about these states.

The rest of the paper is organized as follows. The next section introduces the
two areas this work is concerned with. Section 3 then combines the two fields and
develops the main results. In the last section, we shortly sketch the limitations
of our approach, outline directions for further work, and conclude.

B. Mertsching, M. Hund, and Z. Aziz (Eds.): KI 2009, LNAI 5803, pp. 298–305, 2009.
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2 Background

This section presents the formal underpinnings of the paper. In the first sub-
section we acquaint the reader with a unifying action calculus that we use to
logically formalize action domains, and in the second subsection we recall the
notions of default logic [5].

2.1 The Unifying Action Calculus

The stated objective of introducing the unifying action calculus (UAC) in [6]
was to provide a universal framework for research in reasoning about actions.
Since we want to formulate our results in a most general manner, we adopt the
UAC for the present work.

The most notable generalization established by the UAC is its abstraction
from the underlying time structure: it can be instantiated with formalisms using
the time structure of situations (as the Situation Calculus [7] or the Fluent
Calculus [4]), as well as with formalisms using a linear time structure (like the
Event Calculus [8]).

The UAC uses only the sorts fluent, action, and time along with the
predicates < : time × time (denoting an ordering of time points), Holds :
fluent×time (stating whether a fluent evaluates to true at a given time point),
and Poss : action × time × time (indicating whether an action is applicable
for particular starting and ending time points). Uniqueness-of-names is assumed
for all (finitely many) functions into sorts fluent and action.

The following definition introduces the most important types of formulas of
the unifying action calculus: they allow to express properties of states and ap-
plicability conditions and effects of actions.

Definition 1. Let s be a sequence of variables of sort time.

– A state formula Φ[s] in s is a first-order formula with free variables s where
• for each occurrence of Holds(ϕ, s) in Φ[s] we have s ∈ s and
• predicate Poss does not occur.

Let s, t be variables of sort time and A be a function into sort action.

– A precondition axiom is of the form

Poss(A(x), s, t) ≡ πA[s] (1)

where πA[s] is a state formula in s with free variables among s, t,x.
– An effect axiom is of the form

Poss(A(x), s, t) ⊃ (∀f)(Holds(f, t) ≡ (γ+
A ∨ (Holds(f, s) ∧ ¬γ−A ))) (2)

where

γ+
A =

∨
0≤i≤n+

A

f = ϕi and γ−A =
∨

0≤i≤n−
A

f = ψi

and the ϕi and ψi are terms of sort fluent with free variables among x.
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Readers may be curious as to why the predicate Poss carries two time arguments
instead of just one: Poss(a, s, t) is to be read as “action a is possible starting at
time s and ending at time t.” The formulas γ+

A and γ−A enumerate the positive
and negative effects of the action, respectively. This definition of effect axioms is a
restricted version of the original definition of [6]—it only allows for deterministic
actions with unconditional effects.

Definition 2. A (UAC) domain axiomatization consists of a finite set of foun-
dational axioms Ω (that define the underlying time structure and do not contain
the predicates Holds and Poss), a set Π of precondition axioms (1), and a set
Υ of effect axioms (2); the latter two for all functions into sort action.

A domain axiomatization is progressing, if

– Ω |= (∃s : time)(∀t : time)s ≤ t
– Ω ∪Π |= Poss(a, s, t) ⊃ s < t

A domain axiomatization is sequential, if it is progressing and

Ω ∪Π |= Poss(a, s, t) ∧ Poss(a′, s′, t′) ⊃
(t < t′ ⊃ t ≤ s′) ∧ (t = t′ ⊃ (a = a′ ∧ s = s′))

That is, a domain axiomatization is progressing if there exists a least time point
and time always increases when applying an action. A sequential domain axiom-
atization furthermore requires that no two actions overlap.

Since we are mainly interested in the projection problem, our domain axiom-
atizations will usually include a set Σ0 of state formulas in the least time point
that characterize the initial state.

To illustrate the intended usage of the introduced notions, we make use of a
variant of the example of [2], the Yale Shooting scenario.

Example 1. Consider the domain axiomatization Σ = Ωsit ∪Π ∪ Υ ∪ Σ0
1. The

precondition axioms say that the action Shoot is possible if the gun is loaded
and the actions Load and Wait are always possible.

Π = {Poss(Shoot, s, t) ≡ (Holds(Loaded, s) ∧ t = Do(Shoot, s)),
Poss(Load, s, t) ≡ t = Do(Load, s),Poss(Wait, s, t) ≡ t = Do(Wait, s)}

With these preconditions and foundational axioms Ωsit , the domain axiomati-
zation is sequential. The effect of shooting is that the turkey ceases to be alive,
loading the gun causes it to be loaded, and waiting does not have any effect. All
effect axioms in Υ are of the form (2), we state only the γ± different from the
empty disjunction: γ+

Load = (f = Loaded), γ−Shoot = (f = Alive). Finally, we state
that the turkey is alive in the initial situation, Σ0 = {Holds(Alive, S0)}. We can
now employ logical entailment to answer the question whether the turkey is still
alive after applying the actions Load, Wait, and Shoot, respectively. With the
notation Do([a1, . . . , an], s) as abbreviation for Do(an, Do(. . . , Do(a1, s) . . .)), it
is easy to see that Σ |= ¬Holds(Alive, Do([Load,Wait, Shoot], S0).
1 Ωsit denotes the foundational axioms for situations. They have been omitted from

the presentation due to a lack of space and can be found in [9].
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2.2 Default Logic

Introduced in the seminal work by Reiter [5], default logic has become one of
the most important formalisms for non-monotonic reasoning. The semantics for
supernormal defaults used here is taken from [10], which is itself an enhancement
of a notion developed in [11].

Definition 3. A supernormal default rule, or, for short, default, is a closed
first-order formula. Any formulas with occurrences of free variables are taken as
representatives of their ground instances.

For a set of closed formulas S, we say the default δ is active in S if both δ /∈ S
and ¬δ /∈ S.

A (supernormal) default theory is a pair (W,D), where W is a set of sentences
and D a set of default rules.

A default rule can thus also be seen as a hypothesis that we are willing to assume,
but prepared to give up in case of contradiction. A default theory then adds a
set of formulas, the indefeasible knowledge, that we are not willing to give up for
any reason.

Definition 4. Let (W,D) be a default theory where all default rules are super-
normal and ≺≺ be a total order on D. Define E0 := Th(W ) and for all i ≥ 0,

Ei+1 =

⎧⎪⎨⎪⎩
Ei if no default is active in Ei

Th(Ei ∪ {δ}) otherwise, where δ is the ≺≺ -
minimal default active in Ei.

Then the set E :=
⋃

i>0 Ei is called the extension generated by ≺≺.
A set of formulas E is a preferred extension for (W,D) if there exists a total

order ≺≺ that generates E. The set of all preferred extensions for a default theory
(W,D) is denoted by Ex(W,D).

An extension for a default theory can be seen as a way of assuming as many
defaults as possible without creating inconsistencies. It should be noted that,
although the definition differs, our extensions are extensions in the sense of [5].

Based on extensions, one can define skeptical and credulous conclusions for
default theories: skeptical conclusions are formulas that are contained in every
extension, credulous conclusions are those that are contained in at least one
extension.

Definition 5. Let (W,D) be a supernormal default theory and Ψ be a first-order
formula.

W |≈skept
D Ψ

def≡ Ψ ∈
⋂

E∈Ex(W,D)

E, W |≈cred
D Ψ

def≡ Ψ ∈
⋃

E∈Ex(W,D)

E
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3 Domain Axiomatizations with Defaults

The concepts established up to this point are now easily combined to the notion
of a domain axiomatization with defaults, our main object of study. It is essen-
tially a default theory having an action domain axiomatization as indefeasible
knowledge.

Definition 6. A domain axiomatization with defaults is a pair (Σ,D[s]), where
Σ is a UAC domain axiomatization and D[s] is a set of supernormal defaults of
the form Holds(ϕ, s) or ¬Holds(ϕ, s) for a fluent ϕ.

We next define what it means for a time point to be reachable in an action
domain. Intuitively, it means that there is a sequence of actions that leads to
the time point when applied in sequence starting in the initial time point.

Definition 7. Let Σ be a domain axiomatization and D[s] be a set of defaults.

Reach(r) def= (∀R)(((∀s)(Init(s) ⊃ R(s))
∧ (∀a, s, t)(R(s) ∧ Poss(a, s, t) ⊃ R(t))) ⊃ R(r)) (3)

Init(t) def= ¬(∃s)s < t (4)

A time point τ is called

– finitely reachable in Σ if Σ |= Reach(τ);
– finitely, credulously reachable in (Σ,D[σ])2, if σ is finitely reachable in Σ

and for some extension E for (Σ,D[σ]) we have E |= Reach(τ);
– finitely, weakly skeptically reachable in (Σ,D[σ]), if σ is finitely reachable

in Σ and for all extensions E for (Σ,D[σ]), we have E |= Reach(τ);
– finitely, strongly skeptically reachable in (Σ,D[σ]), if σ is finitely reachable

in Σ and there exist ground actions α1, . . . , αn and time points τ0, . . . , τn
such that Σ |≈skept

D[σ] Poss(αi, τi−1, τi) for all 1 ≤ i ≤ n, τ0 = σ, and τn = τ .

With situations as underlying time structure, weak and strong skeptical reacha-
bility coincide. This is because the foundational axioms for situations [9] entail
that situations have unique predecessors.

Example 1 (continued). We add a fluent Broken that indicates if the gun does
not function properly. Shooting is now only possible if the gun is loaded and not
broken:

Poss(Shoot, s, t) ≡ (Holds(Loaded, s) ∧ ¬Holds(Broken, s) ∧ t = Do(Shoot, s))

Unless there is information to the contrary, it should be assumed that the gun has
no defects. This is expressed by the set of defaults D[s] = {¬Holds(Broken, s)}.
Without the default assumption, it cannot be concluded that the action Shoot is
2 By D[σ] we denote the set of defaults in D[s] where s has been instantiated by the

term σ.
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possible after performing Load and Wait since it cannot be inferred that the gun is
not broken. Using the abbreviations S1 = Do(Load, S0), S2 = Do(Wait, S1), and
S3 = Do(Shoot, S2), we illustrate how the non-monotonic entailment relation
defined earlier enables us to use the default rule to draw the desired conclusion:

Σ |≈skept
D[S0]

¬Holds(Broken, S2),

Σ |≈skept
D[S0]

Poss(Shoot, S2, S3), and

Σ |≈skept
D[S0]

¬Holds(Alive, S3).

The default conclusion that the gun works correctly, drawn in S0, carries over
to S2 and allows to conclude applicability of Shoot in S2 and its effects on S3.

In the example just seen, default reasoning could be restricted to the initial
situation. As it turns out, this is sufficient for the type of action domain consid-
ered here: effect axiom (2) never “removes” information about fluents and thus
never makes more defaults active after executing an action. This observation is
formalized by the following lemma. It essentially says that to reason about a
time point in which an action ends, it makes no difference whether we apply the
defaults to the resulting time point or to the time point when the action starts.
This holds of course only due to the restricted nature of effect axiom (2).

Lemma 1. Let (Σ,D[s]) be a domain axiomatization with defaults, α be a
ground action such that Σ |= Poss(α, σ, τ) for some σ, τ : time, and let Ψ [τ ]
be a state formula in τ . Then

Σ |≈skept
D[σ] Ψ [τ ] iff Σ |≈skept

D[τ ] Ψ [τ ]

The next theorem says that all local conclusions about a finitely reachable time
point σ (that is, all conclusions about σ using defaults from D[σ]) are exactly
the conclusions about σ that we can draw by instantiating the defaults only with
the least time point.

Theorem 1. Let (Σ,D[s]) be a progressing domain axiomatization with de-
faults, λ its least time point, σ : time be finitely reachable in Σ, and Ψ [σ] be a
state formula. Then

Σ |≈skept
D[σ] Ψ [σ] iff Σ |≈skept

D[λ] Ψ [σ]

It thus remains to show that local defaults are indeed exhaustive with respect to
local conclusions. The next lemma takes a step into this direction: it states that
action application does not increase default knowledge about past time points.

Lemma 2. Let (Σ,D[s]) be a domain axiomatization with defaults, α be a
ground action such that Σ |= Poss(α, σ, τ) for some σ, τ : time, and let Ψ [ρ]
be a state formula in ρ : time where ρ ≤ σ. Then

Σ |≈skept
D[τ ] Ψ [ρ] implies Σ |≈skept

D[σ] Ψ [ρ]
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The converse of the lemma does not hold, since an action effect might preclude a
default conclusion about the past. Using the above lemma and simple induction
on the length of action sequences, one can establish the following.

Theorem 2. Let (Σ,D[s]) be a progressing domain axiomatization with de-
faults, let Ψ [s] be a state formula, σ < τ be time points, and σ be finitely reachable
in Σ. Then

Σ |≈skept
D[τ ] Ψ [σ] implies Σ |≈skept

D[σ] Ψ [σ]

The next theorem, our first main result, now combines Theorems 1 and 2 and
tells us that default instantiation to the least time point subsumes default in-
stantiation in any time point in the future of the time point we want to reason
about.

Theorem 3. Let (Σ,D[s]) be a progressing domain axiomatization with de-
faults, λ be its least time point, Ψ [s] be a state formula, and σ < τ be terms
of sort time where σ is finitely reachable in Σ. Then

Σ |≈skept
D[τ ] Ψ [σ] implies Σ |≈skept

D[λ] Ψ [σ]

Proof. Σ |≈skept
D[τ ] Ψ [σ] implies Σ |≈skept

D[σ] Ψ [σ] by Theorem 2. By Theorem 1, this

is the case iff Σ |≈skept
D[λ] Ψ [σ].

What this theorem misses out, however, are time points that are not finitely
reachable in Σ only, but where some action application along the way depends
crucially on a default conclusion. To illustrate this, recall Example 1: the sit-
uation Do([Load,Wait, Shoot], S0) is not reachable in Σ, because the necessary
precondition that the gun is not broken cannot be inferred without the respective
default.

The following theorem, our second main result, now assures sufficiency of
instantiation with the least time point also for time points that are only reachable
by default.

Theorem 4. Let (Σ,D[s]) be a progressing domain axiomatization with de-
faults, λ its least time point, σ be a time point that is finitely reachable in Σ,
Ψ [s] be a state formula, and τ be a time point that is finitely, strongly skeptically
reachable in (Σ,D[σ]). Then

1. τ is finitely, strongly skeptically reachable in (Σ,D[λ]), and
2. Σ |≈skept

D[σ] Ψ [τ ] iff Σ |≈skept
D[λ] Ψ [τ ].

An immediate consequence of this result is that instantiation in the least time
point also provides a “maximal” number of reachable time points: default in-
stantiation with a later time point might potentially prevent actions in the least
time point, which in turn might render yet another time point unreachable.
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4 Conclusions and Future Work

We have presented an enrichment of action theories with a well-known non-
monotonic logic, Raymond Reiter’s default logic. To the best of our knowledge,
this is the first time this field is explored in the logic-based AI community. The
approach has been shown to behave well (although no proofs could be included
due to space limitations)—by the restrictions made in the definitions, defaults
persist over time and it thus suffices to apply them only once (namely to the
initial state).

With respect to further generalizations of our proposal, we remark that both
allowing for disjunctive defaults and allowing for conditional effects causes un-
intuitive conclusions via the employed solution to the frame problem. Future
research in this topic will therefore be devoted to generalizing both the defaults
(from supernormal to normal) and the considered actions (from deterministic
with unconditional effects to non-deterministic with conditional effects).
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Abstract. Analogy plays a very important role in human reasoning. In
this paper, we study a restricted form of it based on analogical propor-
tions, i.e. statements of the form a is to b as c is to d. We first investigate
the constitutive notions of analogy, and beside the analogical proportion
highlights the existence of two noticeable companion relations: one that
is just reversing the change from c to d w. r. t. the one from a to b,
while the last one called paralogical proportion expresses that what a
and b have in common, c and d have it also. Characteristic postulates
are identified for the three types of relations allowing to provide set and
Boolean logic interpretations in a natural way. Finally, the solving of
proportion equations as a basis for inference is discussed, again empha-
sizing the differences between analogy, reverse analogy, and paralogy, in
particular in a three-valued setting, which is also briefly presented.

1 Introduction

Analogical reasoning is a kind of reasoning that is commonly used in the day to
day life as well as in scientific discoveries. For these reasons, analogical reasoning
has raised a considerable interest among researchers in philosophy, in human
sciences (cognitive psychology, linguistics, anthropology,...), in computer sciences
(especially in artificial intelligence). In particular, diverse formalizations [1,2,3]
and implementations of analogical reasoning [4,2,5,3] have been proposed. The
underlying models usually rely on highly structured representations (graphs for
instance) with substitution operations, sometimes expressed in first order logic
[3], or even in second order logic [5] using unification/anti-unification.

However, a particular form of analogical reasoning is based on simple and
compact statements called analogical proportions, which are statements of the
form a is to b as c is to d, usually denoted a : b :: c : d. Case-based reasoning
(CBR) [6], generally regarded as an elementary form of analogical reasoning,
exploits the human brain ability to parallel “problems” a and b, and then “de-
duce” that if c is a solution to the first problem a, then some d, whose relation
to b is similar to the relation between a and c, could be a solution to the second
problem b. Obviously this setting might be viewed as an analogical proportion

B. Mertsching, M. Hund, and Z. Aziz (Eds.): KI 2009, LNAI 5803, pp. 306–314, 2009.
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reasoning through the solving of the equation a : b :: c : x, or also of the equa-
tion a : c :: b : x, depending if we emphasize the relations problem-problem and
solution-solution, or the relation problem-solution, in the comparison. However,
as we shall see in section 4, analogy-based reasoning (ABR) goes beyond CBR.
Strangely enough, the formal study of analogical proportions has been considered
only by a few researchers [7][8] and these works have remained incomplete in sev-
eral respects. That is why our paper proposes a systematic analysis at a formal
level of analogical proportion. In the next section, we investigate constitutive
notions of analogy and we highlight the existence of two relations beside stan-
dard analogical proportion, namely paralogical proportion and reverse analogical
proportion, exhibiting other kinds of relation between entities. More precisely,
starting from the idea that analogy is a matter of similarity and difference, we
identify three types of proportion that can relate four entities and we state their
respective postulates. In Section 3, we briefly develop the set and Boolean logic
interpretations for our 3 proportions. In Section 4, we examine the problem of
finding the last missing item to build up a complete proportion starting with
a, b and c: different conditions of existence of solutions appear depending on the
type of proportion at hand. Section 5 outlines a multiple-valued interpretation
for the three types of proportion leading to different solutions. Finally we survey
the related works and conclude. The main purpose of our works is to reveal that
analogy has three faces, altogether providing a potentially increased inferential
power which may be useful in different AI areas such as machine learning or
natural language processing for instance.

2 Analogy, Reverse Analogy and Paralogy: A 3-Sided
View

Analogy puts two situations in parallel (a “situation” may be, e.g. the description
of a problem with its solution), and compares these situations by establishing
a correspondence between them. In a simple form, each situation involves two
entities, say a, c on the one hand, and b, d on the other hand. The comparison
then bears on the pair (a, b), and on the pair (c, d) and lead to consider what is
common (in terms of properties) to a and b (let us denote it com(a, b)), and what
is specific to a and not shared by b (we denote it spec(a, b)). Clearly com(a, b) =
com(b, a) and generally, spec(a, b) �= spec(b, a). With this view, a is represented
by the pair (com(a, b), spec(a, b)), b by the pair (com(a, b), spec(b, a)), c by the
pair (com(c, d), spec(c, d)) and d by the pair (com(c, d), spec(d, c)).

Then, an analogical proportion, denoted a : b :: c : d, expressing that a is to
b as c is to d (in the parallel between a, c and b, d), amounts to state that the
way a and b differ is the same as the way c and d differ, namely

spec(a, b) = spec(c, d) and spec(b, a) = spec(d, c) (1)
enforcing symmetry in the way the comparison is done. In a : b :: c : d, when
going from a to b (or from c to d), spec(a, b) is changed into spec(b, a) or equiva-
lently spec(c, d) is changed into spec(d, c), while com(a, b) and com(c, d) are the
respective common parts of the pairs (a, b) and (c, d).
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If we now compare a represented as (com(a, b), spec(a, b)) to c represented as
(com(c, d), spec(c, d)), it appears due to (1) that their common part is spec(a, b) =
spec(c, d), while com(a, b) is changed into com(c, d). In other words, com(a, b)
plays the role of spec(a, c) and com(c, d) plays the role of spec(c, a). Similarly,
when comparing b and d, the common part is spec(b, a) = spec(d, c) due to
(1) and com(a, b) is again changed into com(c, d) when going from b to d (i.e.
com(a, b) plays the role of spec(b, d), and com(c, d) the role of spec(d, b)). This
amounts to write spec(a, c) = spec(b, d), and spec(c, a) = spec(d, b). Altogether
this exactly means a : c :: b : d. Thus we have retrieved the central permutation
postulate that most authors associate with analogical proportion (together with
the symmetry postulate already mentioned). Namely, analogical proportion, also
referred to as “analogy” in the following, satisfies the postulates:

– a : b :: a : b (and a : a :: b : b) hold (reflexivity).
– if a : b :: c : d holds then a : c :: b : d should hold (central permutation)
– if a : b :: c : d holds then c : d :: a : b should hold (symmetry).

a : b :: b : a cannot hold since spec(a, b) �= spec(b, a). Such a postulate is more in
the spirit of reverse analogy that we introduce now. Still focusing on specificities,
we can consider a new proportion denoted “!” where a ! b !! c ! d holds as soon
as spec(a, b) = spec(d, c) and spec(b, a) = spec(c, d). It expresses the reverse
analogy a is to b as d is to c, and obeys the postulates:

– a ! b !! b ! a (and a ! a !! b ! b) should hold (reverse reflexivity)
– if a ! b !! c ! d holds then c ! b !! a ! d should hold (odd permutation)
– if a ! b !! c ! d holds then c ! d !! a ! b should hold (symmetry).

Except if a = b, a ! b !! a ! b will not hold in general. Having investigated all the
possibilities from the viewpoint of specificities, it seems natural to focus on the
shared properties, which leads to introduce a new kind of proportion denoted “;”.
Then, we have no other choice than defining a ; b ; ; c; d as com(a, b) = com(c, d).
We decide to call this new proportion paralogical proportion. It states that what
a and b have in common, c and d have it also. Obviously, this proportion does
not satisfy the permutation properties of its two sister relations, but rather:

– a ; b ; ; a ; b and a ; b ; ; b ; a always holds (bi-reflexivity)
– if a ; b ; ; c ; d holds b ; a ; ; c ; d should hold (even permutation)
– if a ; b ; ; c ; d holds then c ; d ; ; a ; b should hold (symmetry).

Note that symmetry applies here to the comparison between two pairs of items
(a, b) and (c, d), but not internally since a : b cannot be replaced with b : a.

3 Set and Boolean Logic Interpretations

When the entities at hand are subsets of a referential X (e.g. an entity can be
represented as a subset of properties that hold in a given situation), our initial
analysis can be easily translated in terms of set operations. Common properties
between two sets a and b can be defined via set intersection a∩b and specificities
via set difference a\b = a∩b where b denotesX\b. In other words, we characterize
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a set a w.r.t. a set b via the pair (a ∩ b, a ∩ b). Then, focusing on specificities,
the analogical proportion a : b :: c : d, is then stated through the constraints:

a ∩ b = c ∩ d and a ∩ b = c ∩ d (ASet)
Similarly, reverse analogy is defined in the set framework by the constraints:

a ∩ b = c ∩ d and a ∩ b = c ∩ d (RSet)
Focusing on common features appreciated through properties that hold for a and
b and properties that do not hold neither for a nor b, leads to define paralogy as
a ∩ b = c ∩ d and a ∩ b = c ∩ d, which is equivalent to:

a ∩ b = c ∩ d and a ∪ b = c ∪ d (PSet)
It is easy to switch to the Boolean lattice B = {0, 1} with the standard operators
∨,∧,¬, and u → v defined as ¬u ∨ v, and u ≡ v is short for u → v ∧ v → u. We
follow here the lines of [9]. These logical definitions come from a direct translation
of (ASet), (RSet) and (PSet), where ∪ is replaced by ∨, ∩ by ∧, complementarity
by ¬, and introducing the implication in the two first expressions:
– a : b :: c : d iff ((a → b ≡ c → d) ∧ (b → a ≡ d → c)) (ABool)
– a ! b !! c ! d iff ((a → b ≡ d → c) ∧ (b → a ≡ c → d)) (RBool)
– a ; b ; ; c ; d iff ((a ∧ b ≡ c ∧ d) ∧ (a ∨ b ≡ c ∨ d)) (PBool)

Note that a : b :: b : a holds, which appears now reminiscent of the logical
equivalences between a → b and b → a (and b → a and a → b). In the context
of the Boolean interpretation, the most visual way to understand the difference
between analogy, reverse analogy and paralogy is to examine their truth tables
when they are considered as Boolean operators. Table 1 provides the truth values
making the relations to hold (among 24 = 16 possibilities). Except for the first

Table 1. Analogy, Reverse analogy and Paralogy truth tables

Analogy Reverse Paralogy
0 0 0 0 0 0 0 0 0 0 0 0
1 1 1 1 1 1 1 1 1 1 1 1
0 0 1 1 0 0 1 1 1 0 0 1
1 1 0 0 1 1 0 0 0 1 1 0
0 1 0 1 0 1 1 0 0 1 0 1
1 0 1 0 1 0 0 1 1 0 1 0

two lines where the three proportions are identical, it appears that only two of
the three relations can hold simultaneously. Indeed the patterns 1001 and 0110
are rejected by analogy since the changes from 1 to 0 and from 0 to 1 are not in
the same sense. Patterns 0101 and 1010 where changes are in the same sense are
rejected by reverse analogy. Patterns 0011 and 1100, expressing the absence of
common features (what a and b have in common, c and d do not have it and vice
versa), do not agree with paralogy. The property below holds for set and Boolean
interpretations, and provides an explicit link between the three proportions:

Property 1. a : b :: c : d holds iff a ! b !! d ! c holds and a : b :: c : d holds iff
a ; d ; ; c ; b holds.
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4 Inferences

Let us now turn to an effective way to use these proportions. Let S be a set of
vectors of Boolean features describing available cases. Then proportions between
4-tuples of vectors are defined componentwise. We are faced with a learning-like
task when we want to predict for a new, only partially informed, case x (i.e. only
a subvector k(x) of features is known), the values of the missing features u(x).
The basic idea is that if the known part of x, k(x), is in proportion of some
type denoted |, with the corresponding parts of 3 cases a, b, and c belonging to S
i.e. k(a)|k(b)||k(c)|k(x) holds componentwise, then the unknown part of x, u(x)
should be in a proportion of the same type with the corresponding part of a, b and
c, and thus should be solution of an equation of the form u(a)|u(b)||u(c)|z, where
z = u(x) is the unknown. This is obviously a form of reasoning that is beyond
classical logic, but which may be useful for trying to guess unknown values. Given
a proportion |, the problem of finding x such that a|b||c|x holds will be referred
as “equation solving”. This is why this problem has to be investigated as soon
as we build up a model for exploiting the different types of proportion: analogy,
reverse analogy and paralogy. Despite the proportions have close relationships,
the solutions they provide can be quite different as we shall see.

Let us examine a practical example of analogical proportion to support in-
tuition. Consider a database of cars and trucks. Each data is represented as a
vector of 5 binary properties (car (1) or truck (0), diesel (0 or 1), 4wd (0 or 1),
“green” (small carbon footprint) (0 or 1) and expensive (0 or 1)) with obvious
meaning. In our data, there are 3 items (2 cars a and b and a truck c), each rep-
resented by a feature vector: a = (1, 1, 0, 0, 1), b = (1, 0, 1, 1, 0), c = (0, 1, 0, 0, 1).
We assume a new item d with only partial information, d = (0, 0, 1, s, t): using
our notation, we note that k(a) : k(b) :: k(c) : k(d) holds for the first three
features in the set theoretical framework and we are looking for the unknown
attributes u(d) = (s, t) in order to guess if the new item is green and/or expen-
sive. We start with the set interpretation (the first of the three results below is
in [8]):

Property 2. The analogical equation a : b :: c : x has a solution iff b ∩ c ⊆ a ⊆
b∪ c. In that case, the solution is unique and given by x = ((b∪ c) \ a) ∪ (b∩ c).

The reverse analogical equation a ! b !! c ! x is solvable iff a ∩ c ⊆ b ⊆ a ∪ c.
In that case, the solution is unique and given by x = ((a ∪ c) \ b) ∪ (a ∩ c).

The paralogical equation a; b; ; c;x has a solution iff a ∩ b ⊆ c ⊆ a ∪ b. In that
case, the solution is unique and given by x = ((a ∪ b) \ c) ∪ (a ∩ b).

The above results have a more compact formulation in terms of Boolean logic:

Property 3. The analogical equation a : b :: c : x is solvable iff ((a ≡ b) ∨ (a ≡
c)) = 1. In that case, the unique solution is x = a ≡ (b ≡ c).
The reverse analogical equation a ! b !! c ! x is solvable iff ((b ≡ a)∨(b ≡ c)) = 1.
In that case, the unique solution is x = b ≡ (a ≡ c).
The paralogical equation a; b; ; c;x is solvable iff ((c ≡ b) ∨ (c ≡ a)) = 1. In that
case, the unique solution is x = c ≡ (a ≡ b).
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Applying this result to solve our “truck” example, we get u(d) = (s, t) = (1, 0)
with s = (0 ≡ (1 ≡ 0)) = 1 and t = (1 ≡ (0 ≡ 1)) = 0: the new truck is “green”
and cheap. Due to the associativity of the equivalence connective, the solution
of the analogical, paralogical, and reverse analogical proportions have the same
expression in the Boolean case, namely x = c ≡ (a ≡ b). However, the conditions
of existence of the solution are not the same for the three types of proportion.
Indeed the vectors (a, b, c, x) = (1, 1, 0, x) and (a, b, c, y) = (0, 0, 1, y) cannot be
completed in a paralogical equation (while the solutions are x = 0 and y = 1 for
analogy and reverse-analogy). Similarly, (a, b, c, x) = (1, 0, 1, x) and (a, b, c, y) =
(0, 1, 0, y) have no solution in reverse analogy, and (a, b, c, x) = (1, 0, 0, x) and
(a, b, c, y) = (0, 1, 1, y) have no solution in analogy. As we shall see, the expres-
sion of the solutions (if any) will be no longer necessarily the same when moving
to a tri-valued setting, or more generally to multiple-valued or even numerical
models. As illustrated by this example, ABR simultaneously exploits the differ-
ences and similarities between 3 completely informed cases, while CBR considers
the completely informed cases one by one.

5 Tri-valued Interpretation

A strict Boolean interpretation does not give space for graded properties where,
for instance, we have to deal with properties whose satisfaction is described in
terms of three levels, e.g. low, medium or high, (instead of the usual yes or no).
Then we need the introduction of a 3rd value to take into account this fact. We
now use the set T = {−1, 0, 1} where our items a, b, c and d can take their value,
for encoding these three levels1 (be aware that the bottom element is now −1).
We have now to provide definitions in line with our analysis of sections 2 and 3.
Let us start from the set interpretation. It seems natural to substitute the set
difference a \ b with a− b. It leads to the constraint a− b = c− d for analogical
proportion (the other part of Aset is not necessary since a−b = c−d is equivalent
to b − a = d − c). The fact that a − b may no longer be in T does not matter
here. What is important is to notice that the corresponding equation where d is
unknown has a solution in T only in 19 cases among 27. It can be checked that
only these 19 cases correspond to analogical proportion situations where both
the sense and the intensity (1 or 2 steps in scale T) changes are preserved.

Thanks to Property 1, we get the definition for reverse analogy and paralogy.
These definitions (which subsume the Boolean ones) are given in Table 2. It
is quite easy to prove that these definitions satisfy the required postulates for
analogy, reverse analogy and paralogy over T. As in the previous interpretations,
analogical, reverse analogical and paralogical equations cannot necessarily be
simultaneously solved. The Boolean interpretation is a particular case of the

1 More generally, we can work with the unit interval scale as in fuzzy logic, and using
multiple-valued logic operators, by writing counterparts of the constraints describing
each type of proportion. The full study of the extension of our approach to fuzzy set
connectives in the realm of appropriate algebras is left for further studies.
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Table 2. 3-valued models for analogy, reverse analogy and paralogy

Analogy Reverse analogy Paralogy
a− b = c− d a− b = d− c a + b = c + d

tri-valued one. It appears that, when the three equations are simultaneously
solvable, they may provide distinct solutions, as shown in the following example.
Let us consider a simplistic dating illustrative example where individuals are
identified via the 5 criteria education, sport, religion, age and income. Each
criterium can be evaluated as low (-1), medium (0), high (+1) with intuitive
meaning. We are looking for somebody to be associated to a new customer c
profiled as (1, 0, 0, 0, 0) i.e. high income, who likes sport but does not practice,
who is religious without practicing, with medium age and medium education.
Let us suppose now that we have in our database a couple (a, b) represented
w.r.t our criteria as (0,−1, 1, 0, 0) and (0, 0, 0,−1, 1) of previously successfully
paired profiles. In that context, two options seem attractive: either to consider
paralogy in order to emphasize the common features and common rejections
among couples of people, or focusing on differences as in analogical reasoning.
Table 3 exhibits the solutions got by paralogy, analogy and reverse analogy.

Table 3. 3-valued model: an example

income sport relig age educ
a 0 −1 1 0 0
b 0 0 0 −1 1
c 1 0 0 0 0
dpara −1 −1 1 −1 1
dana 1 1 −1 −1 1
drev 1 −1 1 1 −1

As can be seen, we are in a particular context where it is possible to solve
all the equations corresponding to the three types of proportions for all the
features. The three solutions are distinct. According to intuition, paralogy or
analogy may provide solutions which may appear for some features a bit risky
(or innovative), and other time cautious (or conservative). It is not obvious that
all the features should be handled in the same way: for instance, it appears
reasonable that incomes compensate inside a couple as done by paralogy, while
such a compensation seems less appropriate for education for instance (then
calling for analogy for this feature). Clearly a customer c may be associated
with different pairs (a, b), leading to different solutions (even if we are using
only one type of reasoning). It is not coming as a surprise since it is likely that
there is more than one type of individuals to be paired with another person:
the repertory may contain examples of that. A proposal to gather the different
obtainable solutions may be found in [10] for analogical proportions.
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6 Related Works and Directions for Further Research

Analogy has been used and studied in AI for a long time [1,2], ranging from
analogy-finding programs, to structure-mapping modeling, and including the
heuristic use of analogical reasoning at the meta-level for improving deductive
provers. In parallel, the use of analogy in cognition and especially in learning
has been identified and discussed [11],[3]. Using the conceptual graphs encoding
Sowa and Majumdar [4] have implemented the VivoMind engine providing an
automatic analogy discovering system. Such works do not consider the analogical
proportion per se. Dealing only with analogical proportions, Lepage [8] has been
the first to discuss postulates, through a set interpretation analysis. However his
6 postulates are redundant in this setting, while the 3 ones we give are enough.
In terms of interpretation, [12] provides a large panel of algebraic models which
are likely to be subsumed in [5] by the use of second order logic substitutions.

Recently [13] has used analogical proportions for machine learning purposes,
focusing on classification problems, using a k-NN-like algorithm by means of
“analogical dissimilarities”. Our simple examples above somehow suggest the
potential of the discussed ideas for learning purposes: in particular, we may
wonder if our different proportions may play specific roles in learning problems.
In [14], it is shown that fuzzy CBR techniques (which parallel two cases rather
than four) can be favorably compared to k-NN algorithm, thus it will be inter-
esting to consider our more general framework in that respect.

7 Conclusion

Our analysis of core properties of analogy has introduced two new kinds of re-
lations, called paralogy and reverse analogy, capturing intuitions other than the
one underlying analogical proportion. While analogical and reverse analogical
proportions focus on dissimilarities, paralogical proportions privilege a reading
in terms of similarities. Then going to set and Boolean logic interpretations,
we have reset definitions in a unified setting. Finally, the tri-valued interpreta-
tion introduces gradualness in the proportions and highlights the fact that they
capture distinct inferential principles since they may provide distinct solutions.
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Abstract. A region-based approach towards modelling of bottom-up
visual attention is proposed with an objective to accelerate the internal
processes of attention and make its output usable by the high-level vi-
sion procedures to facilitate intelligent decision making during pattern
analysis and vision-based learning. A memory-based inhibition of return
is introduced in order to handle the dynamic scenarios of mobile vision
systems. Performance of the proposed model is evaluated on different cat-
egories of visual input and compared with human attention response and
other existing models of attention. Results show success of the proposed
model and its advantages over existing techniques in certain aspects.

1 Introduction

During the recent decade emphasis has increased towards building machine vi-
sion systems according to the role model of natural vision. The intelligence, ro-
bustness, and adaptability of natural vision have foundations in visual attention,
which is a phenomenon that selects significant portions of a given scene where
computational resources of the brain should concentrate for detailed analysis
and recognition. Many computational models have emerged for artificial visual
attention in order achieve capability of autonomous selection of important por-
tions of a given scene in machine vision. Mobile vision systems especially need
such a mechanism because they have limitations on the amount of computing
equipment that they can carry due to restrictions of payload and energy con-
sumption. An additional demand of such applications is the speedup in attention
processes and their compatibility with other vision modules in order to benefit
from the outcome of selective attention for improving efficiency of the overall
vision system.

This paper is concerned with the efforts of accelerating the attention proce-
dures and bringing them in harmony with rest of the computer vision so that
visual attention could play an effective and active role in practical vision systems.
A model for bottom-up visual attention system is presented that incorporates
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meinschaft (German Research Foundation) under grant Me 1289 (12 - 1)(AVRAM).

B. Mertsching, M. Hund, and Z. Aziz (Eds.): KI 2009, LNAI 5803, pp. 315–322, 2009.
c© Springer-Verlag Berlin Heidelberg 2009



316 M.Z. Aziz and B. Mertsching

early pixel clustering to investigate its effects in terms of the said requirements.
The basic conceptual difference of the proposed model from contemporary mod-
els is reduction in the number of items to be processed prior to attention proce-
dures by clustering pixels into segments instead of using individual pixels during
computation of attention. The proposed model is evaluated using human re-
sponse of attention as benchmark and compared with other existing models to
estimate the progress in the state of the art made by the proposal. Prospective
applications of such systems include exploration and surveillance machines able
to select relevant visual data according to human interest from a bulk of input.

2 Related Literature

In context of human vision, the features that can be detected before diverting
the focus of attention are summarized in [1] where color, orientation, motion and
size are reported as the confirmed channels while other fourteen probable and
possible features are also listed. The mathematical models of natural attention
to combine the feature channels proposed in [2] suggest a multiplication-style
operation in the visual cortex while it is modeled as square of sum in [3]. In
order to suppress the already attended locations to avoid continuous or frequent
focusing on the same object(s) inhibition of return (IOR) takes place in terms
of both location and object features [4].

In context of artificial visual attention, existing models of visual attention
propose different methodologies for computing saliency with respect to a selected
set of features and suggest methods to combine the feature saliency maps in
order to obtain a resultant conspicuity map. Pop-out is determined using a peak
selection mechanism on the final conspicuity map and each model then utilizes
some mechanism for applying IOR.

The model presented in [5] and [6] first normalizes the feature maps of color
contrast, intensity, and orientation and then applies a simple weighted sum to
obtain the input for the saliency map which is implemented as a 2D layer of
leaky integrate-and-fire neurons. A Winner Take All (WTA) neural network
ensures only one occurrence of the most active location in the master saliency
map. In this model inhibition of return is implemented by spatially suppressing
an area in the saliency map around the current focus of attention (FOA) while
feature-based inhibition is not considered. The elementary units of computation
are pixels or small image neighborhoods arranged in a hierarchical structure.

The model proposed in [7] applies independent component analysis algorithm
to determine relative importance of features whereas weighted sum of feature
maps is used to obtain a combined saliency map. An adaptive mask suppresses
the recently attended object for performing IOR. The model of [8] also computes
a weighted sum of individual feature maps for obtaining an integrated attention
map but introduces a manipulator map which is multiplied to the sum.

The model presented in [9] includes the aspect of tracking multiple objects
while focusing attention in a dynamic scene. A separate map is used for IOR
where the visited locations are marked as highly active. This activity inhibits the
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master map of attention to avoid immediate revisiting of the attended location.
The activity of the inhibition map decays slowly in order to allow revisiting of the
location after some time. Another model presented in [10] uses the direct sum of
the feature channels to compute a two-dimensional saliency map but they intro-
duce an anisotropic Gaussian as the weighting function centered at the middle
of the image. They have not reported any indigenous inhibition mechanism.

All of the above mentioned techniques have used a pixel-based approach in
which points, at either original scale of the input or its downscaled version, are
used during computations. Working with individual pixels at input’s original
scale hinders consideration of global context and demands more computational
resources. On the other hand, use of downscaled versions of the input cause
cloudiness in the final output leading to total loss of shape information about
the foci of attention and, most of the times, dislocation of the saliency clusters
resulting in inaccuracy in localizing the exact position of the FOA.

The object-based method proposed in [11] implements a hierarchical selec-
tivity process using a winner-take-all neural network. They apply a top-down
influence to increase or decrease the baseline of neural activity of the most promi-
nent feature channel. Their model deals with so called ‘groupings’ of pixels. This
model expects the object construction module to build hierarchical structure
from visual input, which is computationally very expensive with the current
state of the art of computer vision.

A method of finding saliency using early segmentation can be found in [12].
They use roughly segmented regions as structural units to compute the probabil-
ity of having a high saliency for each region. Although this method has similarity
with the proposed solution in terms of the basic concept but they use a statistical
approach mainly concentrating only on the global context.

3 Proposed Early-Clustering Approach

The proposed model groups pixels of the visual input possessing similar color
attributes into clusters using a robust illumination tolerant segmentation method
[13]. Architecture of the model at abstract level is sketched in figure 1. The
primary feature extraction function F produces a set of regions � consisting of n
regions each represented as Ri (1 ≤ i ≤ n) and feeds each Ri with data regarding
location, bounding rectangle, and magnitudes of each feature φf

i (f ∈ Φ). As five
channels of color, orientation, eccentricity, symmetry and size are considered in
the current status of our model, we have Φ = {c, o, e, s, z}. Each Ri also contains
a list of pointers to its immediate neighbors in � denoted by ηi. Computation
of the bottom-up saliency using the rarity criteria is performed by the process
S. The output of S is combined by W that applies weighted fusion of these
maps to formulate a resultant bottom-up saliency map. The function P applies
peak selection criteria to choose one pop-out at a time. The focus of attention
obtained at a particular time t is stored in the inhibition memory using which
the process of IOR suppresses the already attended location(s) at t + 1. The
memory management function M decides whether to place the recent FOA in
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Fig. 1. Architecture of the proposed region-based bottom-up attention model

inhibition memory or excitation memory according to the active behavior and
adjusts the weights of inhibition accordingly. Details of the feature extraction
module F and the saliency computation step S are comprehensively described in
[14] hence here the discussion will be focused on the next steps including feature
map fusion W , pop-out detection P , and memory based IOR controlled by M .

The weight of each feature channel f , W bu
f (t), is first initialized (at t = 0)

such that the color map gets the highest weight because it plays a major role in
attention, the size map gets the lowest weight because it is effective only when
other channels do not contain significant saliency, and the others a medium
one. As we use a multiplicative scheme for combining the feature channels, the
minimum weight that can be assigned to a channel can be a unit value, e.g.
W bu

z (0) = 1 for size channel.
Before summing up the feature saliencies, the weights are adjusted such that

the feature map offering the sharpest peak of saliency contributes more in the
accumulated saliency map. It is done by finding the distance, Δf , between the
maximum and the average saliency value in each map. The feature map with
the highest Δf is considered as most active and its weight is increased by a
multiplicative factor δ (we take δ = 2). Now the total bottom-up saliency βi(t)
of a region Ri at time t is computed using all feature saliencies Si

f (t):

βi(t) =
∑
f∈Φ

(
W bu

f (t)Si
f (t)
)
/
∑
f∈Φ

(
W bu

f (t)
)

(1)

The pop-out detection becomes simple after going through this procedure as the
region having the highest value of βi(t) will be the winner to get the focus of
attention. The FOA at time t is inhibited while finding pop-out at time t + 1.
Most of the existing models of attention implement either the spatial inhibi-
tion, in which a specific area around the point of attention is inhibited, or the
feature-map based inhibition in which the weight of the wanted feature chan-
nel is adjusted to obtain required results. We consider three types of inhibition
mechanisms namely feature-map based, spatial, and feature based.

The feature-map based inhibition is modeled for preventing a feature map from
gaining extra ordinary weight so that other features do not get excluded from the
competition. When a weight W bu

f (t) becomes equal to max(W bu
f (t)∀f ∈ Φ) then

it is set back to its original value that was assigned to it during the initialization
step. This mechanism keeps the weights of feature maps in a cycle.
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In order to deal with dynamic visual input the spatial and feature-based
IOR are applied using an inhibition memory, denoted by M I , because a series
of recently attended locations have to be inhibited. The inhibition memory is
designed to remember the last m foci of attention:

M I = {M I
k}, k ∈ {1, 2, ..m}

For the most recent item M I
k stored in M I , the value of k is set to 1. k increases

with the age of M I
k in the memory. At time t+1, the resultant saliency of a region

Si
f (t + 1) after spatial and feature-based inhibitions is computed as follows:

Si
f (t + 1) = Si

f (t)�s(Ri,M
I
k , k)�f (Ri,M

I
k , k) ∀ k ∈ {1, 2, ..m} (2)

�s(Ri,M
I
k , k) finds appropriate amount of inhibition in spatial context and

�f (Ri,M
I
k , k) inhibits already attended features after comparing Ri with all

m locations stored in M I . Decreasing suppression takes effect with the increas-
ing value of k, i.e., less suppression will be applied when age of the memory item
becomes older.

4 Results and Evaluation

The proposed attention system was tested using a variety of visual input includ-
ing images and video data taken from camera of robot head, synthetic environ-
ment of the simulation framework, self created benchmark samples, and other
images collected from internet image databases. In order to validate output of
the proposed model it was compared with human response of attention. Data
of human fixations was obtained using an eye tracking equipment. The images
used as input for the model testing were shown to human subjects (13 in to-
tal). Fixation scan paths were tracked and the locations where the eyes focused
longer than 200 ms were taken as the fixation points. Figure 2(a) shows a sam-
ple from the test data. Figure 2(b) demonstrates fixation spot for one of the
subjects whereas figure 2(c) is combination of attended locations by all subjects.
Recording of fixations was stopped after the first attention point in the exper-
iment presented here. Salient locations in perspective of human vision in each
test image were obtained using results of these psychophysical experiments.

Fig. 2. Results of psychophysical experiments using eye tracking equipment. (a) A
sample from input data. (b) Fixation by one subject. (c) Combined view of fixations
by all subjects of the experiment.
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The proposed model was executed on the same test data to obtained its
focused locations. Figure 3(a) shows the saliency map produced by the proposed
model at time of first focus of attention on the sample data shown in figure 2(a)
whereas figure 3(b) demonstrates the first five fixations made by the model. In
order to evaluate the standing of the proposed model among the contemporary
models, other models were executed on the same set of input images and their
fixation data was recorded. Figures 3(c) and 3(d) demonstrate first five foci of
attention by the models of [5] and [12], respectively, on the same sample.

Fig. 3. Results of fixations by the computational models of attention on the input
given in figure 2(a). (a) Saliency map for the first focus of attention produced by the
proposed model. (b) First five foci of attention by the proposed model. (c) and (d)
First five fixations by the model of [5] and [12] respectively.

Figure 4 demonstrates results of the proposed system in a dynamic scenario
experimented in a virtual environment using the robot simulation framework
developed in our group [15]. Figure 4 (a) shows the environment in which the
simulated robot drives on the path marked by the red arrow while figure 4 (b)
shows the scene viewed through the camera head of the robot. Figure 4 (c) to (g)
present the output of bottom-up attention for five selected frames each picked
after equal intervals of time. The current focus of attention is marked by a yellow
rectangle whereas blue ones mark the inhibited locations.

For the purpose of evaluation we categorized the input into four levels of
complexity. First level consisted of images on which the human vision found only
one object of interest (e.g. a red circle among many blue ones). The second and
third levels consisted of images with two and three possible objects of interest,
respectively, while the fourth level had more than three. Figure 5(a) shows the
percentage of fixations (using maximum five fixations per image) that matched
between the human response and those by the proposed model, model of [5],
and that presented in [12]. The percentage of error fixations (out of first five)
performed by the three models that were outside the salient spots are plotted in
figure 5(b). The error fixations are independent of matching fixations because a
model may repeat its fixation on already attended objects.
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Fig. 4. Results in dynamic scenario using a simulated mobile vision system. (a) Simu-
lated robot moving in virtual environment (along the path marked by the red arrow)
(b) Scene viewed through left camera of the robot. (c) to (g) Fixated locations are
indicated by yellow marks and inhibited locations by blue ones.

Fig. 5. (a) Percentage of fixations by the proposed model and the models by [5] and
[12] matching with human response. (b) Percentage of fixation falling outside salient
areas by the three models.

5 Discussion

It is noticeable in the evaluation data that the proposed model has valid results
to a level comparable to the existing models. The proposed model performs
much better than the other models on the simple input categories with one or
two objects of interest because it works with greater number of feature channels.
The drop of performance by the proposed model in case of complex scenes hap-
pens firstly because of region segmentation errors in natural scenes. Secondly,
individual priorities in humans when real life scenes are shown to them make
it hard to predict saliency only on basis of feature contrast. Performance of the
proposed model remains equivalent to the other better performing model on the
categories offering complexity. Such level of performance of the proposed sys-
tem is coupled with some advantages. Firstly, the model produced output faster
than other models even when it computes more feature channels to find saliency.
Secondly, the foci of attention produced by the proposed model are reusable by
high level machine vision algorithms as shape and already computed features of
the attended region remain available. On the other hand, other models loose the
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shape and features due to low resolution processing and fairly blur output in
the final stage. Thirdly, due to preservation of high resolution shape and posi-
tion, the proposed model is able to provide accurate location of the FOA. Such
accuracy is importance when the vision system is required to bring the object
of interest in center of view using overt attention. These advantages makes the
proposed model a leading candidate for use in biologically inspired intelligent
mobile vision systems.
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Abstract. Starting from the observation by Lakoff and Núñez (2000) that the
process for mathematical discoveries is essentially one of creating metaphors, we
show how Information Flow theory (Barwise & Seligman, 1997) can be used to
formalise the basic metaphors for arithmetic that ground the basic concepts in the
human embodied nature.

1 The Cognition of Mathematics

Mathematics is most commonly seen as the uncovering of eternal, absolute truths about
the (mostly nonphysical) structure of the universe. Lakatos (1976) and Lakoff and
Núñez (2000) argue strongly against the ‘romantic’ (Lakoff and Núñez) or ‘deductivist’
(Lakatos) style in which mathematics is usually presented.

Lakatos’s philosophical account of the historical development of mathematical ideas
demonstrates how mathematical concepts are not simply ‘unveiled’ but are developed
in a process that involves, among other things, proposing formal definitions of mathe-
matical concepts (his main example are polyhedra), developing proofs for properties of
those concepts (e.g. Euler’s conjecture that for polyhedra V −E +F = 2, where V , E , F
are the number of vertices, edges and faces, respectively) and refining those concepts,
e.g. by excluding counterexamples (what Lakatos calls monster barring) or widening
the definition to include additional cases. Thus, the concept polyhedron changes in the
process of defining its properties, and this casts doubt on whether ployhedra ‘truly exist’.

Lakoff and Núñez (2000) describe how mathematical concepts are formed (or, de-
pending on the epistemological view, how mathematical discoveries are made). They
claim that the human ability for mathematics is brought about by two main factors: em-
bodiment and the ability to create and use metaphors. They describe how by starting
from interactions with the environment we build up (more and more abstract) mathe-
matical concepts by processes of metaphor. They distinguish grounding from linking
metaphors (p. 53). In grounding metaphors one domain is embodied and one abstract,
e.g. the four grounding metaphors for arithmetic, which we describe below. In linking
metaphors, both domains are abstract, which allows the creation of more abstract mathe-
matical concepts, e.g. on the having established the basics of arithmetic with grounding
metaphors this knowledge is used to create the concepts points in space and functions
(p. 387).

⋆ The research reported here was carried out in the Wheelbarrow project, funded by the EPSRC
grant EP/F035594/1.
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Even if the universal truths view of mathematics were correct, the way in which
people construct, evaluate and modify mathematical concepts has received little atten-
tion from cognitive science and AI. In particular, it has not yet been described by a
computational cognitive model. As part of our research on understanding the cogni-
tion of creating mathematical concepts we are building such a model (Guhe, Pease, &
Smaill, 2009; Guhe, Smaill, & Pease, 2009), based on the two streams of research out-
lined above. While there are cognitive models of learning mathematics (e.g. Lebiere
1998; Anderson 2007), there are to our knowledge no models of how humans create
mathematics.

2 Structure Mapping, Formal Models and Local Processing

Following Gentner (1983; see also Gentner & Markman, 1997, p. 48) we assume that
metaphors are similar to analogies. More specifically, there is no absolute distinction
between metaphor and analogy; they rather occupy different but overlapping regions of
the same space of possible mappings between concepts, with analogies comparatively
mapping more abstract relations and metaphors more properties. According to Gen-
tner’s (1983, p. 156) structure mapping theory the main cognitive process of analogy
formation is a mapping between the (higher-order) relations of conceptual structures.

Although we use this approach for creating computational cognitive models of math-
ematical discovery (see Guhe, Pease, & Smaill, 2009 for an ACT-R model using the
path-mapping approach of Salvucci & Anderson, 2001), in this paper we use a formal
model extending the one presented in Guhe, Smaill, and Pease (2009) that specifies
the grounding metaphors for arithmetic proposed by Lakoff and Núñez (2000). Formal
methods are not commonly used for cognitive modelling, but we consider it a fruitful ap-
proach to mathematical metaphors, because, firstly, mathematics is already formalised,
and, secondly, if Lakoff and Núñez are correct that metaphors are a general cognitive
mechanism that is applied in mathematical thinking, formal methods are an adequately
high level of modelling this general purpose mechanism. Furthermore, collecting empir-
ical data on how scientific concepts are created is difficult. This is true for case studies
as well as laboratory settings. Case studies (e.g. Nersessian, 2008) are not reproducible
(and therefore anecdotal), and they are usually created in retrospect, which means that
they will contain many rationalisations instead of an accurate protocol of the thought
processes. Laboratory settings in contrast (cf. Schunn & Anderson, 1998) require to
limit the participants in their possible responses, and it is unclear whether or how this
is different from the unrestricted scientific process.

Using the formal method, we take the metaphors used in the discovery process and
create a formal cognitive model of the mapping of the high-level relations. The model is
cognitive in that it captures the declarative knowledge used by humans, but it does not
simulate the accompanying thought processes. For the formalisation we use Informa-
tion Flow theory (Barwise & Seligman, 1997, see section 4), because it provides means
to formalise interrelations (flows of information) between different substructures of a
knowledge representation, which we called local contexts in Guhe (2007). A local con-
text contains a subset of the knowledge available to the model that is relevant with
respect to a particular focussed element. In cognitive terms, a focussed element is an
item (concept, percept) that is currently in the focus of attention.



A Formal Cognitive Model of Mathematical Metaphors 325

The ability to create and use suitable local contexts is what sets natural intelligent
systems apart from artificial intelligent systems and what allows them to interact effi-
ciently and reliably with their environment. The key benefit of this ability is that only
processing a local context (a subset of the available knowledge) drastically reduces
the computational complexity and enables the system to interact with the environment
under real-time constraints.

3 Lakoff and Núñez’s Four Basic Metaphors of Arithmetic

Lakoff and Núñez (2000, chapter 3) propose that humans create arithmetic with four
different grounding metaphors that create an abstract conceptual space from embodied
experiences, i.e. interactions with the real world. Since many details are required for
describing these metaphors adequately, we can only provide the general idea here. Note
that the metaphors are not interchangeable. All are used to create the basic concepts of
arithmetic.

1. Object Collection. The first metaphor, arithmetic is object collection, describes
how by interacting with objects we experience that objects can be grouped and that
there are certain regularities when creating collections of objects, e.g. by remov-
ing objects from collections, by combining collections, etc. By creating metaphors
(analogies), these regularities are mapped into the domain of arithmetic, for exam-
ple, collections of the same size are mapped to the concept of number and putting
two collections together is mapped to the arithmetic operation of addition.

2. Object Construction. Similarly, in the arithmetic is object construction metaphor
we experience that we can combine objects to form new objects, for example by
using toy building blocks to build towers. Again, the number of objects that are
used for the object construction are mapped to number and constructing an object
is mapped to addition.

3. Measuring Stick. The measuring stick metaphor captures the regularities of using
measuring sticks for the purpose of establishing the size of physical objects, e.g. for
constructing buildings. Here numbers correspond to the physical segments on the
measuring stick and addition to putting together segments to form longer segments.

4. Motion Along A Path. The motion along a path metaphor, finally, adds concepts
to arithmetic that we experience by moving along straight paths. For example, num-
bers are point locations on paths and addition is moving from point to point.

4 Information Flow

This section gives a short introduction to Information Flow theory. We focus on the as-
pects needed for our formalisation, see Barwise and Seligman (1997) for a detailed discus-
sion. We need three notions for our purposes: classification, infomorphism and channel.

Classification. A classification A consists of a set of tokens tok(A), a set of types
typ(A) and a binary classification relation ⊧A between tokens and types. In this way, the
classification relation classifies the tokens, for example, for a token a ∈ tok(A) and a
type α ∈ typ(A) the relation can establish a ⊧A α. Graphically, a classification is usually
depicted as in the left of figure 1, i.e. with the types on top and the tokens on the bottom.
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Fig. 1. Left: Two classifications (A and B) and an infomorphism ( f ) in Information Flow; Right:
Channel C = { f1, f2, f3, f4} and its core C

Infomorphism. An infomorphism f ∶ A⇄ B from a classification A to a classification
B is a (contravariant) pair of functions f = ⟨ f ,̂ f ˇ⟩ that satisfies the following condition:

f ˇ(b) ⊧A α iff b ⊧B f ˆ(α)

for each token b ∈ tok(B) and each type α ∈ typ(A), cf. figure 1.
Note that the type relation f ˆ and the token relation f ˇ point in opposite directions.

A mnemonic is that the ˆ of f ˆ points upwards, where the types are usually depicted.

Channel. A channel is a set of infomorphisms that have a common codomain. For
example, the channel C shown in figure 1 consists of a family of four infomorphisms
f1 to f4 that connect the four classifications A1 to A4 to the common codomain C. The
common codomain is the core of the channel. Note that the infomorphisms are all pairs
of functions, i.e. f1 = ⟨ f1̂ , f1ˇ⟩, etc.

The core is the classification that contains the information connecting the tokens in
the classifications A1 to A4. For this reason, the tokens of C are called connections. In
our application to arithmetic the core is the arithmetic knowledge that represents what
is common to the different source domains.

Channels and cores are the main way in which Information Flow achieves a dis-
tributed, localised representation of knowledge. In other words, this is the property of
the Information Flow approach that fits to the localised representation and processing
found in cognition. At the same time, infomorphisms provide a principled way of rep-
resenting the connections between the different local contexts.

5 Formalisation of the Metaphors for Arithmetic

The basic idea of how to apply Information Flow theory to the four basic metaphors
of Lakoff and Núñez (2000) is that each domain (object collection, object construction,
measuring stick, motion along a path and arithmetic) is represented as a classification
and the metaphors between the domains are infomorphisms.

Information Flow captures regularities in the distributed system (Barwise & Selig-
man, 1997, p. 8). So, the infomorphisms between the four source domains and the core
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(arithmetic) capture the regularities that link these domains to arithmetic and the knowl-
edge shared by these domains. (A full arithmetic classification contains more than these
commonalities – think of arithmetic concepts arising by linking metaphors like the con-
cept of zero – but for our current purposes it suffices to think of it this way.)

In Guhe, Smaill, and Pease (2009) we present the object collection and object con-
struction metaphors. We will, therefore, present the remaining two metaphors here.
Note that we are only formalising the basics of the metaphors here. However, we chose
the formalisation with respect to the required extensions, e.g. the iteration extension of
the measuring stick metaphor, which should be rather straightforward.

5.1 Measuring Stick

The measuring stick metaphor, cf. table 1, is formalised with vectors, which facilitate
the extensions proposed by Lakoff and Núñez (2000), e.g. for the metaphors creating
the notion of square roots (p. 71). We define a classification MS where the tokens of the
measuring stick domain are actual physical instances of measuring sticks encountered
by the cognitive agent. We name the elements s⃗A, s⃗B, etc. The tokens are classified
by their length, i.e. types are a set equivalent to the set of natural numbers N. The
classification relation ⊧MS classifies the measuring sticks by their length. Given this
classification, we can now assign a type to each token, e.g. s⃗A ⊧MS 3, s⃗B ⊧MS 5.

Table 1. The measuring stick metaphor

measuring stick arithmetic
physical segments numbers
basic physical segment one
length of the physical segment size of the number
longer greater
shorter less
acts of physical segment placement arithmetic operations
putting physical segments together end to end addition
taking a smaller physical segment from a larger one subtraction

– Physical segments (consisting of parts of unit length): A physical segment (of
parts of unit length) is a vector (of multiples of the unit vector, i.e. the vector of
length 1). All vectors in this classification are multiples of the unit vector and all
vectors have the same orientation and direction.

– Basic physical segment: The basic physical segment is a vector a⃗ with ∣a⃗∣ = 1.
– Length of physical segment: The length of a physical segment is the length of the

vector: lengthMS(s⃗) = ∣s⃗∣.
– Longer/shorter:

longerMS(s⃗A, s⃗B) = {
true, if lengthMS(s⃗A) > lengthMS(s⃗B),

f alse, if lengthMS(s⃗A) ≤ lengthMS(s⃗B)

shorterMS is defined analogously.
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– Acts of physical segment placement: Operations on vectors. Results of the seg-
ment placements (operations) are physical segments (vectors).

– Putting physical segments together end-to-end with other physical segments:
This operation is defined as vector addition:

putTogetherMS(s⃗A, s⃗B) = s⃗A+ s⃗B

As all vectors have the same orientation, the length of the vector created by the
vector addition is the sum of the lengths of the two original vectors.

– Taking shorter physical segments from larger physical segments to form other
physical segments: This operation is also defined as vector addition, but this time
the shorter vector (s⃗B) is subtracted from the longer vector (s⃗A):

takeSmallerMS(s⃗A, s⃗B) = s⃗A− s⃗B

As above, the vectors have the same orientation, so the lengths ‘add up’. The corre-
sponding type is the difference of the two lengths.

5.2 Motion along a Path

The motion along a path metaphor, cf. table 2, is formalised as sequences (lists), which
we write as ⟨. . .⟩. The elements of the sequences are ● (any symbol will do here). The
classification is called MP. The sequences are named pathA, pathB, etc. Again the to-
kens are classified by their length; the type set is N.

– Acts of moving along the path: Operations on sequences.
– The origin, the beginning of the path: The empty sequence: ⟨⟩. Because N, with

which model the arithmetic domain, does not contain 0, origins are not part of
the model. We consider this the first (very straightforward) extension of the ba-
sic metaphors, which is reflected in the fact that historically 0 was a rather late
invention.

– Point-locations on a path: Sequences of particular lengths, and the result of oper-
ations on sequences. The length of a sequence is given by the function lengthMP,
which returns the number of elements in the sequence.

– The unit location, a point-location distinct from the origin: The sequence with
one element: ⟨●⟩.

Table 2. The arithmetic is motion along a path metaphor

motion along a path arithmetic
acts of moving along the path arithmetic operations
a point location on the path result of an operation; number
origin; beginning of the path zero
unit location, a point location distinct from the origin one
further from the origin than greater
closer to the origin than less
moving away from the origin a distance addition
moving toward the origin a distance subtraction
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– Further from the origin than/closer to the origin than:

f urtherMP(pathA, pathB) = {
true, if lengthMP(pathA) > lengthMP(pathB),

f alse, if lengthMP(pathA) ≤ lengthMP(pathB)

closerMP is defined analogously.
– Moving from a point-location A away from the origin, a distance that is the

same as the distance from the origin to a point-location B: Moving a distance
B away from a point A that is different from the origin is the concatenation of the
sequences:

moveAwayMP(pathA, pathB) = pathA ○ pathB

where ○ concatenates two sequences in the usual fashion:
⟨●1●2, . . .⟩○⟨●I ,●II , . . .⟩ = ⟨●1●2, . . . ,●I ,●II , . . .⟩

The corresponding type is the addition of the two lengths.
– Moving toward the origin from A, a distance that is the same as the distance

from the origin to B: For this operation to be possible, it must be the case that
length(pathA) > length(pathB).

towardOriginMP(pathA, pathB) = pathC,where pathA = pathB ○ pathC

The corresponding type is the difference of the two lengths.

5.3 Arithmetic

The classification AR representing arithmetic consists of the abstract natural numbers
as tokens and concrete instances of natural numbers as types. The smallest number is 1.
The arithmetic operations are defined as usual1.

5.4 Metaphor Infomorphisms and Channel

Given these three classifications we can now define the channel C as the set of two
infomorphisms (C ={ fMS, fMP}) between the two classifications representing the source
domains (MS and MP) and the core AR.

Infomorphism from Measuring Stick to Arithmetic. The infomorphism linking the
measuring stick collection domain to arithmetic is defined as fMS ∶MS⇄AR. The rela-
tion between types is then f ˆMS(n) = lengthMS(s⃗A), where n ∈N and lengthMS(s⃗A) = n,
the relation between tokens f ˇMS(n) = s⃗A where n ∈N and s⃗A is a representation of the
physical measuring stick that the number refers to.

The shortest measuring stick is f ˇMS(s⃗A) = 1, where lengthMS(s⃗A) = 1 and the com-
parisons and operations are mapped as f ˆMS(longerMS) = >, f ˆMS(shorterMS) = <,
f ˆMS(+) = +, f ˆMS(−) = −. Recall that the types for putTogetherMS and takeSmallerMS

are the sum/difference of the lengths of the vectors representing the tokens.
1 Note that types can be structured. The natural way to look at >, for example, is to look at the

sum of two classifications, each of which is some version of number: N→ N+N← N. The
tokens of N+N are pairs of tokens (tk1,tk2) from the two copies, and the type that judges
whether one token is ‘greater’ than the other returns a Boolean dependent on the token compo-
nents tk1,tk2.
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Infomorphism from Motion along a Path to Arithmetic. Similar to the definition
above, the informorphism fMP ∶MP⇄AR relates types as f ˆMP(n) = lengthMP(pathA),
where n ∈ N and lengthMP(pathA) = n, and tokens as f ˇMP(n) = pathA, where n ∈ N
and pathA represents a path being referred to by the number. The other properties are
defined as: f ˆMP(biggerMP) = >, f ˆMP(smallerMP) = <, f ˆMP(+) = +, f ˆMP(−) = −.
As above, for putTogetherMP and for takeSmallerMP the corresponding types are the
sum/difference of the lengths of the sequences representing the tokens.

6 Conclusions and Future Work

Based on the work by Lakatos (1976) and by Lakoff and Núñez (2000) we argued that
mathematics is not the uncovering of unchanging, eternal truths, but at its core it is
a cognitive process. This means, that even if such truths exist, humans still discover
them using cognitive processes. We demonstrated how Information Flow can be used to
formalise the basic metaphors for arithmetic, i.e. to create a high-level cognitive model
of these metaphors, and presented two of them (see Guhe, Smaill, & Pease, 2009 for
the other two). We are currently working on an implementation of this formalisation
that additionally uses quotient classifications (Barwise & Seligman, 1997, sec. 5.2).
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Abstract. In this paper a method for clustering patterns represented
by sets of sensorimotor features is introduced. Sensorimotor features as
a biologically inspired representation have proofed to be working for the
recognition task, but a method for unsupervised learning of classes from
a set of patterns has been missing yet. By utilization of Self-Organizing
Maps as a intermediate step, a hierarchy can be build with standard
agglomerative clustering methods.

1 Motivation

The task of unsupervised discovering of meaningfull structures in data sets –
formally known as clustering – is probably among the most covered in computer
science. Without having any (or much) knowledge about the underlying structure
of the data, one hopes that partition of class can be extracted from the similarity
of patterns.

The goal of this work is investigate in how far semantic information can be
found in pattern represented by sensorimotor features. Sensorimotor features are
defined as two distinct points associated with some sensory data and connected
by some relation. In the scope of this work, it means a saccade-like representation,
but it is also possible to use it for instance in the spatial domain with two
locations in space being connected by some motor actions of an agent[1,2].

The target output is a hierarchy of classes. The goal is thus not only to par-
tition the space meaningfully but also to obtain a memory structure for further
recognition tasks. The usage of a hierarchical memory is not only usefull from a
computational point of view, but also agrees with cognitive memory structures.
Psychological experiments give evidence for the existence of hierarchical propo-
sitional networks [3], sequence planning and execution [4], cognitive maps [5],
memorizing of sequences of symbols [6] or hierarchical mental imagery[7].

In this work, the clustering of sensorimotor features will be performed on
image sets.

The following section 2 will explain how images are represented by sensori-
motor features and what those features actually consists of. Furthermore, Self-
Organizing Maps and Agglomerative Hierarchical Clustering will be explained
briefly in general since both are used in the overall clustering task. Section 3
presents the actual approach to clustering sensorimotor features and section 4
shows the results.

B. Mertsching, M. Hund, and Z. Aziz (Eds.): KI 2009, LNAI 5803, pp. 331–338, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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2 Methods

2.1 Image Representation

Images are represented by a set of “eye movements” [8], mimicking the biological
way of recognition of views by performing saccades. The foveal spot in the human
eye – the only part with a high optical resolution – covers only a very narrow
part of the view. Still humans are able to perceive the environment in detail by
performing rapid eye movements, thus shifting the fixation location of the fovea
around.

The data structure used to store an “eye movement” is called a sensorimotor
feature. It consists of a triple < feature, action, feature > (FAF ) where the fea-
tures contain some sensory data at an image location and the action stores the
relative position change from the first to the second feature. The features are lo-
cally limited, resembling the narrow angle of the view field covered by the foveal
spot during a fixation. The action corresponds with the relative shift of gaze.

Feature Extraction and Representation. The extraction of interesting fix-
ation location is based on the concept of intrinsic dimensionality. This concept
relates the degrees of freedom provided by a domain to the degrees of freedom
actually used by a signal and states that the least redundant (the most infor-
mative) features in images are intrinsically two-dimensional signals (i2D-signals)
[9,10].

For the actual extraction, nonlinear i2D-selective operators are applied to the
image to find the fixation locations. Afterwards the feature vectors describing the
local characteristics are generated by combining the outputs of linear orientation
selective filters [8]. As a result, the foveal feature data structure stores the local
opening angle, the orientation of the angle opening with respect to the image
and the color.

The action structure stores the relation between two foveal features, contain-
ing the distance, the difference angle (the difference between the opening angles
of those features) and the relation angle.

An image as a whole is represented as a set of such sensorimotor features.
For a given number of fixation locations, each pair of foveal features can be
connected by two actions since a sensorimotor feature is directional. In terms of
graph theory this makes a fully connected directional graph with a cardinality
of |E| = |V | · (|V | − 1) where an edge |E| is an action and a vertex |V | is a
fixation location. The number of sensorimotor features in total is equivalent to
the number of edges1.

2.2 Self-Organizing Maps

A Self-Organizing Map (SOM)[11] is a competitive neural network, developed
by Teuvo Kohonen in the 1980s [12].

1 In practice, an 512x512 image has roughly 40–50 extracted foveal features.
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A SOM realizes a mapping from a higher-dimensional input space to a two-
dimensional grid while preserving the original topological information of the
input space. The inspiration for these networks comes from topological structures
in the human brain which are spatially organized according to the sensory input
[13] (see [14,15] for an overview of research results).

Working Principle. The basic principle of the SOM is to adopt a neuron and
its local area in order to make it fit better to a specific input, thus specializing
individual nodes to particular inputs. The map as a whole converges to a state
where certain areas of the map are specialized to certain parts of input space, so
that the topological relations of the input space are preserved in the output space.

The training algorithm for the map is a iterative process during which the
best-matching-unit (neuron with minimum distance to current input pattern) is
found first. Afterwards the unit and its surrounding neurons are adapted to the
current input by changing the weight vector of a neuron according to (1)

mn(t+ 1) = mn(t) + α(t) hcn [x(t) − mn(t)] (1)

where t denotes time. x(t) is an input vector at time t, the neighborhood kernel
around the best-matching unit c is given as hcn and finally, the learning rate
α(t) at a specific time.

2.3 Hierarchical Clustering

Classically clustering algorithms can be divided into hierarchical and partitioning
ones. While the partitioning ones produce one, flat set of partitions, hierarchical
construct nested partitions, resulting in a dendrogram. In a dendrogram each
node represents a cluster; the original patterns are the leafs of the tree and thus
singleton clusters.

Agglomerative hierarchical algorithms start with each pattern in a singleton
cluster and merge them iteratively until only one cluster is left. The merging
process is basically driven by linkage rules which define which two clusters will
be merged in each step, and the similarity measure which is calculated between
individual patterns that populate clusters. Both, linkage and similarity have a
high impact on cluster quality.

Similarity Measures. Similarity is expressed within the range [0 . . . 1] where
1 states equality and 0 nothing in common at all.

Among the possible similarity measures, Euclidean distance-based measures
seem to have the highest popularity. It can be derived from the more general
Lp-norm (or Minkowski norm)

dp(x, y) =

(
n∑

i=1

|xi − yi|p
) 1

p

. (2)

With p = 2 the Minkowski distance results in Euclidean.
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The cosine measure is especially popular in document clustering. The simi-
larity is expressed by the cosine of the angle between two vectors and measures
similarity directly. It is given by

scosine(xi, xj) =
xi · xj

‖xi‖2 · ‖xj‖2
(3)

where xi · xj is the dot -product and ‖x‖2 is the Euclidean norm (p-norm with
p = 2) of the vector.

The Tanimoto similarity captures the degree of overlap between two sets and
is computed as the number of shared attributes.

sTanimoto(xi, xj) =
xi · xj

‖xi‖2 + ‖xj‖2 − xi · xj
(4)

with xi ·xj being the dot -product and ‖x‖2 is the Euclidean norm of the vector.
This measure is also referred to as Tanimoto coefficient (TC ).

[16] gives a comparison about the behavior of the three above-mentioned
measures.

Linkage Rules. Out of the number of available linkage rules, single and com-
plete linkage are two extremes. Single linkage defines the distance between two
clusters as the minimum distance between the patterns of these clusters. In
contrast complete linkage takes the maximum distance between patterns. Both
produce clusters of different shape: single linkage produces chain-like clusters
which is usefull for filamentary data sets; complete linkage produces sphere-like
clusters which works well with compact data.

In practice data sets often are not structured in a way suitable for the before-
mentioned linkage rules. Average based linkage rules incorporate all patterns
from a pair of clusters in the distance calculation. There are several variants like
“Average Linkage Between Groups” which takes the average distance between
all pairs of patterns or “Average Linkage Within Group” which takes the average
distance between all possible pairs of patterns if they formed a single cluster.
“Ward’s method”[17] aims at minimizing the intra-cluster variance by forming
a hypothetical cluster and summing the squares of the within-cluster distances
to a centroid. The average linkage rules, especially “Ward’s” linkage work pretty
robust on arbitrary data.

3 Hierarchical Image Clustering

3.1 Comparison of Sensorimotor Features and Images

The problem of comparing pairs of sensorimotor features brings up some prob-
lems. In [8], where the task was image recognition, those features were treated
as symbols with a particular FAF giving evidence for a set of scenes. The initial
sensory measurements – angles, distances and colors – are numerical values which
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can be measured rather precisely. Still 1:1 comparison of such values turned out
to be not very robust to slight transformations. The mapping of the original
values to intervals leads to a more robust representation with slightly different
values being mapped to the same interval.

The calculation of similarity between images with features treated as symbols
allows only the usage of usage of similarity measures based on set operations.
Initial tests with such similarity measures produced only mediocre results and
led to the idea of a numerical representation. Similar to approaches from doc-
ument clustering [18] a vector representation for an image was used. Such a
representation allows for the usage of numerical similarity measures like those
mentioned above.

3.2 Obtaining a Numerical Image Representation

For obtaining the numerical representation, firstly the sensorimotor features were
extracted from a given set of images. A Self-Organizing Map was then trained
with the entire set of features. That way the system learned how to group sets
of features for a given output size (the map size) which corresponds with the
number of components of the vector used for image representation.

The actual representation for a particular image is obtained by presenting the
sensorimotor features associated with the image to the SOM. For each feature, a
particular map node will be activated, being the Best-Matching-Unit. By count-
ing the activations of map nodes, a histogram is generated for each image which
serves as the vector for similarity measurement (fig. 1).

Fig. 1. From sensorimotor representation of image to histogram. The features repre-
senting an image are mapped to a previously trained SOM. A histogram representation
is obtained by counting those mappings.

3.3 Hierarchical Clustering and Quality Assessment

The actual generation of the hierarchy was with agglomerative hierarchical clus-
tering (see 2.3), with all combinations of the five linkage rules and the three
similarity measures.

For the assessment of the quality of the produced hierarchy, the f-measure is
a suitable measure[19]. It is computed from two other measures, precision and
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recall. Precision states the fraction of a cluster that belongs to a particular class
and recall expresses the fraction of objects from a particular class found in a
particular cluster out of all objects of that class.

The f-measure is a combination of precision and recall. It states to which
extend a cluster x contains only and all objects of class c and is given by

F (x, c) =
2 · precision(x, c) · recall(x, c)
precision(x, c) + recall(x, c)

. (5)

The values produced by the measure are in the range of [0 . . . 1]. A value of 1
means that a cluster is entirely populated by objects from one class and no other.
If computed for a hierarchy the f-measure is computed for every node of the tree
for a given class and the maximum is returned.

The interpretation of a value of 1 is that there is a particular subtree of the
hierarchy with objects of class c only and no other. The overall f-measure of a
hierarchy is then basically the sum of weighted f-measures for all classes

F =
∑

c

nc

n
F (c) =

∑
c

nc

n
max

x
(F (x, c)) (6)

with nc being the number of objects in cluster c and n is total number objects.

4 Results and Discussion

The performance has been tested with the “Columbia Object Image Library”
(COIL-20)[20]. This image database consists of 20 objects photographed under
stable conditions from 72 different perspectives, each view rotated by 5 ◦.

The initial tests were performed on small subsets of the database in order
to see whether the system is able at all to discover semantic information. Ob-
jects were selected randomly and from the selected objects, views were picked
randomly as well.

Table 1 shows that a f-measure value of 1.000 can be achieved with certain
linkage rules and similarity measures which means that image were separated
according to their inherent class.

Table 1. F-measure for small COIL-20 subset for combinations of linkage rules and
similarity measures

Euclidean Cosine Tanimoto

Single 0.656 0.794 0.861
Complete 0.675 0.905 0.915
Average between groups 0.656 0.915 1.000
Average within group 0.656 0.915 0.915
Ward 0.675 1.000 1.000
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Fig. 2. Generated hierarchy with Tanimoto distance and Ward’s linkage

Figure 2 shows the hierarchy generated
When tested with the full COIL-20 set, consisting of 1440 image, the fig-

ures drop significantly. With Tanimoto similarity measure and Ward’s linkage
rule, a f-measure of 0.358 can be obtained. Inspecting the generated hierarchy
shows that the rough similarities have been captured. For instance, round-shaped
patterns populate a particular subtree, but patterns from different classes are
mixed.

Based on the results above, you can say that this method is able to capture
semantic information in small scale, but on a large scale, the separation does not
work well enough.

5 Summary

The hierarchical clustering approach introduced works on patterns represented
by sets of sensorimotor features. By mapping the sensorimotor features to a
Self-Organizing Map, a fixed-size vector representation of patterns is produced.
The mapping of the set of sensorimotor features of a particular pattern to the
output layer of the SOM generates a histogram of SOM activations which serves
as a representation of the pattern. Being a numerical representation, it can be
further processed with standard agglomerative hierarchical clustering methods
in order to produced the hierarchy.
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Abstract. We propose a new EEG-based wireless brain computer in-
terface (BCI) with which subjects can “mind-type” text on a computer
screen. The application is based on detecting P300 event-related poten-
tials in EEG signals recorded on the scalp of the subject. The BCI uses a
simple classifier which relies on a linear feature extraction approach. The
accuracy of the presented system is comparable to the state-of-the-art
for on-line P300 detection, but with the additional benefit that its much
simpler design supports a power-efficient on-chip implementation.

1 Introduction

Research on brain computer interfaces (BCIs) has witnessed a tremendous de-
velopment in recent years (see, for example, the editorial in Nature [1]), and
is now widely considered as one of the most successful applications of the neu-
rosciences. BCIs can significantly improve the quality of life of neurologically
impaired patients with pathologies such as: amyotrophic lateral sclerosis, brain
stroke, brain/spinal cord injury, cerebral palsy, muscular dystrophy, etc.
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Brain computer interfaces are either invasive (intra-cranial) or noninvasive.
The first ones have electrodes implanted usually into the premotor- or motor
frontal areas or into the parietal cortex (see review in [2]), whereas the non-
invasive ones mostly employ electroencephalograms (EEGs) recorded from the
subject’s scalp. The noninvasive methods can be further subdivided into three
groups. The first group explores visually evoked potentials (VEPs) and they can
be traced back to the 70s, when Jacques Vidal constructed the first BCI [3]. The
second group of noninvasive BCIs rely on the detection of imaginary movements
of the right or the left hand [4]. The third noninvasive group are the BCIs that
rely on the ‘oddbal’ evoked potential in the parietal cortex, and is the topic of
this article.

An event-related potential (ERP) is a stereotyped electrophysiological re-
sponse to an internal or external stimulus [5]. One of the most known and
explored ERPs is the P300. It can be detected while the subject is classifying
two types of events with one of the events occurring much less frequently than
the other (rare event). The rare events elicit ERPs consisting of an enhanced
positive-going signal component with a latency of about 300 ms [6].

In order to detect the ERP in the signal, one trial is usually not enough
and several trials must be averaged. The averaging is necessary because the
recorded signal is a superposition of all ongoing brain activities as well as noise.
By averaging the recordings, the activites that are time-locked to a known event
(e.g., onset of attended stimulus) are extracted as ERPs, whereas those that are
not related to the stimulus presentation are averaged out. The stronger the ERP
signal, the fewer trials are needed, and vice versa.

A number of off-line studies have been reported that improve the classification
rate of the P300 speller [7, 8, 9], but not much work has been done on on-line
classification. To the best of our knowledge, the best on-line classification rate
for mind-typers is reported in [10]. For a decent review of BCIs, which is out of
the scope of this study, see [11].

The BCI system descibed in this article is an elaboration of the P300-based
BCI but with emphasis on a simple design for a power-efficient on-chip imple-
mentation.

2 Methods

2.1 Acquisition Hardware

The EEG recordings were performed using a prototype of an ultra low-power
8-channel wireless EEG system (see Fig. 1). This system was developed by
IMEC partner and is built around their ultra-low power 8-channel EEG am-
plifier chip [12]. The EEG signals are µV-range low-frequency signals that are
correlated with a large amount of common-mode interference. This requires the
use of a high performance amplifier with low-noise and high common-mode re-
jection ratio (CMRR). IMEC’s proprietary 8-channel EEG ASIC consumes only
300 µW from a single 2.7 − 3.3 V supply. Each channel of the ASIC consists of
an AC coupled chopped instrumentation amplifier, a chopping spike filter and



P300 Detection Based on Feature Extraction in On-line BCI 341

Fig. 1. Wireless 8 channel EEG system: amplifier and transmitter (left) and USB stick
receiver, plugged into the extension cable (right)

a variable gain stage, and achieves 80 nV/Hz
1
2 input referred noise density and

130 dB CMRR at 50 Hz, while consuming 8.5 µA. The gain of the amplifier is
digitally programmable between 2000 and 9000 and the higher cut-off bandwidth
is digitally programmable between 52 Hz and 274 Hz. The input impedance ex-
ceeds 100 MΩ.

The wireless system uses a low-power microcontroller (Texas Instruments
MSP430) combined with a low-power 2.4 GHz radio (Nordic nRF2401). In op-
erational mode, the EEG signal is sampled at 1000 Hz with 12 bit resolution.
These samples are collected in packets and transmitted in bursts at a data rate
of 1 Mb/s to the receiver, which is connected through a USB interface to the
PC. The average total power consumption of the system in operational mode
is 18 mW (6 mA at 3 V). This implies it can be operated for more than one
week continuously on two AAA batteries before the battery voltage drops below
specification. At start-up, the system’s parameters (such as gain and bandwidth
settings) can be changed wirelessly.

The system also includes an electrode impedance measurement circuit that
can measure the electrode impedances in the range of 1 kΩ to 6 MΩ. The system
is designed for use with Ag/AgCl electrodes. For these experiments we have used
a braincap with large filling holes and sockets for ring electrodes.

2.2 Acquisition Procedure

Recordings were collected from eight electrodes in the parietal and occipital
areas, namely in positions Cz, CPz, P1, Pz, P2, PO3, POz, PO4, according to
the international 10–20 system. The reference electrode and ground were linked
to the left and right mastoids.

Each experiment started with a pause (approximately 90 second) needed for
the stabilization of the EEG acquisition device. During this period, the EEG de-
vice transmits data but it is not recorded. The data for each symbol presentation
was recorded in one session. As the duration of the session was known a-priori,
as well as the data transfer rate, it was easy to estimate the amount of data
transmitted during a session. We used this estimate, increased by a 10% margin,
as the size of the serial port buffer. To make sure that the entire recording session
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for one symbol fits completely into the buffer, we cleared the buffer just before
recording. This trick allowed us to avoid broken/lost data frames, which usually
occur due to a buffer overflow. Unfortunately, sometimes data frames are still
lost because of a bad radio signal. In such cases, we used the frame counter to
reconstruct the lost frames, using a simple linear interpolation.

The overhead for one-symbol-session data reading from the buffer and the
EEG signal reconstruction from the raw data, appeared to be negligible in Mat-
lab, thus the latter was chosen as the main development environment.

2.3 Data-Stimuli Synchronization

Unlike a conventional EEG systems, the system we used does not have any
external synchronization inputs. We tried to use one of the channels for this
purpose (connecting it to a photo-sensor attached to the screen), but this scheme
was not stable enough for long recording times. Finally, we came up with an
“internal” synchronization scheme based on high-precision (up to hectananose-
cond) timing1.

For the synchronization, we saved the exact time stamps of the start and end
points of the recording session, as well as the time stamps of stimulus onsets
and offsets. Due to the fact that the reconstructed EEG signal has a constant
sampling rate, it is possible to find very precise correspondences between time
stamps and data samples. We used this correspondence mapping for partitioning
the EEG signal into signal tracks, for further processing.

2.4 Experiment Design

Four healthy male subjects (aged 23–36 with average age of 31, three righthanded
and one lefthanded) participated in the experiments. Each experiment was com-
posed of one training- and several testing stages.

We used the same visual stimulus paradigm as in the first P300-based speller,
introduced by Farwell and Donchin in [13]: a matrix of 6× 6 symbols. The only
(minor) difference was in the type of symbols used, which in our case was a set
of 26 latin characters, eight digits and two special symbols ‘ ’ (used instead of
space) and ‘¶’ (used as an end of input indicator).

During the training and testing stages, columns and rows of the matrix were
intensified in a random manner. The intensification duration was 100 ms, fol-
lowed by a 100 ms of no intensification. Each column and each row flashed only
once during one trial, so each trial consisted of 12 stimulus presentations (6 rows
and 6 columns).

As it was mentioned in introduction, one trial is not enough for robust ERP
detection, hence, we adopted the common practise of averaging the recordings over
several trials before performing the classification of the (averaged) recordings.

1 TSCtime high-precision time library by Keith Wansbrough
http://www.lochan.org/2005/keith-cl/useful/win32time.html
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During the training stage, all 36 symbols from the typing matrix were presented
to the subject. Each symbol had 10 trials of intensification for each row/column
(10-fold averaging). The subject was asked to count the number of intensifications
of the attended symbol. The counting was used only for keeping the subject’s at-
tention to the symbol. The recorded data were filtered in the 0.5 − 15 Hz frequency
band with a fourth order zero-phase digital Butterworth filter, and cut into signal
tracks. Each of these tracks consisted of 1000 ms of recording, starting from stim-
ulus onset. Note that subsequent tracks overlap in time, since the time between
two consequent stimuli onsets is 200 ms. Then, each of these tracks was downsam-
pled to 30 tabs and assigned to one of two possible groups: target and nontarget
(according to the stimuli, which they were locked to).

After training the classifier, each subject performed several test sessions and
where he was asked to mind-type a few words (about 30–50 symbols), the perfor-
mance of which was used for estimating the classification accuracy. The number
of trials k that was used for averaging varied from 1 to 10. For each value of k
the experiment was repeated and the classification accuracy was (re)measured.
This experiment design differs from the one proposed in [10], where recordings
and on-line classification were done only for k = 10 and the evaluation of the
method for the cases k = 1, . . . , 9 was done off-line using the same data. Our de-
sign is more time consuming, but it provided us with more independent data for
analisys and evaluation, which is important in experiments with limited number
of subjects.

2.5 Classification

In the proposed system the training stage of the classifier differs from its testing
stage not only by the classification step, but also by the way of grouping the
signal tracks. During the training, the system “knows” exactly which one of
36 possible symbols is attended by the subject at any moment of time. Based
on this information, the collected signal tracks can be grouped into only two
categories: target (attended) and non-target (not attended). However, during
testing, the system does not know which symbol is attended by the subject, and
the only meaningful way of grouping is by stimulus type (which in the proposed
paradigm can be one of 12 types: 6 rows and 6 columns). So, during the testing
stage, for each trial, we had 12 tracks (from all 12 types) of 1000 ms EEG data
recorded from each electrode. The averaged (along trials) EEG response for
each electrode was determined for each group. Then all 12 averaged tracks were
sequentially fed to the feature extractor (see section 2.6), which extracted a
scalar feature yi for each track i. In order to decide which symbol was attended,
the classifier selected the best “row candidate” and the best “column candidate”
among features (y1, . . . , y12) of all tracks, thus the row index ir and the column
index ic of the classified symbol were calculated as:

ir = arg max
i=1,...,6

{yi}, and ic = arg max
i=7,...,12

{yi} − 6.
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The symbol on the intersection of the ir-th row and ic-th column in the matrix,
was then taken as the result of the classification and presented, as a feedback,
to the subject.

2.6 Feature Extraction

In order to classify averaged and subsampled EEG recordings into target and
nontarget classes we used the one-dimensional version of a linear feature ex-
traction (FE) approach proposed by Leiva-Murillo and Artés-Rodŕıguez in [14].
As all linear FE methods, this method consider as features projections of the
centered input vectors X = {xi : xi ∈ RD} onto appropriate d-dimensional
subspace (d < D), and the task is to find this subspace. The method searhes
for the “optimal” subspace maximizing (an estimate of) mutual information be-
tween the set of projections Y = {WT xi} and the set of corresponded labels
C = {ci}. In the proposed system the class labels set consists of only two classes,
thus we set C = {−1,+1}. The dimensionality d of the desired subspace was set
to 1, because it appeared to be enough to achieve a robust separation of the two
classes, but compared to higher dimensionalities (we also tried d = 2, 3), it is
computationally much cheaper. In the case of d = 1 the subspace is represented
only by one vector w ∈ RD and projections are scalars yi = wT xi ∈ R1. Ac-
cording [14], the mutual information between the set of projections Y and the
set of corresponded labels C can be estimated as:

I(Y, C) =
Nc∑
p=1

p(cp) (J(Y|cp) − log σ(Y|cp)) − J(Y),

with Nc = 2 the number of classes, Y|cp the projection of the p-th class’ data
points onto the direction w, σ( · ) the standard deviation and J( · ) the negentropy
estimated using Hyvärinen’s robust estimator [15].

The input vector x is constructed as a concatenation of the subsampled and fil-
tered EEG data: x = (x11, x12, . . . , x1K , x21, x22, . . . , x2K , . . . , xN1, . . . , xNK)T ,
where K is number of subsamples, and N is number of channels. In our experi-
ments we used K = 30, N = 8 and D = KN = 240.

We also tried FE method proposed by Torkkola in [16], which in the one-
dimensional case is almost equivalent to the considered one, but it is slightly more
computationally expensive. In multi-dimensional cases, the method by Leiva-
Murillo’s outperforms Torkkola’s method quantatively (in terms of the mutual
information between classes and projections), as well as computationally (in
terms of the number of floating point operations) as was shown by us in an
earlier study [17].

3 Results and Discussion

The performance of each subject in mind-typing with our system is displayed
in Fig. 2, where the percentage of correctly-typed symbols is plotted versus the
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Fig. 2. Accuracy of classification for different subjects as a function of the number of
trials used in testing. Averaged result and result from [10] are also plotted.

number of trials k used for averaging. The average performance of all subjects,
as well as the average performance of the best mind-typing system described in
the literature [10], are also plotted. It should be mentioned that the mind-typing
system of Thulasidas and co-workers is based on a support-vector machine (SVM)
classifier with a Gaussian kernel, which is usually trained using a grid-search
procedure for optimal parameter selection. The training of the SVM classifier
with nonlinear kernel takes substantially more time than the training of the
FE-based linear classifier used in our system.

Another consideration is that the on-chip implementation of the SVM clas-
sifier is more complex than our solution, due to the presence of nonlinearity in
the kernel-based function.

As it is clear from Fig. 2, the performance strongly depends on the subject.
However, we hasten to add that in order to draw any statistically-grounded con-
clusions from only four subjects, many more experiments need to be performed.

4 Conclusions

The brain-computer interface (BCI) presented in this article allows the subject
to type text by detecting P300 potentials in EEG signals. The proposed BCI
consists of a EEG system and a classifier which is based on linear feature ex-
traction. The simplicity of the proposed system supports an efficient on-chip
implementation (e.g., on an ASIC).

The results of this study shows that, in the field of BCIs based on event-related
potentials, even simple solutions can successfully compete with the state-of-the-
art systems.
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Abstract. A robust vision system for the counterfeit detection of bank ATM 
keyboards is presented. The approach is based on the continuous inspection of a 
keyboard surface by the authenticity verification of coded covert surface 
features. For the surface coding suitable visual patterns on the keyboard are 
selected while considering constraints from the visual imperceptibility, 
robustness and geometrical disturbances to be encountered from the aging 
effects. The system’s robustness against varying camera-keyboard distances, 
lighting conditions and dirt-and-scratches effects is investigated. Finally, a 
demonstrator working in real-time is developed in order to publicly demonstrate 
the surface authentication process. 

Keywords: ATMs, human perception, counterfeit resistance, digital  
authentication, surface coding, pattern recognition. 

1   Motivation and Problem Formulation 

The sensitive nature of the activities handled by the widely used ATMs and access of 
the adversaries to the advanced technologies have posed new challenges for the ATM 
industry. One such new problem is the usage of counterfeited parts by the adversaries 
to get the user Personal Identification Numbers (PIN) or some other important 
information [1], [4], [6]. Different business models (e.g. integrating more services) 
and varying working conditions (e.g. semi-secure service points) for ATMs have also 
set new requirements. In [4] foreign objects such as the spy cameras attached to the 
ATM or in neighborhood region to get user PIN are detected by subtracting the 
background image. It is mentionable that when the attached objects are not hidden 
these would be visible.  

In this paper a new concept is proposed for an intelligent security system 
combining data hiding and pattern recognition techniques under the constraints of 
human perception is proposed. The term human perception in this context means that 
the coded surface is imperceptible by the unaided human visual system. A security 
system, which continuously authenticates the target surface by checking the patterns 
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for the invisible coded symbols on the metallic keyboard surface and/or the 
neighboring regions is highlighted. 

This paper is organized as follows: In Sect. 2 a surface coding technique for metal 
surfaces is given. Section 3 deals with surface authentication technique. Section 4 
discusses the performance of the counterfeit detection system. Finally, conclusions 
are given in Sect. 5. 

2   ATM Keyboard Surface Coding 

While considering metal keyboard surface coding, the hard-stamping process and 
laser engraving techniques for metal surfaces result in constant-tone surface patterns, 
such as text on the keyboard, background patterns and logo images. Such image 
patterns shrink the domain for the potential feature modifications, which are 
necessary for surface coding. 

2.1   Data Encoding Technique for Keyboard Surface 

According to this technique the data is encoded in ATM keyboard surfaces by using 
the visual patterns (characters, numerals and symbols) on the surface by 
imperceptibly modifying a given feature. The data encoding features consist of two 
types of patterns: data encoding symbols (CS) and reference marks (RM). In the data 
encoding process, a CS is shifted by a small step-size (imperceptible) with respect to 
its nearby RM [5], which is left unmodified and is used afterwards in the data 
decoding process. 

The data encoding process for a feature set W, according to the shift-based (SH) 
feature modification technique, can be formally described as follows:  

 
                   , 1 , [101 011]i i N∀ = =K Kb , 

 ( ) ( )mod mod' ( ), , , , for ( ) 0 or 1.w i w i dt dt dt n T dt b iλ= Ψ = ⋅ Δ = =              (1) 
 

Here, '( )w i  is the resulting encoded feature. The variable b(i) is i-th bit of the bit-

stream vector b. The function ( )Ψ ⋅  defines the data encoding process. The vector W 

is the feature set to be used for data encoding with elements selected either randomly 
or deterministically. The single element ( )w i  of the feature set W consists of two 

randomly selected keys on the keyboard surface. The parameter dt is the total amount 
of shift to be applied and it is dependent on minimum step-size TΔ and n is the 
number of steps to be applied. The step-size is selected in such a way that  
the resulting change is imperceptible by the unaided human eyes and robust against 
the digital-to-analog (D/A) and analog-to-digital (A/D) conversion processes, which 
means change TΔ  can be detected reliably from the digitized surface image. The 
variable dtmod is the modification type to encode a single bit value as 0 or 1 and its 
parameter λ takes the values 1 or 2. When 1λ = , the first element of given feature 

( )w i  is taken for applying a modification; if 2λ = , the second element of ( )w i  is 

considered. 
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To select the data encoding feature set, the candidate key must have two types of 
symbols (RM and CS) to qualify as an element of feature set W. The goal behind 
using the integrated CS and RM symbols is to tackle the potential geometrical 
disturbances in the keys encountered from the aging effects. 

2.2   Data Encoding Mechanism vs. Surface Visual Quality 

In the concept for a single data bit encoding two different keys (let us say key-1 and 
key-2) are used. For encoding bit “1” key-1 is moved up by a step size TΔ and key-2 
is left unchanged. Similarly, for encoding bit “0” key-2 is moved up and key-1 is left 
unchanged. The single bit data encoding mechanism is illustrated in Fig. 1.  

d+ΔT d

RM 

CS

 

Fig. 1. Encoding single data bit “1” by using two keys 

The goal behind using two keys instead of one is to minimize the visual distortion 
caused by the data encoding process so that coded and un-coded surfaces are visually 
identical. The visual distortion of the surface coding is further camouflaged by using 
one of the two keys that are selected pseudo-randomly (i.e. using non-neighboring 
keys) among all the keys. The pseudo-random key selection uniformly distributes the 
artifacts from the coding process over the entire surface. The value of step size ΔT is 
169 micrometers. 

2.3   Data Encoding Capacity for Keyboard Surface 

In general the capacity of the encoded keyboard is given by: 

1

1

2

N

i i i
i

C nη λ
=

= ⋅ ⋅ ⋅∑ .                                                   (2) 

Here, N is number of different types of features to be used for data encoding. The 
parameter iη  is the number of characters or symbols belonging to the same type of 

features that are to be used for data encoding. The parameter iλ  is the number of 

steps for the data encoding feature of type i and in  is the number of modifications in 

the data encoding features of type i. The above mentioned Eq. (2) is formulated for a 
general case of the keyboard surface coding using rotation, squeezing, stretching, 
shifting and their combination operations for data encoding. Considering this 
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particular scenario of a particular surface coding technique the following parameters 
were chosen: 1, 2, 1i iN n λ= = =  and 6iη = . Therefore, the Eq. (2) results in 6 bits. 

Here the data encoding technique is designed for the minimum visual impact at the 
cost of optimal capacity and higher robustness against different types of artifacts 
encountered in the surface authentication. For robust surface authenticity verification 
even single bit information encoding would be sufficient. 

3   Surface Authentication Process 

In digital authentication processes, the aim is to differentiate between the coded and 
un-coded keys by measuring the distance between the RM and the CS position up to 
sub-pixel accuracy. To achieve these goals different feature measurement techniques 
[7] are considered and the most suitable one is selected for the final application. 

3.1   Keyboard Surface Digital Authentication 

Digital authentication of the keyboard surfaces on abstract level is described in Fig. 2.  
 
 

Keyboard 
Surface 

ROI-Keyboard 

ROI-KEYS 
ROI-

TEMPLATES 
RM and CS 

Features 
Measurement 

Bitstream 
Decoding 

Coded Keys 
Recognition 

Keyboard 
Surface 

Authentication 

Majority of 
Coded Keys 

 

Fig. 2. Abstract view of digital authentication of keyboard surface 

It begins with selecting the region of interest (ROI-Keyboard) for the keyboard 
surface while considering the entire digital image captured by the camera. The ROI(s) 
corresponding to individual keys (ROI-Keys) are selected within the ROI of the 
keyboard surface. The ROIs for the templates corresponding to the RM and coded CS 
are found for each key of interest. The distance between two templates is measured up 
to sub-pixel level accuracy to classify the given key as coded or un-coded. Finally, the 
keyboard surface is classified as coded or un-coded based on the decoded bit-stream 
or using the majority of the coded or un-coded keys. 
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3.2   Feature Measurement for Coded Key Recognition 

In order to classify the coded key as coded/un-coded, a sub-pixel level feature 
measurement technique [2], [3] is used, which measures distance d up to sub-pixel 
level accuracy between the CS and the RM for the given key. A coded key is 
differentiated from an un-coded key if the distance is above a given threshold level. 
The selection of the feature measurement technique also plays a crucial role and 
impacts the computational time, distance measurement accuracy, and robustness of 
the measured distance. A technique selected after considering many techniques [7] for 
sub-pixel accurate distance measurement is described in the following. 

The sub-pixel accurate distance measurement between two points begins by 
computing the normalized cross-correlation coefficient between the key under 
consideration, referred to as key template and RM template, using the following  
Eq. (3) [2]: 

 
,,

2 2

,, ,

( , ) ( , )
( , )

( , ) ( , )

u vx y

u vx y x y

f x y f T x v y u T
r u v

f x y f T x v y u T

⎡ ⎤ ⎡ ⎤− − − −⎣ ⎦ ⎣ ⎦=
⎡ ⎤ ⎡ ⎤− ⋅ − − −⎣ ⎦ ⎣ ⎦

∑

∑ ∑
,             (3) 

where f is the image of the Key-ROI, T  is the mean of the template ROI-RM and ,u vf  

is the mean of ( , )f x y  in the region under the template ROI-RM. 

By using Eq. (3), only one point for the feature measurement is found at pixel level 
accuracy. The second point for the distance measurement can also be found using Eq. 
(3) while replacing the template ROI-RM with the CS region of interest (ROI-CS). 
For sub-pixel level accurate feature matching, different techniques are given. All have 
in common that the correlation coefficient matrix is interpolated for the selected 
region, corresponding to the maximum value of the correlation coefficient. This fact 
is used for sub-pixel accurate template matching. To measure sub-pixel level accurate 
distance a second order polynomial (cf. Eq. (4)) is fitted to the normalized correlation 
coefficient matrix using two immediate neighboring (top and bottom) points of the 
maximum correlation coefficient value and the point corresponding to the maximum 
correlation coefficient value in the interpolated matrix is found: 

2
0 1 2( )f x a a x a x= + + .                                               (4) 

Finally, the sub-pixel level accurate distance d between two points, representing the 
best matching points for two templates, is computed using following relation: 

cs rmd y y= − ,                                                       (5) 

where ycs, and yrm are the y-coordinates of the points Pcs and Prm correspond to the 
maximum values after the polynomial fitting. Figure 3 shows two keys (un-coded and 
coded) and the distance between these keys at sub-pixel level accuracy. 
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Fig. 3. Sub-pixel level distance d for the un-coded (left) and coded (right) keys (images in 
application resolution) 

4   Performance Evaluation 

The experimental setup for the surface authentication consists of a digital camera 
mounted on movable stand. The camera is located on top of the keyboard surface at a 
fixed distance L and the value of parameter L is selected by taking into account a real 
application scenario. Two light sources, located at a fixed distance from the keyboard 
surface, are used for the keyboard surface illumination. A digital USB 2.0 camera 
offering a resolution of 1200 by 1600 pixels, which was selected in advance by the 
project partner, is used for capturing digital images continuously at preselected time 
intervals. All parameters for the experimental setup are given in Table 1. 

Table 1. Parameters for experimental setup 

Distance Image Color 
Camera 
Model 

Resolution 
(Pixels) 

Light 
Sources 

460 mm greyscale uEye USB 2.0 1200 by 1600 2 x 18 W 

 
 

For a performance evaluation the real keyboard surface is simulated on a paper 
surface as shown in Fig. 4 and used for data encoding. Both the coded and un-coded 
surface images printed on white paper are found completely indistinguishable when 
shown to independent observers due to the imperceptible feature modification made 
to the coded image surface. Next, a randomly selected test surface is placed under the 
camera at a fixed position as a keyboard surface and classified coded/un-coded under 
different conditions. The performance is evaluated by running different authentication 
tests for long time periods (days) with randomly selected test surfaces. The surfaces 
have been classified correctly in all cases. With the aim to focus first on maximum 
robustness and real-time processing constraints, the coded/un-coded surface 
classification decision is made on majority basis, while considering only the coded 
keys. A coded bit-stream extraction would only require to detect twice the number of 
coded/un-coded keys. The large number of tests is made due to the constraint that the 
test surface (keyboard) shall be continuously authenticated against the un-coded 
surface detection. 
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Fig. 4. Simulated ATM keyboard surfaces: left un-coded, right coded 

Robustness Against Varying Lighting Conditions. As varying lighting conditions 
have high impact on the performance of a given surface authentication system its 
robustness is investigated considering different scenarios. In one scenario only the 
camera lights (2x18W) are considered in absence of any external light sources. The 
authentication is found successful. Next, the distance of the lighting sources from the 
surface is varied from normal (150 mm) to maximum (460 mm). The surface 
authentication process again has been successful. In another scenario room lights and 
camera lights are considered together, a scenario resulting in a relatively higher 
illuminated surface and the surface authentication is again successful. Furthermore, 
there has been no performance degradation due to the 50/100 Hz disturbances from 
the room lights or highly illuminated surface. 

Next, the surface authentication is checked in the absence of camera illuminations, 
but in presence of room lights or daylight or a combination of both daylight and room 
lights. The tests have been successful. For daylight conditions it has been successful, 
however it is observed that classification results depend on the daytime and weather 
conditions: sunshine, cloudy, shadowing or daytime. In such cases errors have been 
encountered. It is mentionable that considering only room lights a small number of 
errors (~10 errors per 1000 analyzed images, approx 1%), due to the high frequency 
camera noise, were observed. 
Equivalence of Metallic and Simulated Surfaces. For the metallic surface 
authentication, its potential impacts i) robustness of the surface coding process against 
laser engraving and ii) coded metallic surface authentication have been considered. 
The surface coding should not pose any problem as the laser engraving technology to 
be used is able to accomplish surface patterns modifications much more precisely (i.e. 
at higher resolution) as compared to the laser print process used for the simulated 
surface coding. The coded metallic surface authentication is more challenging and 
special care must be taken for the surface illumination. The light sources are to be 
positioned so that the target metallic surface is uniformly illuminated and there is a 
good contrast level between the visible surface patterns and the background. 
Computational Time. Another important performance parameter is the computational 
time, which requires that the authenticity verification system works in a real-time mode 
and that the time must be short enough in order to detect any copying attack. The 
computational time is less than one second, which can be further reduced by 
programming code optimizations. The computational time is mainly dependent on the 
interpolation technique of the sub-pixel RM and the CS templates matching. 
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5   Conclusions and Future Work 

A surface coding technique is presented that uses visible patterns on the keyboard and 
does not demand to add new patterns or modify the existing patterns, which is a 
constraint coming from end-product cost. The surface coding process results in non-
visible artifacts on the coded surface. For experimental evaluation, a simulated 
keyboard surface is used for data encoding. In order to fulfill the maximum 
robustness and real-time processing constraints, a keyboard surface authentication 
process is firstly based on coded or un-coded surface detection without focusing on 
the bit-stream decoding and it is found successful. For the keyboard surface 
authentication, the constraints arise from the practical application scenario: non-
contacting camera position and varying lighting conditions are taken into account and 
it is found robust against such disturbances. 

In this paper the results for the first phase of the project are given. The dummy 
metal keyboard surface coding is in process for evaluation before it will be applied to 
the actual ATM keyboard surface. Experiments considering the camera at an angular 
position and the wear-and-tear disturbances have been conducted for the simulated 
surface and are not discussed here due to space limitations. They shall be disclosed in 
future publications along with the metallic keyboard surface authentication. Fuzzy 
pattern matching techniques shall be considered for performance comparison. 
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Abstract. Inspired by Hofstadter’s Coffee-House Conversation (1982)
and by the science fiction short story SAM by Schattschneider (1988),
we propose and discuss criteria for non-mechanical intelligence:

We emphasize the practical requirements for such tests in view of
massively multiuser online role-playing games (MMORPGs) and vir-
tual reality systems like Second Life. In response to these new needs,
two variations (Chomsky-Turing and Hofstadter-Turing) of the original
Turing-Test are defined and reviewed. The first one is proven undecid-
able to a deterministic interrogator. Concerning the second variant, we
demonstrate Second Life as a useful framework for implementing (some
iterations of) that test.

1 The Turing Test: A Challenge

Artificial Intelligence is often conceived as aiming at simulating or mimicking
human intelligence. A well-known criterion for the success of this endeavour
goes back to Alan Turing: In [12] he described an Imitation Game in which an
interrogator gets into a dialogue with a contestant solely through a teletypewriter
and has to find out whether the contestant is human or not1. Turing forecasts:

I belive that in about fifty years’ time it will be possible to programme
computers, with a storage capacity of about 109, to make them play the
imitation game so well that an average interrogator will not have more
than 70 per cent chance of making the right identification after five min-
utes of questioning.

It is impressive how accurate the first part of this prediction has turned out
valid, whereas the Loebner Prize, announced for a computer to succeed with the
second part of the prediction has not been achieved so far. The present-time
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we adhere to what has become the standard interpretation of the Turing Test.
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world record holder Elbot, a popular chatterbot, having convinced 3 out of 12
interrogators of being human. Nevertheless, it is considered only a matter of
years until the first system passes the test.

2 Problems with Mechanical Avatars

Science Fiction regularly adresses putative and philosophical problems that may
arise with artificial agents in the future; cmp e.g. “I, Robot” by Isaac Asimov

or “Do Androids Dream of Electric Sheep” by Philip K. Dick which the movie
“Blade Runner” is based on. In the present section we point out that the virtual
reality of the internet has already turned the problem of (automatically) recog-
nizing mechanical2 avatars into a strongly present and practical one. We briefly
mention four examples for this development.

Instant messenger protocols, services, and clients like ICQ, Jabber, or AIM
nicely complement email as a means of electronic communication: They are de-
signed for immediate, interactive, low-overhead and informal exchange of rela-
tively short messages. Many messenger clients provide plugins for chatterbots
to jump in, if the human user is unavailable. Presently, we are encountering a
trend to synthesize (email-) spam and instant messenging to so-called malicious
chatterbots : automated electronic advertisement, promotion, and luring with a
new degree of interactivity that email is lacking and thus raising a very practical
urge to detect and quell them in order to protect the user from such nuissance
and danger. Like with email, such a detector should preferably work mechani-
cally (i.e. no human interrogator), but unlike email, the aspect of interactivity
in instant messenging prohibits any form of offline filter.

Massively Multiplayer Online Role-Playing Games (MMORPGs) have
presently gained immense popularity. They generally provide the user with a
choice of goals and challenges of various degrees of difficulty. The more advanced
ones require special items (virtual tools, weapons, skills, money) that can gradu-
ally be acquired and traded in-game. Now some players lack the patience of first
passing through all the initial levels—and have their client mechanically repeat a
more or less simple sequence of movements, each raising a little amount of money
and items. Such a client extension is called a Game Bot and well-known for many
MMORPGs such as Diablo II, Ultima Online etc—and an obvious thorn in the
side of the MMORPG’s operator who would very much like to (automatically)
identify and, say, temporarily suspend such a user’s avatar.

Gold Farming is the answer to the attempt of the MMORPG developers
to prevent the use of Game Bots as described above by including a source of
randomness into their game play. However, their (simplified) virtual economies3

have spurred real-life counterparts: ‘Items’ (must not, but) can be purchased for
actual money, e.g. on eBay. Computer kids, mostly in China and South Korea
but also elsewhere, take over the role of the (insufficiently intelligent) Game Bots
and perform (still mostly mechanical and repetitive) moves with their own avatar
2 We avoid the term ‘Artificial Intelligence’ because of its philosophical ambiguities.
3 http://ezinearticles.com/?id=1534647

http://ezinearticles.com/?id=1534647
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to gain virtual wealth and then sell it for real money. MMORPGs’ operators are
therefore faced with the challenge of identifying and suspending those accounts.
Such abuse has led regular World of Warcraft users to involve ‘suspicious’ avatars
into an online game chat: definitely a variant of the Turing Test!

In Second Life, online virtual reality system, a distinction between non-player
characters (NPCs) and player characters is largely removed. Here, NPCs are
entirely missing and so is, at least initially, any form of detailed scenery. Instead
users may freely construct items and buildings that can be placed and even sold
on purchased virtual estate. Moreover, in striking contrast to MMORPGs, these
objects can be user-programmed to perform actions on their own. When facing
another avatar in Second Life, it is therefore not clear whether this constitutes
indeed another user’s virtual representation or rather a literally ‘animated’ ob-
ject; we consider the problem of distinguishing the latter two cases as another
variant of the Turing Test.

The above examples suggest to reverse the focus of the Turing Test: from
devising a mechanical system to pass the test, towards devising test variants
that reliably do distinguish (at least certain) mechanical systems from (other)
human ones.

3 Variations of the Turing Test

In Section 2 new challenges and applications which are not covered by the original
Turing Test have been discussed. We report now on some known aspects as well
as on some new deficiencies of this test. Then we discuss the Hofstadter-Turing
Test as a stronger variant. Finally, we prove the weaker Chomsky-Turing Test
undecidable to a deterministic interrogator.

3.1 Deficiencies of the Original Test

The Turing Test can be seen as having initiated Artificial Intelligence as a science.
Nevertheless it is subject to various criticism and objections, some raised by
Turing himself; cf. e.g. [4,6].

Restricted Interaction and the Total Turing Test: Turing restricted commu-
nication and interaction in his test, so-to-speak projecting attention solely to
the intellectual (if not platonic) features of the contestant. He originally ignores
most human senses entirely—channels of perception which in the 1950ies were
indeed unforseeable to artificial simulation. However, this situation has changed
dramatically with the rise of multimedia and virtual reality systems (recall
Section 2). In order to take this into account, the so-called Total Turing Test
has been proposed as an advanced goal of Artificial Intelligence [1].

Physical Reality and Threat: Extending the above reproaches, one may argue
that mere interaction with the interrogator—even if sensual—does not suffice
to classify as intelligent. A considerable part of human (as opposed to animal)
existence arises from, and evolves around constructing new objects, tools, and
weapons within and from its natural physical environment as a means to meet
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with everyday challenges and threats. This is an aspect not covered even by the
Total Turing Test—but well present in the Hofstadter-Turing Test described in
Section 3.2 below.

Anthropocentrism is in our opinion the most serious deficiency, in fact of Arti-
ficial Intelligence as a whole: it starts with the (usually implicit) hypothesis that
humans are intelligent, and then proceeds in defining criteria for intelligence
based on resemblance to various aspects of humans. Anthropocentrism is known
to have caused many dangerous and long-lasting errors throughout human his-
tory. Of course we have no simple solution to offer either [6, p.509], other than
to constantly remain open and alert against such fallacies.

3.2 Hofstadter-Turing Test

In 1988, Dr. Peter Schattschneider published a science fiction short story
“SAM ” [5] in the series of the computer magazine c't . It begins from the point
of view of an unspecified ‘being’ finding itself wandering an increasingly complex
environment, later revealed to be controlled by a ‘programmer’, and eventually
arriving at a computer terminal where it starts setting up a similar virtual en-
vironment and wanderer, thus passing what is revealed (but not specified any
further) as the Hofstadter Test. This story may have been inspired by Dou-

glas R. Hofstadter’s Coffee-House Conversation [2] of three students, Chris
(physics), Pat (biology), and Sandy (philosophy) ending with the following lines:

Chris: If you could ask a computer just one question in the Turing Test,
what would it be?
Sandy: Uhmm. . .
Pat: How about this: “ If you could ask a computer just one question in
the Turing Test, what would it be?”

Observe the recursive self-reference underlying both, this last question and
Schattschneider’s story “SAM ” as well as Turing’s famous article [10] proving
by diagonalization and self-reference that the question of whether a Turing ma-
chine eventually terminates (i.e. the Halting problem) is undecidable to a Turing
machine. Picking up [5], we arrive at the following:

Definition 1 (Hofstadter-Turing Test). For an entity to pass the
Hofstadter-Turing Test means to devise

i) a virtual counterpart resembling its own environment and
ii) a computer program which succeeds in recognizing itself as an entity within

this virtual environment and
iii) in turn passes the Hofstadter-Turing Test.

The seemingly circular definition can be made logically sound in terms of a fix-
point sequence: ‘unfolding’ the condition in requiring the existence of a countably
infinite hierarchy of virtual environments and entities such that the (n + 1)-st
are created by and within the n-th. This does not provide any way of opera-
tionally performing this test but at least makes the definition valid. In practice
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and pragmatically, once the first few n levels have succeeded in creating their
successor n + 1, one would likely be content to abort any further recursion and
state with sufficient conviction that the initial entity has passed the test.

We shall return to this remark in Section 5.
We readily admit that the Hofstadter-Turing Test does not provide the ul-

timate solution to the problems of Artificial Intelligence and mention three re-
proaches.

Anthropocentrism is, again, present in its strongest form by requiring our
human physical world to be the first and thus modelled by all iterated virtual
counterparts according to Condition i) environments. In fact it seems that the
common conception of a ‘virtual environment’ is highly biased and restricted.
Even more, questions of intelligence and consciousness are irrelevant within the
abstract ‘world’ of programs; they only arise through the sociocultural interface
of virtual role-playing systems.

The Problem of Other Minds is a well-known philosophical issue which arises
here, too: Is the contestant (sequence!) required to exhibit and visualize the
virtual environment he/she has created? Can we even comprehend it, in case
it is a purely digital one? How about patients with locked-in syndrome: does
the single direction of their communication capabilities disqualify them from
being intelligent? In final consequence, one arrives at the well-known problems
of Behaviorism.

“Humans are intelligent” used to be the primary axiom of any test for true
intelligence. But is actually any person able to pass (pragmatically at least some
initial levels of) the Hofstadter-Turing Test? Recall he has to succeed in creating
a virtual entity of true intelligence.

3.3 Chomsky-Turing Test

As pointed out, several applications prefer an automated form of Turing-like
tests. The present section reveals that this is, unfortunately, infeasible in a strong
sense. Referring to the Theory of Computation we formally prove that even
powerful oracle Turing machines (capable of solving e.g. the Halting problem)
cannot distinguish a human contestant from the simplest (abstract model of a)
computing device in Chomsky’s hierarchy, namely from a finite automaton.

Finite state machines and transducers (Chomsky level 3) are models of com-
putation with immensely limited capabilities. Turing machines are located at
the other end of the hierarchy (level 0). If we wish to include non-mechanical
language processors, humans could be defined to reside at level -1. In which case
the goal of (Artificial Intelligence and) the Turing Test amounts to (separating
and) distinguishing level 0 from level -1. The present section goes for a much
more modest aim:

Definition 2 (Chomsky-Turing Test). The goal of the Chomsky-Turing Test
is to distinguish Chomsky level 3 from level -1.



360 F. Neumann, A. Reichenberger, and M. Ziegler

We establish that such a test cannot be performed mechanically. A first result
in this direction is a well-known consequence of Rice’s Theorem in computability
theory, namely that the language RegularTM, defined as

{〈M〉 : the language L(M) ⊆ {0, 1}∗ accepted by Turing machine M is regular},

is undecidable to any Turing machine; cf. e.g. [7, Theorem 5.3]. It is, however,
decidable by an appropriate oracle machine, namely taking RegularTM itself
as the oracle. Moreover, the above mathematical claim does not quite apply
to the setting we are interested in: It supposes the encoding (Gödel index) of
a contestant Turing machine M to be given and to decide whether M acts as
simple as (but of course not is) a finite state machine; whereas in Turing-like
tests, the contestant may be human and is accessible only via dialogue. Such a
dialogue amounts to a sequence (x1, y1, x2, y2, . . . , xn, yn, . . .) of finite strings xi

entered by the interrogator and answered by the contestant in form of another
finite string yi upon which the interrogator adaptively enters xi+1, the contestant
replies yi+1, and so on round by round.

Proposition 3

i) It is impossible for any deterministic interrogator to recognize with
certainty and within any finite number of communication rounds
(x1, y1, x2, y2, . . . , xn, yn) that the answers xi provided by the contestant arise
from a transducer (Chomsky level = 3).

ii) It is equally impossible in the same sense to recognize with certainty that the
answers arise from a device on any Chomsky level < 3.

Thus, we have two separate (negative) claims, corresponding to (lack of) both
recognizability and co-recognizability [7, Theorem 4.16]. More precisely, the
first part only requires the interrogator to report “level = 3” within a finite
number of communication rounds in case that the contestant is a transducer but
permits the dialogue to go on forever, in case it is another device; similarly for
the second part. Also, the condition of a deterministic interrogator is satisfied
even by oracle Turing machines. Hence, this can be called a strong form of
undecidability result.

Proof (Proposition 3). Both claims are proven indirectly by ‘tricking’ a puta-
tive interrogator I. For i) we first face I with some transducer T ; upon which
arises by hypothesis a finite dialogue (x1, y1, . . . , xn, yn) ending in I declaring
the contestant to be a transducer (“level = 3”). Now this transducer T can be
simulated on any lower Chomsky level by an appropriate device D exhibiting an
input/output behavior identical to T . Since I was supposed to behave determin-
istically, the very same dialogue (x1, y1, . . . , xn, yn) will arise when presenting to
I the contestant D—and end in I erroneously declaring it to be a transducer.
The proof of Claim ii) proceeds similarly: first present to I some device D; which
by hypothesis leads to a finite dialogue (x1, y1, . . . , xn, yn) and the report “level
< 3”. Now it is generally impossible to simulate D on a transducer since Chom-
sky’s Hierarchy is strict [7]. However any fixed finite dialogue can be hard-coded
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into some transducer T ; and repeating the interrogation with this T results by
determinism of I in the same, but now wrong, answer “level < 3”. ��

4 Implementing the Hofstadter Test in Second Life

Recall (Section 3.2, Definition 1) that the goal of the test is to implement a
virtual reality system and an artificial entity therein which in turn passes the
Hofstadter test. Fortunately, there is a variety of virtual reality systems available,
so the first level of the test can be considered accomplished. However, in order
to proceed to the next level, this system has to be freely programmable on the
virtual level—and to the best of our knowledge, this is presently only supported
by Second Life. From a technical point of view, the backbone of Second Life and
the Linden Scripting Language, respectively, can actually provide the unlimited
computational resources required for a truely Turing-complete environment as
shown in [3].

We have succeeded in implementing within Second Life the following virtual
scenario: a keyboard, a projector, and a display screen. An avatar may use the
keyboard to start and play a variant of the classic arcade game Pac-Man, i.e.
control its movements via arrow keys.4 (For implementation details, please refer
to [3, Section 4].) With some generosity, this may be considered as 2.5 levels
of the Hofstadter-Turing Test:

1st: The human user installs Second Life on his computer and sets up an avatar.
2nd: The avatar implements the game of Pac-Man within Second Life.
3rd: Ghosts run through the mace on the virtual screen.

Observe that the ghosts indeed contain some (although admittedly very limited)
form of intelligence represented by a simple strategy to pursue pacman.

5 Concluding Remarks

We have suggested variations of the (standard interpretation of) the Turing Test
for the challanges arising from new technologies such as internet and virtual real-
ity systems. Specifically to the operators of MMORPGs and of Second Life, the
problem of distinguishing mechanical from human-controlled avatars is of strong
interest in order to detect putative abuse and to answer the old philosophical
question of ontology: Are the digital worlds of World of Warcraft and Second
Life ‘real’?

A particular feature of the Hofstadter-Turing Test is that the iterated levels of
virtual reality require to be created one within another. Each one of these iterated
levels can be seen as an encapsulated virtual reality, transparently contained by
the one at the next higher level, like the skin layers of an onion. Similarly, behind

4 Available within Second Life at the coordinates:
http://slurl.com/secondlife/Leiplow/176/136/33

http://slurl.com/secondlife/Leiplow/176/136/33
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the visible virtual reality of Second Life consisting of ‘idealized’ (i.e. platonic)
geometric/architectural objects and avatars, there lies hidden the invisible and
abstract virtual reality of programs and scripts that control and animate these
objects.

This suggests an interesting (new?) approach to the philosophical problem of
ontology: maybe reality should generally be considered composed of layers [9].
This includes the very interesting question of whether and how different such
levels may interact: concerning the possibility and means to break through the
confinements of one’s reality. That a higher level can influence a lower one, should
be pretty obvious from the above examples: the short story SAM, the Hofstadter-
Turing Test, MMORPGs, and Second Life. But careful reconsideration reveals
also effects in the converse direction:

• A video game addict socially isolating himself, loosing his job and/or health.
• Virtual items being sold for real money as in Gold Farming.
• Actual law-suits for breach of ‘virtual’ laws and unfair trade practices (see

Bragg vs. Linden Lab).
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Abstract. It is still an open question how the relation between ontolo-
gies and their domains can be fixed. We try to give an account of seman-
tic and pragmatic aspects of formal knowledge by describing ontologies
in terms of a particular school in philosophy of science, namely struc-
turalism. We reconstruct ontologies as empirical theories and interpret
expressions of an ontology language by semantic structures of a theory.
It turns out that there are relevant aspects of theories which cannot as
yet be taken into consideration in knowledge representation. We thus
provide the basis for extending the concept of ontology to a theory of
the use of a language in a community.

1 Introduction

In this paper we address the representation of generalized, scientific knowledge.
We focus our investigation on the terminological part of knowledge bases, namely
ontologies. We will argue that theories and ontologies are strongly corresponding
because ontologies can be understood as a special case of scientific theories. For
this purpose it will be necessary to commit to a precise definition of the notions
of theory and ontology. Both concepts can be given a generic and a special
meaning. For ontologies we commit to ontologies specified by description logics as
the general meaning, and to ontologies of sophisticated formalisms as the special
one. In philosophy of science a widespread definition of the general meaning of
theory is that of a set of sentences describing a certain domain. For the special
meaning of theory we commit to the structuralistic theory concept [1].

We start the paper with a very short sketch of the state of the art: What are
the central epistemological approaches in knowledge representation and philoso-
phy of sciences and what attempts have been undertaken to utilize answers from
philosophy of science for knowledge representation and vice versa (section 2)? As
the structuralistic conception of scientific theories is not widely spread, so that
it can be presupposed, we then give an introduction to its key ideas (sec. 3).
This lays the ground for section 4 where we conceptually compare ontologies
with structuralistic theories.

2 Related Work

It is the effort of philosophy of science to describe the structure and the genesis
of scientific knowledge. It has been pointed out that a single homogeneous set of
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axioms is an insufficient representation of a substantial theory. The important
aspects of scientific knowledge – like inter-theoretical links, an empirical claim, a
signature – are combined in the structuralistic theory conceptualization. It was
conceived by of J.D. Sneed [2] and advanced by W. Stegmüller [3], W. Balzer,
and C.U. Moulines [1].

In knowledge representation two ways of answering what an ontology is, can be
found. The philosophical one is given by stating what the purpose of an ontology
is. T. Gruber, e.g., has given the most popular characterisation of this type [4].
Other attempts along this line are made by J. Sowa in [5] and B. Smith [6]. The
technical answer consists of giving a formal description of the structure of an
ontology. There are different conceptualisations of ontologies (for an overview of
“knowledge representation ontologies” see [7]), headed by the family of descrip-
tion logics [8], frames formalisms [9] and semantic web formalisms.

Techniques for dealing with conceptual knowledge are highly dependent on
the concrete formalism used for ontology notation. Successful methods for the
most important applications like ontology merging and mapping may moreover
indicate which additional aspects of conceptual evolution need to be represented
by an ontology. D. Lenat experienced with Eurisco, that a frame based repre-
sentation of concepts is superior to a unstructured one. In another procedure for
automated discovery, Wajnberg et al. already used a structuralistic conceptual-
isation for the internal representation of theories [10].

3 Structuralistic Conceptualization of Scientific Theories

We will now give a short introduction to the design of structuralistic theories.
This will be done by a walk through the different parts that make up a struc-
turalistic theory description. Along with the introduction of each part we will
also shed some light on the role that this part plays in the development of the
overall theory. The parts themselves will be described in the style of [3,1].

Structuralism does not restrict the (object) language used to describe do-
main theories as long as this language has a well defined extensional semantics.
The (meta) language used to express propositions about structuralistic theo-
ries is typically expressed in set theory. This is due to the structuralists’ model
theoretic, extensional view on axiomatization: Instead of treating an axiom-
atization as a set Γ of axioms (statement view), it is treated as the set M ,
M = {I : I |= Γ} of models I complying to Γ (non-statement view). And where
the non-structuralist talks about the inference of a theorem G from a set of ax-
ioms Γ , Γ |= G, the structuralist states a subset relation M ⊆ MG between the
corresponding sets of models M and MG = {I : I |= G}.

3.1 Theory Element

In order to avoid any confusion with competing understandings of theories, struc-
turalism does not use the term theory at all. The central structuralistic concept,
resembling most closely the traditional concept of theory is the theory element.
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A theory element T is comprised of six parts:

T =
〈
Mp(T ),M(T ),Mpp(T ), C(T ), L(T ), I(T )

〉
.

Each component of this 6-tupel represents a specific facet of the theory element
T . The components are sets, namely sets of models or sets of sets of models.
In the following we describe the intended meaning of each component in more
detail:

The set Mp of potential models. This component of a theory element represents
the used terms along with their types, i.e., its signature. According to the non-
statement view the signature is a set of potential models of T . Signatures are
expressed using a specific set of theory-dependent symbols. These symbols can be
distinguished by their logical category as designating either a set or a relation. A
potential model of a theory is a structure of the form 〈D1, . . . , Dm;R1, . . . , Rn〉.

Typically the domain of a theory is represented by one or more sets Dj which
are called the universes of discourse. Properties of domain elements are expressed
by relations Ri on the domains Dj .

The set M of actual models. In statement view, the set of actual models would
be described by the set of empirical axioms of T . These axioms would then
model the intrinsic laws holding between the objects of the domain. In the model
theoretical view, these axioms restrict the set of potential models to the models
being empirically plausible: M ⊆Mp.

The set Mpp of partial potential models. A scientist who wants to validate a the-
ory has to decide whether the models of the theory match reality. This match
requires that the observed quantities satisfy the relations belonging to these
models. In order to avoid cycles, the validation of the match should not presup-
pose any assumptions of the theory. This is achieved via a distinction between
relations that — according to the theory — are directly measurable and those
that can only be measured with respect to other relations stated by the theory.
The latter ones are also called theoretical with respect to the given theory.

Given a potential model mp ∈ Mp, the model mpp which results from mp

by removing all theoretical relations is called the partial model belonging to
mp. This removal procedure on models in Mp induces a restriction function
r : Mp �→ Mpp, which maps each model in Mp to its corresponding partial
model. The image r(Mp) of Mp under r is the set Mpp of the partial potential
models belonging to the theory.

The set C of constraints. In the model theoretical view, each application of a
theory to a system is depicted by a single model. Such a model is then said to
cover the system. The application of a theory to an aggregated system (a system
consisting of subsystems) is described by an application of the theory to each
of its subsystems. The idea of structuralism is to make explicit which of these
subsystems is covered by which model of the theory. This allows for a precise
description of the relation between subsystems.
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Linking subsystems is not possible in terms of additional M -axioms, but by
axioms relating different models of the same theory. This linking of models for
an aggregated system S is realized by specifying a set C of potential aggregated
models. C is a set of sets C ⊆ P(Mp), where each set A ∈ C stands for a
constraint, i.e. a compatible collection of models covering the subsystems of S.

The set L of links. Systems often cannot be described with a single, homogenous
theory. In order to adequately describe such systems it is necessary to apply
a whole set T = {T1, . . . , Tn} of theory elements. In structuralistic language
such sets of theories are called holons. Each theory element in T describes the
system from a different point of view or at a different level of generality. Because
not every combination of potential models from the involved theory elements
is desirable, structuralism allows us to specify compatible combinations of the
respective models via the structural setting L ⊆Mp(T1) × . . . ×Mp(Tn).

For any theory element Ti of the holon T , the projection L(Ti) of L on Mp(Ti)
according to

mi ∈ L(Ti) ↔ ∀j �= i ∃mj ∈ Mp(Tj) : 〈m1,m2, . . . ,mn〉 ∈ L
defines the set of links of Ti with respect to T .

The domain I of intended applications. According to structuralism a theory is
not completely specified without a description of the domain I of the systems the
theory is applicable to. I can be informally specified by enumerating paradig-
matic examples of the intended applications of T . For a formal specification,
I is given as a set of models. These models are obtained in two steps: 1. con-
ceptualization of the application fields as a set I ′ of models conforming to the
signature Mp, 2. empirical restriction of the models in I ′ to their partial models
with respect to the theory T . Hence I = r(I ′) ⊆ Mpp. The models from I are
also called intended models.

3.2 The Empirical Claim

The development of a theory should be driven by the applications it is intended
for. These applications are the guideline that decides about the success or fail-
ure of the development process. The criteria for this decision, taken together,
constitute the empirical claim of a theory. A theory is considered to be falsified
if at least one of these criteria is violated. In structuralistic language the criteria
are 1. I ⊆ r(M), 2. I ∈ {r(c) | c ∈ C} and 3. I ⊆ r(L). Therefore (1) every
model from the domain must be an empirically restricted actual model, (2) the
domain must be an empirically restricted constraint of the theory, and (3) all the
models from the domain must be contained in the empirical part of the theory’s
link. The empirical claim can be expressed equivalently with the following more
compact formula:

I ∈ r
(
P(M) ∩ C ∩ P(L)

)
. (1)

For a traditional theory in statement view the empirical claim would be just
I ⊆ M (criterion 1 without an explicit reference to the purely empirical part of
the involved models).
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4 Ontologies in the Structuralistic View

In this section we describe a reconstruction and extension of the concept of ontol-
ogy as a structuralist theory. By ontology we mean, in accordance with Gruber’s
definitions, “a specification of a conceptualisation”, and by conceptualization,
“an abstract, simplified view of the world.”[4] From this perspective an ontology
is an artifact, designed by a knowledge engineer, that provides a terminology for
the description of knowledge shared by a community.

In order not to get lost in the details of different formalisms we proceed in two
steps. First we define, in structuralistic terms, the conceptual core of ontologies
that can be considered as the common foundation of all formalisms. Second we
describe, again in structuralistic terms, extensions of the conceptual core.

4.1 Reconstructing the Conceptual Core of Ontologies

By “conceptual core” we designate the common structure on which the languages
of description logic are based. Description logics have a sound semantics and a
comprehensible notation, and make up the logical foundation of many ontology
formalisms [8].

In description logic, an ontology is a set of axioms for the description of con-
cepts and roles (i.e. terms). There is a strict distinction between the termino-
logical part of knowledge bases (TBoxes) and the assertional part (ABoxes). By
analogy to the semantics of predicate logic we define the semantics of ontologies
as follows:

Definition 1. (After [11]) Let D, the domain, be an arbitrary set. Let NC and
NR be sets of atomic concepts and atomic roles. Let I, the interpretation func-
tion, be a function

I :
{
NC → 2D

NR → 2D×D.
(2)

A pair M = 〈D, I〉, called interpretation, is a model of an ontology O, written
M |= O, if and only if it satisfies all axioms of O.

In order to define a corresponding theory element T , we supplement the definition
above, which is equivalent to the definition of the set M of actual models of T ,
with the following components:

– The set Mp of potential models of T is given by function (2): Any structure
that satisfies (2), is a potential model of T with respect to ontology O.

– We assume the set Mpp of partial potential models of T to be equal to the set
Mp of potential models of T . This means that all terms of an ontology can be
seen as non-theoretical terms. Otherwise, we would need a criterion to dis-
tinguish between theoretical and non-theoretical terms, yet such a criterion
is not derivable from the conceptual core of an ontology.

– Theory elements allow for the description of an aggregate of subsystems
by repeatedly applying the same theory element. The relation between the
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single applications of the theory element are given by constraints. There are
two possibilities to define the set C of constraints: first, C = P(Mp) (open
world assumption); second C = {{m} | m ∈ Mp} (closed world assumption).

– Def. 1 does not allow an ontology to refer to another one. The set L of links
is thus equal to Mp.

– The set I of intended models is empty since def. 1 does not contain any
information about applications of an ontology.

This list shows that the description-logical concept of ontology is much weaker
than the structuralistic concept of theory and that there is room for extentending
the classical concept of ontologies with structuralistic features.

4.2 Reconstruction of Typical Extensions of the Conceptual Core

Existing extensions of the conceptual core of ontologies that are already widely
used in ontology formalisms, can be partitioned into two classes: first, extensions
to the classical description logics and, second, extensions which transcend the
framework of first-order predicate logic.

DL-extensions: n-ary roles, functions, concrete domains. Weak extensions of
basic description logic, such as n-ary roles, functions and concrete domains, still
belong to the greater family of description logics. They share a Tarski-style
semantics:

– Relations of arbitrary arity as used in, e.g., DLR [8], can be understood
structuralistically as relations used in the definition of the set Mp of partial
models of the theory.

– Functions can be defined as single-valued relations.
– Domains in description logical languages like SHIQ(Dn)− are not restricted

to the intended universe of discourse, but may include additional concrete
domains besides [12]. They provide mathematico-logical domains such as
numbers and strings. They can be integrated into theory elements from the
outset. Structuralists call them “auxiliary sets” and explicitly enumerated
in the set Mp of potential models of a theory element.

Higher-order classes and roles. In an ontology, concepts and roles are defined in-
tensionally by properties of individuals. Some ontology formalisms have a feature
called “reification” which makes it possible to consider concepts and roles them-
selves as individuals so that one can express propositions about these concepts
and roles. In a weak form that can be used to annotate concepts, classes and
ontologies. Reification is part of most formalisms that are practically applied.

Full reification transcends the expressive power of first-order predicate logic
and can therefore not be expressed in todays description logics. The weak form
of reification, however, can be integrated into a structuralistic theory element
by including the set N of names of classes, of roles and of ontologies as a new
domain NC ∪NR ∪ T . Annotations are thus handled as binary relations (roles)
between names and a domain of strings.
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Since classes are not objects of an empirical domain, and annotations do not
refer directly to an empirical domain, both can be excluded from the empirical
claim of a theory element in the structuralistic framework. They are theoretical
terms and do not belong to the set Mpp of partial potential models.

Import of ontologies. In order to standardize and modularize ontologies, one
can group ontologies according to different levels of abstractions (top, upper
and domain level). Also, many ontology formalisms allow the knowledge engi-
neer to combine concept definitions from different ontologies into new concept
definitions. For structuralists, these are undesirable ways of reusing ontologies:
models of a theory element T1 should not contain terms of another theory el-
ement T2. Instead, intertheoretical laws should be expressed by the structural
setting L ⊆Mp(T1) ×Mp(T2). In particular, this can be shown as follows:

1. Mp(T1) does only contain domains and relations of T1.
2. External references, i.e. concepts and roles of other theories used in the

axioms of M(T1), are removed for the moment. Syntactically, this is done by
substituting the universial concept	 for concepts ofMp(T2) and the universal
role 	×	 for roles of Mp(T2).

3. The original axiom that contained the external references, is then recon-
structed as a cartesian product of potential models of T1 and T2, i.e. as a
link Mp(T1) × Mp(T2). Of course, the concepts and roles of Mp(T1) must
now be substituted for by 	 and 	×	.

5 Perspectives and Conclusion

This paper described ontologies in terms of the structuralistic philosophy of sci-
ence. It could be shown that a standard notion of ontology is easily integrated
into a theoretical framework which allows for the extension of the conceptual
core of an ontology. The result is a general and precise definition of ontology
that abstracts from particular ontology formalisms. We belief that this struc-
turalistic concept of a theory element provides the basis further extensions to
the conceptual core of an ontology:

– Distributed world descriptions. Compatible world descriptions can be grouped
in subsets of the set C of constraints. Constraints open up the possibil-
ity to explicitly specify the distributed application of an ontology. That al-
lows for, e.g., handling of inconsistencies arising between models of different
subsystems.

– Specifications of intended domains. The determination of a set I of intended
applications of a theory makes it possible to check measurements against
the predictions of the theory. We propose an analogy to this idea for the
application of ontologies. From our point of view, an ontology is a theory of
language usage in a community, more precisely: it is a formal specification
of reprensentative data of that usage.
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– Empirical claim of ontologies. The connection between the conceptualization
and the specification, which defines an ontology according to Gruber, can
be expressed as the empirical claim of a theory (see equation1). By “con-
ceptualization” we mean the transformation of the intended applications of
an ontology, i.e. its domain, into the set I of intended models of a theory.
By “specification” we mean the axiomatical definition of the set M of actual
models of the theory.

The next steps are therefore, first, to give a formal explication of these enhanced
structuralistic features and, second, to show how a real world ontology can be
presented in our framework.
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AI Viewed as a “Science of the Culture”
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Abstract. Last twenty years, many people wanted to improve AI sys-
tems by making computer models more faithful to the reality. This paper
shows that this tendency has no real justification, because it does not
solve the observed limitations of AI. It proposes another view that is to
extend the notion of “Sciences of the Artificial”, which has been intro-
duced by Herbert Simon, into to a new “Science of the Culture”. After
an introduction and a description of some of the causes of the present
AI limitations, the paper recalls what the “Sciences of the Artificial” are
and presents the “Sciences of the Culture”. The last part explains the
possible consequences of such an extension of AI.

1 Introduction

This paper attempts to question the AI philosophical foundations and to show
that there is a possible misunderstanding about its status. Our starting point
concerns its epistemological status. At first sight, it appears that many contem-
poraneous scientists tend to build AI on a model analogous to the one which
the physical or the life sciences are based on. See for instance the recent project
of Marcus Hutter [1] who pretends to scientifically ground Universal Artificial
Intelligence on the Kolmogorov information theory. In the past, AI has often
been understood as a “Science of the nature”. Let us recall that the program of
the very famous Dartmouth College Summer Research Project on Artificial In-
telligence was based on “the conjecture that every aspect of learning or any other
feature of intelligence can in principle be so precisely described that a machine
can be made to simulate it.”. Such strong groundings would have been reassuring.
Nevertheless, they are not totally satisfying and there were also some attempts
to put in light other dimensions of AI than this reduction to a “Science of the
nature”. For instance, the notion of “Sciences of the Artificial” introduced by
Herbert Simon [2] opened many perspectives to AI. Do those “Sciences of the
Artificial” differ from the traditional “Sciences of the Nature” or do they extend
and renew them with new contemporaneous tools? On the one hand, most of the
time, even for Simon, the aim assigned to AI is to naturalize – or to computerize,
but this is more or less equivalent from a philosophical point of view – social and
psychological phenomenon, i.e. to reduce social and psychological phenomenon
to mechanical processes that can be simulated on digital computers. On the
other hand, the notion of knowledge that was introduced in AI seems not to be
reducible to mechanical processes on physical symbols. The so-called activity of
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the “Knowledge Level” that was emphasized by Alan Newell in his famous paper
[3] seems to express this irreducibility.

To enlighten the epistemological nature of AI we refer to the opposition be-
tween the “Sciences of the Nature” and the “Sciences of the Culture”, i.e. the
humanities, that was introduced in the first half of the 20th century by some
German Neo-Kantian philosophers among which the most famous were Heinrich
Rickert (1863–1936) and Ernst Cassirer (1874–1945). We claim that the con-
ceptual apparatus they have developed may be successfully applied to AI. Our
working hypothesis is that AI can neither be fully reduced to a “Science of the
Nature” nor to a “Science of the culture”, but that it is what Heinrich Rickert
calls an “intermediary domain”. It means that both the objects of AI and its
logic belong to fields covered simultaneously by the “Sciences of the nature” and
by the “Sciences of the culture”. The practical consequences of such philosophi-
cal considerations concern first the fields of application of AI: its objects cannot
be reduced to the sole simulation of the nature, i.e. to a total and perfect repro-
duction of activities of intelligent beings. The AI influences also the culture, i.e.
the medium of communication. Many of AI successes concern the way it changed
– or it helped to change – the contemporaneous culture. Unfortunately, those
successes have not been credited to AI. The second consequences are about the
AI methods that cannot all be assimilated to logical generalizations of the diver-
sity by general laws; for instance, the careful study of paradigmatic past cases,
or more precisely of alleged past AI failures, can be valuable; it also belongs to
the method of the “Sciences of the Culture”, of which AI is a part of.

Apart this introduction, the paper is divided in four parts. The first one is a
lesson drawn from the apparent AI failures. The second constitutes an attempt
to explain why AI is supposed to have failed. The third briefly recalls the notion
of “Sciences of the Artificial” as it was introduced by Herbert Simon and then
describes the Neo-Kantian distinction between the “Sciences of the Nature” and
the “Sciences of the Culture”. The last one inventories some of the practical
consequences of this distinction.

2 What Went Wrong?

Last summer a special issue of the AI Magazine [4] has published numerous of
cases of alleged faulty AI systems. The goal was to understand what made them
wrong. The main lesson was that, most of the time, the difficulties were not due
to technical impediments, but to the social inadequacy of those AI systems to
their environment. This point is crucial; it has motivated the reflexion presented
here. For the sake of clarity, let us take an example about the so-called electronic
elves, which are agents that act as efficient secretaries. Those “Elves” were de-
signed to help individuals to manage their diary, to fix appointments, to find
rooms for meetings, to organize travel, etc. A paper reported technical successes
but difficulties with some inappropriate agent behaviors. For instance, one day,
or rather one night, an elf rang his master at 3am to inform him that his 11
o’clock plane was going to be delayed. Another was unable to understand that
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his master was in his office for nobody, since he had to complete an important
project... Many of these actions make those intelligent agents tiresome and a real
nuisance, which causes their rejection by users. This example shows that social
inadequacy is the main cause of AI system rejection. In the previous case, the
AI programs were technically successful; the system was not accepted because it
did not answer to the requirements of the social environment. The causes of in-
appropriateness was not in the artificial system itself, but in the adequacy of the
artificial system to its environment. It is neither astonishing nor original. Many
people have noticed that the failures of knowledge-based systems were mainly
due to man-machine interfaces or to organizational impediments, which make
them inefficient (cf. for instance [5]). This is consistent with what had said the
pioneers of AI, and in particular, with Herbert Simon who has insisted on the
importance of the outer environment in [2]: according to him, “Human beings,
viewed as behaving systems, are quite simple. The apparent complexity of our
behavior over time is largely a reflection of the complexity of the environment
in which we find ourselves.” In other words, the difficulty would not be in re-
producing intelligent behaviors, but in adapting them to the complexity of their
environment.

These conclusions are so obvious and conform with the predictions that the
above mentioned AI failures would have had an incentive to address both user-
centered design and social studies. Nevertheless, surprisingly, since the eighties,
the evolution of AI toward, for instance, the so-called “Nouvelle AI” has gone
in a completely different direction: AI has been accused of oversimplifying the
world. It has been said that the reproduction of high level cognitive abilities,
for instance doing mathematics, reasoning or playing chess, were easier, from
a computational point of view, but less valuable than the simulation of basic
physiological mechanisms of perception and action. The so-called “Moravec’s
Paradox” [6] summarized this point; it has been frequently invoked by special-
ists of robotics and AI last 20 years. As a consequence, the proposed solution
was to increase the complexity of the models and to build powerful machines
that mimic physiological capacities [7]. This view tends to reduce AI to a sim-
ulation of the natural processes. It opens undoubtedly exciting prospects for
scientists. However, this does not exhaust the project of AI, which cannot be
fully assimilated to a pure reproduction of the mind, i.e. to a “naturalization”.

3 “Artificiality” vs. “Culturality”

Herbert Simon has introduced the distinction between the “Sciences of the Na-
ture” and the “Sciences of the Artificial” in a famous essay published in 1962
in the “Proceedings of the American Philosophy Society”. Its original point was
to introduce the notion of artificiality to describe complex artificial systems in
complex environments and to make them objects of science. According to him,
artificial systems have to be distinguished from natural systems, because they
are produced by human beings who have in mind some goals to achieve. More
precisely, artificial things are characterized by the four following points [2]:
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1. They are produced by human (or by intelligent beings) activity
2. They imitate the nature more or less the nature, while lacking the whole

characteristics of natural things
3. They can be characterized in terms of functions, goals and adaptation
4. They can be discussed both in terms of imperatives or as descriptives

Since the artificial things can be approached not only in descriptive terms of
their structure, but with respect to their functions, their goals and their adap-
tive abilities, they cannot be reduced to natural things that have only to be
objectively described from the outside, without any a priori. Their study can
take into consideration the imperatives to which they are supposed to obey.
As a consequence, the discipline that is in charge to study artificial things, i.e.
the science of the artificial things, has to be distinguished from the sciences of
the natural things. To characterize this discipline, Hebert Simon has introduced
the concept of “artefact”, which is defined as an interface between the “inner”
environment, i.e. the internal environment of an agent, and the “outer” environ-
ment where it is plunged. As previously said, the “inner” environment is easy
both to describe in terms of functions, goals and adaptation and to simulate
with computers; its complexity results from the “outer” environment in which
it operates. It has to be recalled that artificial things can always be studied
with the methods of the “sciences of the nature”, for instance a clock can be
studied from a physical point of view, by analyzing the springs and the wheels
it is composed of, but those “sciences of the nature” don’t take into consider-
ation the imperatives to which the artificial things are supposed to obey, their
functions and their goals. Symmetrically, natural things can be investigated by
the “Sciences of the artificial”. More precisely, according to Herbert Simon, the
“sciences of the artificial” can greatly help to improve our knowledge of the nat-
ural phenomenon. Any natural thing can be approached by building models, i.e.
artificial things, that aim at simulating some of their functions. For instance,
cognitive psychology has been very much improved by the use of computers that
help to simulate many of our cognitive abilities.

Two critics can be addressed to the AI understood as a “science of the artifi-
cial”. The first is traditional and recurrent: for more than 20 years now, scientists
and philosophers criticize the oversimplified models of the so-called old-fashioned
AI. In a word, they think that models have to be exact images of what they are
intended to model. As a consequence, the “artefacts”, taken in Herbert Simon
terms, i.e. the interfaces between “inner” and “outer” environments, have no
real value when the “inner” environments are too schematic. Therefore, the ar-
tificiality has to faithfully copy the reality, i.e. the nature. As a consequence,
many mental and social phenomenon are viewed as natural phenomenon. For
instance, the mind is reduced to physical phenomenon that result from brain
activity [8] or the epistemology is identified to informational processes [9]. This
tendency corresponds to the so-called “naturalization”, which is very popular
nowadays among philosopher [10]. Nevertheless, despite the huge amount of re-
searches done in this area for many years now, only a few results have been
obtained.
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The second critic is symmetric: the notion of “artefact” does not allow to fully
approach the semantical and cultural nature of all mental processes. For instance,
Herbert Simon considers music as a science of the artificial, since everything that
is said about the sciences of the artificial can be said about music: it requires
formal structures and provokes emotions. It is partially true, however, music is
not only a syntax; semantical and cultural dimensions of music exist and they
are not taken into account in Simon models. Therefore, we pretend that an
extension of the “science of the artificial” toward the “sciences of the culture”
is required. In other words, while the first critics opens on a naturalization,
i.e. on a refinement of the models, the second pursues and extends the Herbert
Simon “sciences of the artificial” by reference to the Neo-Kantian “sciences of
the culture” that will be presented in the next section.

4 The “Sciences of the Culture”

The notion of “Sciences of the Culture” [11] was introduced in the beginning of
the 20th century by a German Neo-Kantian philosopher, Heinrich Rickert who
has been very influential on many people among which were the sociologist Max
Weber and the young Martin Heidegger. Its goal was to base the humanities, i.e.
the disciplines like historic studies, sociology, laws, etc., on rigorous basis. He
wanted to build an empirical science able to interpret human achievements as the
results of mental processes. However, he thought that the scientific characteriza-
tion of the mind had to be distinguished from the psychology, which approached
the mental phenomenon with the methods of the physical sciences. For him,
spiritual phenomenon have a specificity that cannot be reduced to physical one,
even if they can be submitted to a rational and empirical inquiry. The distinc-
tion between the “sciences of the nature” and the “sciences of the culture” had
to precisely establish this specificity. As we shall see in the following, according
to Rickert, the underlying logic of the “sciences of the culture” totally differs
from the logic of the “sciences of the nature”. Let us precise that the “sciences
of the culture” have nothing to see with “cultural studies”: the first attempt
to characterize scientifically the results of human conscious activities – politics,
art, religion, education, etc.– while the second try to identify and to differentiate
cultural facts from various manifestations of human activities – dances, musics,
writings, sculpture, etc.–.

As previously mentioned, the “sciences of the culture” aim at understand-
ing social phenomenon that result from human conscious activities. Obviously,
physics and chemistry are out of the scope of the “sciences of the culture” because
they investigate the objective properties of the world, without any interference
with human activities. On the contrary, the study of religion and discrimina-
tion may participate to the “sciences of the culture”. But, the distinction is
not so much a difference in the objects of study than in the methods of inves-
tigation. Therefore, the history of physics participates to the “sciences of the
culture” while some mathematical models of social phenomenon, e.g. game the-
ory, participate to the “science of the nature”. Moreover, the same discipline may
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simultaneously participate to the “sciences of the nature” and to the “sciences
of the culture”; it is what Rickert characterizes as an intermediary domain. For
instance, medicine benefits simultaneously from large empirical studies and from
individual case studies; the first participate more to the logic of the “sciences of
the nature” and the second to the logic of the “sciences of the culture”. It even
happens, in disciplines like medicine, that national traditions differ, some of them
being more influenced by the “sciences of the nature”, like the evidence-based
medicine, while others participate more easily to the “sciences of the culture”,
like clinical medicine when it is based on the study of the patient history. In
other words, the main distinction concerns different logics of sciences that are
described hereafter.

Ernst Cassirer clearly described the different logics of sciences in many of
his essays [12]. Briefly speaking, he first distinguishes the theoretical sciences
like mathematics, which deal with abstract and perfect entities as numbers, fig-
ures of functions, from empirical sciences that are confronted with the material
reality of the world. Then, among the empirical sciences, Ernst Cassirer differ-
entiates the “sciences of the nature”, which deal with physical perceptions, and
the “sciences of the culture” that give sense to the world. According to him and
to Heinrich Rickert, the “sciences of the nature” proceed by generalizing cases:
they extract general properties of objects and they determine laws, i.e. constant
relations between observations. As a consequence, the logic of the “sciences of
the nature” is mainly inductive, even if the modalities of reasoning may be de-
ductive or abductive. The important point is that the particular cases have to be
forgotten; they have to be analyzed in general terms as composed of well defined
objects that make no reference to the context of the situation. The validity of
the scientific activity relies on the constance and the generality of the extracted
laws. By contrast to the logic of the “sciences of the nature”, the logic of the
“sciences of the culture” do not proceed by generalizing multiple cases. It does
not extract laws, i.e. relations between observations; it does not even work with
physical perceptions, but with meaningful objects that have to be understood.
In brief, the main function of the “sciences of the culture” is to give sense to the
world. The general methodology is to observe particular cases and to understand
them. However, they have to choose, among the particulars, individuals that are
paradigmatic, i.e. which can teach general lessons that may be reused in other
circumstances. In other words, the “sciences of the culture” are not interested in
the singularity of cases, which has to be forgotten, but in the understandability
of individuals under study. Their methods help to give sense to observations of
complex individual cases.

Looking back to the “sciences of the artificial”, it appears that they belong
both to the “sciences of the nature”, since they proceed by generalization of
cases and to the “sciences of the culture”, because they characterize artificial
things by their functions, their goals and their adaptivity, and not only but their
structure. More precisely, the artificiality, taken in the sense given by Herbert
Simon, includes not only all the things that are produced by the activity of
intelligent beings, but also the goals to which they are designed for. Human
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productions are not reducible to the material things they achieved. A clock is
more than the metal it is made of. As a consequence, artificiality is also part
of the culturality. The sciences that produce artefacts, i.e. the “sciences of the
artificial” are undoubtedly part of the “sciences of the culture’, while the culture
covers a broader area, since it also includes pure interpretative activities like
history .

5 Conclusion and Perspectives

The thesis developed here is that the AI weaknesses are not caused by the over-
simplification of AI models, like many people pretend nowadays, but by their
inadequacy to the “outer” environment. It has been shown that the notion of
“science of the artificial”, which was introduced by Herbert Simon, has to be
extended by reference to the notion of “science of the culture” introduced by the
Neo-Kantian school in the beginning of the 20th century. From a philosophical
point of view, it means that AI participates to the “sciences of the culture”, i.e.
that it cannot be entirely reducible to a “science of the nature” or to mathe-
matics and theoretical sciences. But it is not more reducible to the “sciences of
the culture”. More precisely, it is what Heinrich Rickert identifies as an “inter-
mediary domain” that belongs simultaneously to the theoretical sciences, i.e. to
formal logic and mathematics, to the empirical sciences of the nature and to the
empirical sciences of the culture. The practical consequences of such philosoph-
ical considerations are twofold: they have an impact on both the methods and
the objects of application of AI.

Since AI participates to the “sciences of the culture”, it has to take advantage
of its logic, which may enlarge the scope of its methods. Let us recall that the
sciences of the culture are empirical sciences, i.e. they build knowledge from the
observation of particulars. However, they don’t proceed by extracting properties
common to observed cases; they do not abstract knowledge from particulars.
They collect data about individual cases and they attempt to understand them,
i.e. to find a common cause or to give a reason for them. Let us precise that it
is not to observe singularity, but to study paradigmatic cases and to explain in
what respect the individual cases under study can be universalized. An excellent
example of such type of studies was done by a cognitive anthropologist, Edwin
Hutchins, in the book titled “Cognition in the wild” [13] where he attempted
to identify the cognition in its natural habitat, in the circumstances a modern
ship, and to model it. In practice, many preliminary studies should have recourse
to such methods. It has to be the case with knowledge engineering and, more
generally, when designing any AI concrete application. Moreover, the attentive
study of past failures participates to this dimension of AI. It is not to generalize
all the individual failures by extracting their common properties, as it could be
in any science of the nature, but to understand the logic of the failures, to see
what lessons could be drawn from these bad experiences to generalize them and
to learn from it.
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Lastly, the investigations of AI could focus more deliberately on cultural di-
mensions of the world, where there are many valuable applications. The in-
formation sciences and technologies greatly contribute to the advancement of
knowledge to the point that the present age is often called a “knowledge age”.
However, it’s a pity that AI did not participate more actively to cultural evolu-
tions consecutive to the development of information technologies, for instance,
to the Wikipedia free encyclopedia or to the social web. More generally, the
knowledge quest can be greatly accelerated by the use of AI technologies. For
instance, my team is working in musicology [14], in textual criticism, in social
sciences, in epistemology [15] etc. But there are many other fields of applications,
not only in humanities. Let us insist that such applications of AI are directly
connected with cultural dimensions. So, in case of medicine, there already exist
many attempts to model organs and to simulate medical diagnosis; AI had part
in these successful achievements; but the new challenge now is to manage all the
existing knowledge and to help researchers to find their way. This is undoubtedly
the role of AI understood as a science of culture to help to achieve such tasks.

References

[1] Hutter, M.: Universal Artificial Intelligence: sequential Decisions Based on Algo-
rithmic Probabilities. Springer, Heidelberg (2005)

[2] Simon, H.A.: The Sciences of the Artificial, 3rd edn. MIT Press, Cambridge (1996)
[3] Newell, A.: The knowledge level. Artificial Intelligence Journal 18, 87–127 (1982)
[4] Shapiro, D., Goker, M.: Advancing ai research and applications by learning from

what went wrong and why. AI Magazine 29(2), 9–76 (2008)
[5] Hatchuel, A., Weil, B.: Experts in Organizations: A Knowledge-Based Perspective

on Organizational Change. Walter de Gruyter, Berlin (1995)
[6] Moravec, H.: Mind Children. Harvard University Press, Cambridge (1988)
[7] Brooks, R.: Flesh and Machines: How Robots Will Change Us. Pantheon Books,

New York (2002)
[8] Manzotti, R.: Towards artificial consciousness. American Philosophy Association

Newsletter on Philosophy and Computers 07(1), 12–15 (2007)
[9] Chaitin, G.: Epistemology as information theory. COLLAPSE 1, 27–51 (2006)

[10] Dodig-Crnkovic, G.: Epistemology naturalized: The info-computationalist ap-
proach. American Philosophy Association Newsletter on Philosophy and Com-
puters 06(2) (2007)

[11] Rickert, H.: Kulturwissenschaft und Naturwissenschaft, 5th edn. J.C.B. Mohr
(Paul Siebeck), Tubingen (1921)

[12] Cassirer, E.: Substance and Function. Open Court, Chicago (1923)
[13] Hutchins, E.: Cognition in the Wild. MIT Press, Cambridge (1995)
[14] Rolland, P.Y., Ganascia, J.G.: Pattern detection and discovery: The case of music

data mining. In: Hand, D.J., Adams, N.M., Bolton, R.J. (eds.) Pattern Detection
and Discovery. LNCS (LNAI), vol. 2447, pp. 190–198. Springer, Heidelberg (2002)

[15] Ganascia, J.G., Debru, C.: Cybernard: A computational reconstruction of claude
bernard’s scientific discoveries. In: Studies in Computational Intelligence (SCI),
pp. 497–510. Springer, Heidelberg (2007)



Beyond Public Announcement Logic: An
Alternative Approach to Some AI Puzzles

Pawe�l Garbacz, Piotr Kulicki, Marek Lechniak, and Robert Trypuz

John Paul II Catholic University of Lublin,
al. Rac�lawickie 14, 20-950 Lublin, Poland

{garbacz,kulicki,lechniak,trypuz}@kul.pl

http://www.l3g.pl

Abstract. In the paper we present a dynamic model of knowledge. The
model is inspired by public announcement logic and an approach to a
puzzle concerning knowledge and communication using that logic. The
model, using notions of situation and epistemic state as foundations,
generalizes structures usually used as a semantics for epistemic logics in
static and dynamic aspects. A computer program automatically solving
the considered puzzle, implementing the model, is built.

Keywords: knowledge representation, dynamic epistemic logic, multi-
agent systems, Prolog.

1 Introduction

Knowledge representation plays an important role in AI. Moore in [7] claims
that the basic application of logic in AI is an analysis of this concept. He points
out two uses of formal logic in that context. Firstly, the formalism of logic can
be used as a knowledge representation system; secondly, logic provides forms
of deductive reasoning. The formalism of logic has two components: syntactic
(language and axioms) and semantic (model theoretic structure). In the case of
knowledge representation the language of logic includes epistemic operators that
enable us to formulate sentences of the type: “agent a knows that ϕ”,“an agent
a believes that ϕ”, etc. Axioms set up a theory that defines valid deductions
for such sentences. The semantic component of epistemic logic is usually based
on structures built from sets of possible worlds. In that setting logical space of
epistemically possible worlds, i.e. worlds consistent with an agent’s knowledge,
is considered.

McCarthy [6] argues, that from the AI point of view the semantic part of
epistemic logic is more useful. The reason is that it is more intuitive and easier
from the operational perspective. We share that opinion. Moreover, we think
that philosophical understanding of semantic structures for epistemic logic still
requires more attention. Thus, our main effort is to construct an ontologically
founded model for epistemic logic. In that model, we would like to be able to rep-
resent a vast spectrum of notions about knowledge in multi-agent environments,
including not only the actual knowledge of the agent himself and other agents
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but possible knowledge, change of knowledge and relations between knowledge
and actions as well.

As a working example we will use a well-known hat puzzle: Three people Adam,
Ben and Clark sit in a row in such a way that Adam can see Ben and Clark, Ben
can see Clark and Clark cannot see anybody. They are shown five hats, three of
which are red and two are black. The light goes off and each of them receives one
of the hats on his head. When the light is back on they are asked whether they
know what the colours of their hats are. Adam answers that he doesn’t know.
Then Ben answers that he doesn’t know either. Finally Clark says that he knows
the colour of his hat. What colour is Clark’s hat?

2 Solving Puzzles in Public Announcement Logics

Public announcement logic [8,2,10] (henceforward PAL) is an extension of epis-
temic logic [11,4], which is a modal logic formally specifying the meaning of
the formula Kaϕ—“agent a knows that ϕ”. PAL enriches epistemic logic with
a dynamic operator of the form “[ϕ]ψ”, which is read “after public and truthful
announcement that ϕ, it is the case that ψ”. That extension allows for reasoning
about the change of agent’s beliefs being a result of receiving new information.

The language of PAL is defined in Backus-Naur notation as follows:

ϕ ::= p | ¬ϕ | ϕ ∧ ϕ | Kaϕ | [ϕ]ϕ

where p belongs to a set of atomic propositions Atm, a belongs to a set of agents
Agent and K is an operator of individual knowledge and [ ] is an operator of
public announcement.

Models of PAL are Kripke structures with valuation function and have the
form M = 〈S,Agent,∼, v〉. Its components are described as below.

– S is a set of situations (or possible worlds).
– Agent is a set of rational agents.
– ∼ is a function assigning a set of pairs of situations about which it is said

that they are indiscernible to every element of Agent. Thus s ∼a s′ means
that for agent a, two situations, s and s′, are indiscernible.

– v : Atm −→ 2S is a standard valuation function.

Satisfaction conditions for PAL in the model M and for s ∈ S are defined in a
standard way. For knowledge and public announcement operators they have the
forms:

M, s |= Kaϕ ⇐⇒ ∀s′ ∈ S (s ∼a s
′ =⇒ M, s′ |= ϕ)

M, s |= [ϕ]ψ ⇐⇒ M, s |= ϕ =⇒ Mϕ, s |= ψ

where Mϕ = 〈S′, A,∼′, v′〉 is characterized in such a way that: S′ = {s ∈ S :
M, s |= ϕ}, for every a ∈ Agent, ∼′

a=∼a ∩(S′ × S′) and for every p ∈ Atm,
v′(p) = v(p) ∩ S′.

The epistemic logic S5 is sound and complete with respect to M, when ∼a are
equivalence relations. One can find the axiomatisation of “[ ]” in [10, section 4].



Beyond Public Announcement Logic 381

The concept of knowledge presupposed by PAL is such that agent knows that
ϕ when in all situations (possible words) belonging to his epistemic possibility
space, ϕ holds. The epistemic possibility space of agent a can be seen as a set of
situations which are equally real for that agent.

By reducing the epistemic possibility space the agent minimizes his level of
ignorance [5]. An omniscient agent would have in his epistemic possibility space
just one single world, i.e. the real one, whereas an agent having no knowledge
would consider all situations possible, or in other words, equally real.

The reduction of the level of ignorance is done in PAL by a public and truthful
announcement about a real situation. For instance, an agent having no knowl-
edge, just after receiving the information that he is wearing a red hat, will restrict
his epistemic possibility space to those situations in which it is true that he is
wearing a red hat.

Now let us return to the hats puzzle. The model for the hats puzzle, M∗ =
〈S,Agent,∼, v〉, is such that Agent = {Adam,Ben,Clark}. Remaining elements
of M∗ are described below.

In the models of PAL a situation is usually represented by a tuple. For instance
〈r, r, w〉 is 3-tuple representing the situation in which Adam has a red hat (r),
Ben has a red hat, too (r) and Clark has a white hat (w). Thus:

S = {〈r, r, r〉, 〈r, r, w〉, 〈r, w, r〉 〈r, w,w〉, 〈w, r, r〉, 〈w, r, w〉, 〈w,w, r〉}.

Because the indistinguishability relation (relativized to agent a), ∼a, is an equiv-
alence relation, the equivalent classes and a quotient set (partition), S/∼a , can
be defined in a standard way. Intuitively, each cell of this partition is a set of
the situations which are indistinguishable for agent a.

Which situations are indistinguishable for each of the three men? It is a ques-
tion on which PAL can answer neither on language nor on semantic level. Al-
though in the hats puzzle, before the men say anything, an indistinguishability
relation can be precisely defined by means of sees relation. sees(a, b) is an ir-
reflexive relation (because it is assumed in the puzzle that nobody sees himself)
expressing a fact that a sees (perceives) b. Let αi

ai
be an expression saying that

agent ai has a hat of the colour αi. Then:

〈α1
a1
, α2

a2
, α3

a3
〉 ∼ai 〈β1

a1
, β2

a2
, β3

a3
〉 ⇐⇒ ∀j(sees(ai, aj) → αj = βj), (1)

where 1 � i, j � 3 and α1, . . . , β3 represent red or white colour and a1, a2, a3
represent Adam, Ben and Clark respectively.

Because Adam sees the (colours of the) hats of Ben and Clark, and he does
not see his own hat, the epistemic possibility space for Adam is described by the
set:

S/∼Adam
=

{{〈r, w, r〉, 〈w,w, r〉}, {〈r, r, r〉, 〈w, r, r〉}, {〈r, r, w〉, 〈w, r, w〉}, {〈r, w,w〉}}
Similarly we get the sets S/∼Ben and S/∼Clark

:

S/∼Ben = {{〈r, w, r〉, 〈w,w, r〉, 〈r, r, r〉, 〈w, r, r〉}, {〈r, r, w〉, 〈w, r, w〉, 〈r, w,w〉}}
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S/∼Clark
= {{〈r, r, r〉, 〈w, r, r〉, 〈r, w, r〉, 〈w,w, r〉, 〈r, r, w〉, 〈w, r, w〉, 〈r, w,w〉}}

Now we are going to show how PAL can deal with the hats puzzle. Let us
start with the assumption that set Atm has the following elements:

Atm = {has(Adam, r), has(Adam,w), has(Ben, r),
has(Ben,w), has(Clark, r), has(Clark, w)} (2)

where has(a, r) and has(a,w) mean that a has a red hat and a has a white hat
respectively.

Because in the puzzle each man is allowed only to announce that he knows
or does not know the colour of his hat, it is useful to introduce the following
definition:

KaHatcolour =df Kahas(a, r) ∨Kahas(a,w) (3)

KaHatcolour means that a knows the colour of his hat.
Now we are ready to express in PAL what has happened in the puzzle’s

scenario, i.e. that Adam and then Ben announce that they do not know the
colours of their hats, what finally leads to the situation in which Clark knows
that his hat is red. Formally:

[¬KAdamHatcolour][¬KBenHatcolour]KClarkhas(Clark, r) (4)

Clark gets the knowledge about the colour of his hat by reducing his set of
indiscernible situations to the set in which it is true that neither Adam knows
the colour of his hat nor does Ben. As a result he receives the following set of
possible situations: {〈r, w, r〉, 〈w,w, r〉, 〈r, r, r〉, 〈w, r, r〉} and therefore formula 4
is true. Clark taking into account what Adam and Ben have said is still unable
to identify the real situation. However in all remained indiscernible situations
Clark can be sure that he has a red hat.

In the solution of the puzzle we used both PAL and its model. This points
out a more important property of PAL, namely that in order to completely
understand what knowledge is in this approach we need both the language of
PAL and its model. In the language of PAL we could express that an agent
knows something and state by axioms of S5 some of the formal properties of
the agent’s knowledge. The models of PAL give us the understanding of the fact
that agent a knows something in situation s by reference to the indiscernibility
relation.

3 Towards a General Model of Epistemic Change

Our model of epistemic change has two components: ontological and episte-
mological. The ontological part represents, in rather rough and ready way, the
world our knowledge concerns. The epistemological part of the model represents
the phenomenon of knowledge in its static and dynamic aspects. The situation
at stake may have any ontic structure. Thus, there are situations “in which”
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certain objects possess certain properties, situations “in which” certain objects
participate in certain relations or processes, etc.

A situation is elementary if no other situation is part of it, eg. that Adam
has a red hat would be an elementary situation and that both Adam and Ben
have red hats would not be an elementary situation. Let ElemSit be a set of
elementary ontic (possible) situations.

In the set ElemSit we define the relation of copossibility (‖). Intuitively,
x ‖ y means that situation x may (ontologically) cooccur with situation y. For
example, that Adam has a red hat is copossible with that Ben has a red hat, but
is not copossible with that Adam has a white hat. The relation ‖ is reflexive and
symmetric in ElemSit, but is not transitive.

In what follows we will represent situations as sets of elementary situations.
Let ∅ /∈ Sit ⊆ ℘(ElemSit) be a set of (possible) ontic situations. Given our
understanding of the relation ‖, the following condition is accepted:

X ∈ Sit → ∀y, z ∈ Xy ‖ z. (5)

We can now define the notion of a possible world:

X ∈ PossWorld � X ∈ Sit ∧ ∀Y (X ⊂ Y → Y /∈ Sit). (6)

Let T ime = (t1, t2, . . . ) be a sequence of moments. The actual epistemic state
of an agent at a given moment will be represented by a subset of PossWorld:
epist(a, tn) ⊆ PossWorld. Any such state collectively, so to speak, represents
both the agent’s knowledge and his ignorance. Due to its actual epistemic state,
which is represented by a set epist(a, tn), and for every X ∈ Sit, agent a may
be described (at tn) according to the following three aspects:

Definition 1. Agent a knows at moment tn that situation X holds (written:
Ka,tn(X)) iff X ⊆

⋂
epist(a, tn).

Definition 2. Agent a knows at moment tn that situation X does not hold
(written: Ka,tn(X)) iff X ∩ (

⋃
epist(a, tn)) = ∅.

Definition 3. Agent a does not have any knowledge at moment tn about situa-
tion X iff ¬Ka,tn(X) ∧ ¬Ka,tn(X).

However, the puzzles we are dealing with do not presuppose that we know the
actual epistemic state of a given agent. Thus, we extend the notion of actual
epistemic state to the notion of possible epistemic state. A possible epistemic
state of an agent represents a body of knowledge (resp. of ignorance) that the
agent may exhibit given the ontic situation and epistemic capabilities of the
agent. In our case, the possible epistemic states are determined by the relation
of seeing, other agents’ announcements and the agent’s deductive capabilities.

A possible epistemic state of an agent at a given moment will be represented
by the set episti(a, tn) ⊆ Sit.

Definition 4. Agent a knows in a possible epistemic state X that (ontic) situ-
ation Y holds (written : Kepisti(a,tn)(Y )) iff Y ⊆

⋂
X.
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Definitions analogous to 2 and 3 can be also added.
We will use the following auxiliary notions:

– Epist(a, tn) - the set of all possible epistemic states of agent a at tn,
– Epist(tn) - the set of sets of possible epistemic states of all agents at tn,
– Epist - the set of sets of all possible epistemic states of all agents (from
Agent) at all moments (from T ime).

When a ∈ Agent, then “∼a” will represent the relation of epistemological indis-
cernibility, which we treat as an equivalence relation. In a general case, the epis-
temological indiscernibility covers a number of epistemic constraints of agents.

In our case, the relation of epistemological indiscernibliity depends on the
knowledge obtained thanks to the behaviour of some agent.

The relation of epistemological indiscernibility is, as the notion of knowledge
itself, relative to time: ∼a,tn is the relation of epistemological indiscernibility for
agent a at time tn.

It is an assumption of our approach that possible epistemic states coincide
with the abstraction classes of the epistemological indiscernibliity relation:

Epist(a, tn) = PossWorld/ ∼a,tn (7)

We assume that all changes of epistemic states are caused by the behaviour of
agents, in particular by their utterances, by means of which they expose their
(current) epistemic states and not by their inference processes.

A number of rules that govern the dynamics of epistemic states can be defined.
In the hats puzzle the only rule that sets the epistemic states in motion is the
following one:
If agent a (says that) he does not know that X holds, in an epistemic state
episti(a, tn) a knows that X holds, then after the aforementioned utterance this
state (i.e. episti(a, tn)) is effectively impossible, i.e. we remove its elements from
all possible epistemic states of all agents. Formally,

Rule 1. If (a says that) ¬Ka,tn(X) and Y ∈ Epist(a, tn) and KY (X), then for
every a′ ∈ Agent, Epist(a′, tn+1) = δ0(Epist(a′, tn), Y ), where

Definition 5. δ0 maps Epist×
⋃⋃

Epist into Epist and satisfies the following
condition:

δ0(Epist(a, tn), X) =

⎧⎪⎪⎨⎪⎪⎩
Epist(a, tn)\{X}, if X ∈ Epist(a, tn),
(Epist(a, tn)\{Z}) ∪ {Z\X} if Z ∈ Epist(a, tn) and

X ∩ Z �= ∅,
Epist(a, tn) otherwise.

Some other possible rules are presented in [1].
It seems that the factors that trigger the process of epistemic change are of

two kinds: ontological and epistemological. The ontological condition of this rule
is the fact that agent a says that he does not know that a certain ontic situation
holds. The epistemological condition is his epistemic state (Y ∈ Epist(a, tn)), in
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which the agent knows that this situation holds (KY (X)). We may represent the
epistemological conditions of rules for epistemic changes by means of the notion
of epistemic state. However, in order to account for the ontological conditions, we
distinguish in the set ℘(ElemSit) a subset AgentBeh that collects types (here:
sets) of ontic situations that are those conditions. An example of such type may
be a set of situations in which agents say that they do not know what hat they
have. In general, those conditions may be classified as agents’ behaviours, which
include also such “behaviours” as being silent (cf. the wisemen puzzle).

Let a ∈ Agent. A rule for epistemic change ρ is either

1. mapping ρ :
⋃
Epist × AgentBeh ×

⋃
Epist →

⋃
Epist (this condition

concerns rules with epistemological conditions) or
2. mapping ρ :

⋃
Epist× AgentBeh →

⋃
Epist (this condition concerns rules

without epistemological conditions).

It should be obvious that

1. if ρ(X,Y, Z) = V and X,Z ∈ Epist(tn), then V ∈ Epist(tn+1) (for rules
with epistemological conditions),

2. if ρ(X,Y ) = V i X ∈ Epist(tn), to V ∈ Epist(tn+1) (for rules without
epistemological conditions).

The set of all such rules will be denoted by “Rule”. For the sake of brevity, from
now on we will consider only rules with epistemological conditions.

In order to obtain the solution to the puzzle at stake, one needs the following
input data: set Sit, temporal sequence T ime = (tn), set of epistemic agents
Agent, set of sets of epistemic states of any such agent at the initial moment t1:
Epist1 = {Epist(a, t1) : a ∈ Agent} and function dist : T ime→ ℘(ElemSit).

The evolution of sets of epistemic states is triggered by the ontological condi-
tions according to the accepted rules of epistemic change. This implies that the
following condition holds (For the sake of simplicity, we assume that function
dist does not trigger more than one rule at a time.):

∃ρ ∈ Rule ∃X ∈ AgentBeh [ρ(Epist(a, tn), X,Epist(a′, tn)) = Z ∧
dist(tn) ∩X �= ∅] → Epist(a, tn+1) = Z. (8)

We also assume that epistemological states change only when a certain rule is
triggered:

Epist(a, tn+1) �= Epist(a, tn) ≡
∃ρ ∈ Rule ∃X ∈ AgentBeh ∃Y ∈

⋃
Epist

[ρ(Epist(a, tn), X, Y ) = Epist(a, tn+1)]. (9)

4 Conclusion

We have presented a dynamic model of knowledge for rational agents. The model
is inspired by public announcement logics and their usual semantics in a form
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of Kripke structures. However, the basic notions of our model, situation and
possible epistemic state of an agent, are more fundamental from a philosophical
point of view and enable us to define the notion of a possible world. We have
also introduced rules defining dynamics of agents’ knowledge in the presence of
other agents’ behaviour. Public announcements can be seen as special cases of
such a behaviour.

The model has been successfully tested on logic puzzles concerning knowledge.
Just by changing parameters of the program one can solve the hats puzzle with
any number of agents and different perception relations. Two of the special cases
here are known from literature puzzles: three wise men and muddy children. From
the point of view of programming it is important that the formulation of the
model could be easily transferred into a program in Prolog (see the prolog source
at www.l3g.pl).
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Abstract. Intensions of higher-order intentional predicates must be observed in 
a system if intelligence shall be ascribable to it. To give an operational defini-
tion of such predicates, the Turing Test is changed into the McCarthy Test. This 
transformation can be used to distinguish degrees of behavioural congruence of 
systems engaged in conversational interaction. 

1   Introduction 

Artificial Intelligence (AI) explores the space of possible intelligent systems. To give 
a demarcation of its field of research, AI must list general conditions of intelligence. 
Each of these conditions should imply an operationalizable criterion that, if satisfied 
by a system in a test, gives the tester a good reason to be more inclined to consider the 
system intelligent. Thus, AI ought to determine experimentally testable conditions of 
intelligence that are necessary, formal, and not restricted to particular species of intel-
ligent systems. This paper regards a basic feature of intelligent systems as a necessary 
condition of intelligence, and operationalizes it in form of a conversational test. It is 
proposed that intensions of higher-order intentional predicates must be observed in a 
system if intelligence shall be ascribable to it. To observe these intensions, the Turing 
Test is changed, via the Simon-Newell Test, into the McCarthy Test, whose partici-
pants communicate also meta-information about their internal information processing. 
The transformation can be used to differentiate between three degrees of behavioural 
congruence of systems in the context of conversational interaction. In the following, 
these degrees will be described in an elementary manner along with the test scenarios 
to which they are pertinent: weak congruence and the Turing Test (sect. 2), structural 
congruence and the Simon-Newell Test (sect. 3), strong congruence and the 
McCarthy Test (sect. 4). 

2   Black-Box Testing of Weak Congruence (Turing Test) 

It is quite usual to start discussing the problem of how to define intelligence in AI, by 
analysing the famous Turing Test (TT), which originated in A.M. Turing’s imitation 
game [1, 2-4]. 
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2.1   The Turing Test as a Black-Box Testing Procedure 

To carry out TT one needs: two devices for sending and receiving signals; a reliable 
bidirectional communication channel between the devices; a human acting as an in-
formation source and destination at one of the devices; a computer acting as an infor-
mation source and destination at the other device; and a sensory barrier preventing the 
human from perceiving the computer. A TT goes repeatedly through the following 
procedure: the human inputs a question into her device; the question is transmitted 
through the communication channel and received by the computer’s device; the com-
puter inputs an answer into its device; the answer is sent through the communication 
channel and received by the human’s device. This sequence is to be repeated until the 
channel is blocked after a predetermined time interval. Then the human is asked a 
metaquestion: ‘Did you communicate with another human or with a computer?’ The 
computer passes TT if, and only if, the human answers that her interlocutor has been 
another human. 

The computer acts as a black box [5] in TT: its inside is completely hidden from 
the human. She is forced to adopt a behaviouristic stance on her interlocutor by inter-
preting the received signals as externally observable linguistic behaviour. To answer 
the TT metaquestion, the human cannot but speculate about internal structures hidden 
from her, and thus about the cognitive nature of her interlocutor. A rational way out of 
this predicament is to compare the signals received from the unknown system, with 
signals that an average human might reasonably be expected to send if the latter were 
asked the same questions. If the real and the expected signals are, in a sense to be 
defined, congruent, then the human is empirically justified to suppose that her inter-
locutor has been another human. 

2.2   Weak Congruence of Behaviour in the Turing Test 

The congruence of signals, which is checked by the human in TT, must be defined 
precisely. R. Milner, whose Calculus of Communicating Systems is a very important 
realization of the idea of process algebra that broadly inspires the definitions (1)-(3) 
of congruence relations given below, calls a process by which a system does some-
thing, ‘action’. Then the notion of interaction can be understood “in the sense that an 
action by one entails a complementary action by another” [6]. Since, according to 
Milner [6], an interaction shall also constitute a mutual observation of both systems 
involved, just to send s a signal and to receive r it, is insufficient for constituting a 
pair of complementary actions in TT. Postulating furthermore that a system can ob-
serve an action only by interacting with it, observations are interactions, and vice 
versa [6]. In TT, observations are composed of two communicative actions, the ques-
tion q = (sH, rC), the human H sending a signal and the computer C receiving it, and 
the answer a = (sC, rH), C sending a signal and H receiving it. A pair (qn, an) is the nth 
interaction in a TT experiment. Internal actions iC of C that H cannot observe, are 
called ‘reactions of C’ (the reactions of other systems are defined accordingly). The 
imaginary system that would live up to H’s expectations of how an average human 
might answer H’s questions, is denoted by E(H). By CR » CS and E(H)R » E(H)S, let 
us denote sequences of reactions of C and E(H), respectively, that occur between the 
reception of H’s signal and the sending of a signal by C and E(H), respectively, to H. 
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CR, CS, E(H)R, and E(H)S denote, thus, the states in which the computer and the 
imaginary human are after they received a signal of H and sent a signal to H, respec-
tively. H cannot observe what C’s reactions are, or how many reactions occur, but H 
has a more or less detailed account of what E(H)’s reactions could be. A reaction of C 
corresponds to zero or any positive number of reactions of E(H), and vice versa. Now 
the TT-relevant type of behavioural congruence, as assessed by H, of the answers of 
C and E(H) can be defined. 

Weak congruence. An answer aC = (sC, rH) of C and an answer aE(H) = (sE(H), 
rH) of E(H) to a question q = (sH, rC or E(H)) of H are weakly congruent as to H, 
written aC ≈H aE(H), if and only if two conditions are met (with R the reception of 
sH and S the sending of sC and sE(H), respectively): (a) if CR » CS then there 
exists E(H)S such that E(H)R » E(H)S and sC = sE(H); and (b) if E(H)R » E(H)S 
then there exists CS such that CR » CS and sC = sE(H). 

(1) 

Two interlocutors of H cannot differ, in respect to their weakly congruent answers, 
internally in a way that would lead H to divergent observations. But weak congruence 
does not entail more information about the internal structure of C and E(H). 

The human judges after every interaction whether the answer is weakly congruent 
to the one that she would expect from another human being. Her behaviouristic stance 
on the black box she talks to, allows the human to reword the TT metaquestion as 
follows: ‘Is the black box using linguistic signs in a way which does not disappoint 
my expectations of how another human relates communicated signs to actually refer-
enced objects (extensions) in a shared world of linguistic meaning?’ If the human 
thinks that her interlocutor has answered a high enough percentage of questions like 
another human, and that none of its answers blatantly contradicts its human character, 
then the black box meets a sufficient condition for being human and, so it is pre-
sumed, for being intelligent. 

Weak congruence should, in general, be the relation between a system and its 
specification, since the latter concerns only correctness of behaviour [6]. What is at 
stake in TT, is, to put it shortly, the equation system C ≈H specification E(H). Though 
this seems to be a very liberal condition and, thus, adequate to AI, weak congruence 
implies too strong a condition: a specification of the behaviour of a particular species 
of real intelligent systems is too restrictive for a science that studies intelligent  
systems in general. 

3   Grey-Box Testing of Structural Congruence (Simon-Newell 
Test) 

A first step of transforming TT into a procedure that operationalizes a necessary, 
formal, and species-neutral condition of intelligence, is to address the reactions of the 
computer during the test. Thus results the so-called ‘Simon-Newell Test’ (SNT) [7]. 

3.1   The Simon-Newell Test as a Grey-Box Testing Procedure 

The analysis of TT has shown that a conversational test relying just upon how  
systems relate communicated signs to extensions, does not operationalize a condition of 
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intelligence that is appropriate to AI. It is, thus, reasonable to design a test in which a 
system is tested whether it designates intensions of linguistic signs. R. Carnap defined 
the intension of a predicate for a system X as “the general condition which an object 
must fulfil for X to be willing to apply the predicate to it.” [8] Algorithmically, the in-
tension of a predicate p for X is a procedure within X that computes whether an object 
satisfies p. The intension of p for X implicitly defines the set of all those objects that X 
could denotate by using p. In short, intensions are “potential denotations” [9]. Now a 
new condition for intelligence can be proposed: only if X can distinguish objects by 
intensions, X should be ascribed intelligence to. Otherwise, the Shannon-McCarthy 
objection [10] to Turing’s imitation game would become relevant; i.e., a world could 
then be imagined in which a machine would be considered intelligent though it just 
looked up, in a table, its responses to all possible linguistic inputs very fast. 

Whether a system does have intensions, shall be detected by SNT [9, 7]. In SNT, a 
computer answers the human’s questions also by truthfully giving meta-information 
about how it internally generated its answers. As in TT, the computer is allowed to lie 
– but not about the structure of its information processing. After the conversation, the 
human must give an answer to the same metaquestion as in TT: ‘Did you communi-
cate with another human or with a computer?’ If she thinks that the procedures by 
which the tested system computes whether signals denote certain extensions, are those 
a human would follow, she is obliged to answer that she talked to another human, and 
the computer has then passed SNT.  

In SNT, the tested system is visible to the human tester as a grey box [5]. By re-
ceiving true meta-information about the information processing of the system, the 
human is able to make a shadowy picture of the system’s inside as if she were look-
ing, by means of a torch, from inside the system into its mechanism. The tested sys-
tem cannot, of course, be a white box: the tester would then know everything about 
the tested system, and a TT-like test would not make sense any more. 

For carrying out SNT, a standardized language is needed that can be used to commu-
nicate meta-information in the test. Such a language must be a calculus interpretable 
purely in terms of information entities by abstracting details of its implementation away 
so that the system’s answers do not contain data which would immediately reveal the 
non-human realization of a structure of information processing. 

3.2   Structural Congruence of Behaviour in the Simon-Newell Test 

The concepts and notations introduced in sect. 2.2 are used also to define the congru-
ence relation pertinent to SNT. In addition, by CR »i CS and E(H)R »i E(H)S, let us 
denote the precise sequence of reactions that occurs in C and E(H), respectively, be-
tween the reception of H’s signal and the sending of a signal to H. In SNT, H does 
know the sequence occuring in C since C gives her information about the information 
processing that generated its answer to H’s question. Now the type of behavioural 
congruence of the answers of C and E(H), as assessed by H, that is needed for SNT, 
can be defined. 
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Structural congruence. An answer aC = (sC, rH) of C and an answer  
aE(H) = (sC, rH) of E(H) to a question q = (sH, rC or E(H)) of H are structurally con-
gruent as to H, written aC =H aE(H), if and only if two conditions are met (with R 
the reception of sH and S the sending of sC and sE(H), respectively):  
(a) if CR »i CS then there exists E(H)S such that E(H)R »i E(H)S and  
sC = sE(H); and (b) if E(H)R »i E(H)S then there exists CS such that CR »i CS and 
sC = sE(H). 

(2) 

Two interlocutors of H cannot show, in respect to their structurally congruent an-
swers, any differences in the structure of their information processing that are relevant 
either interactionally or reactionally. If two answers are structurally congruent, they 
are, as can easily be seen, also weakly congruent. 

The human must judge after every interaction whether the answer is structurally 
congruent to the one that she would expect from another human being. Her generative 
stance on the communicated internal information processing of the grey box allows 
the human to put the SNT metaquestion more precisely: ‘Is the grey box generating 
linguistic signs in a way which does not disappoint my expectations of how another 
human being relates communicated signs to potentially referenced objects (intensions) 
in a shared world of linguistic meaning?’ If the human thinks that her interlocutor’s 
mechanism of producing its anwers is such as that at work in an average human be-
ing, then the grey box meets a necessary (having intentions) and sufficient (being an 
average human) condition of intelligence. 

The outcome of SNT depends on the qualities of information processing in a par-
ticular species of intelligent systems even in a higher degree than the outcome of TT. 
Compared to weak congruence, structural congruence is a much stronger relation. In 
SNT, the equation system C =H blueprint E(H) is tested: the human’s expectation of 
human information processing acts as a plan of the tested system’s inside. This is 
much too strong a condition for AI: a blueprint of the information processing of a 
particular class of real intelligent systems is far too restrictive to be useful as a general 
criterion of intelligence. An important feature of SNT is, however, that the blueprint 
must be describable by the human in terms of a standardized information calculus. 

4   Glass-Box Testing of Strong Congruence (McCarthy Test) 

SNT can be transformed into a procedure that operationalizes a necessary, formal, and 
neutral condition of intelligence, by moderating the SNT criterion of behavioural 
equivalence. This is done in the so-called ‘McCarthy Test’ (MT) [7]. 

4.1   The McCarthy Test as a Glass-Box Testing Procedure 

SNT raises the problem of how meta-information about a system’s information proc-
essing should be represented in the messages the interlocutors exchange. J. McCarthy 
[11] suggested representing system states by using intentional predicates (such as 
‘believe’, ‘know’, and ‘being aware of’) that express a system’s epistemic qualifica-
tion of information it processes. ‘Intentional’ is derived here, not from ‘intention’ in 
the sense of purpose of doing something, but from ‘intentionality’ in the sense of 
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epistemic directedness on something. An intentional predicate is, hence, a predicate 
expressing a particular type of meta-information, namely a system’s state that in-
volves a reference of the system to information it has. Let s be a state of a system and 
p an information expressed by a sentence in a predefined language. Then, e.g., the 
intentional predicate B(s, p) means that, if the system is in state s, it believes p [11]. In 
SNT, such definitions can be used by the computer in order to truthfully communicate 
meta-information about its processing of information. 

What does it mean that a tested system can handle higher-order intentionality (or, in 
short, has higher-order intentionality)? In the simple case of beliefs about beliefs, this 
requires the system to have a second-order definition of an intentional predicate B2(T, H, 
B) at its disposal. It expresses that the system considers the human H in the test situation T 
to be in a state expressed by the first-order intentional predicate B (cf. [11]). This example 
can be generalized to a definition of nth-order intentional predicates In(T, Sn, Sn-1, In-1) for 
TT-like communication scenarios with T the current test situation, Sn the system whose 
state is expressed by In, and Sn-1 the system to which the n-1-order intentional predicate In-1 
is ascribed. (If a system ascribes an intentional predicate to itself, Sn and Sn-1 are the same.) 
I1(T, S1, Ø, p) is the general first-order intentional predicate with p the information which 
the system S1 qualifies epistemically. 

A system that can handle first-order but not higher-order intentionality, is unable to 
represent other systems having intentionality as systems that are, in this respect, of the 
same kind as itself. Such a system would act in a world in which it principally could 
not encounter systems that qualify information epistemically; it could not even repre-
sent itself as such a system. In SNT, however, another system with intentionality, the 
human, is part and parcel of the situation in which the tested system communicates to 
suggest to the human that it is intelligent. If the human notices that the tested system 
does not represent her epistemic qualifications, the tested system will not pass SNT. 
Consequently, any intelligent system must be able to represent other systems in its 
TT-like test environment as having intentionality. It is, thus, reasonable to transform 
SNT into the more specific MT ending with the metaquestion: ‘Did you communicate 
with another system that has intensions of higher-order intentional predicates?’ If the 
human answers ‘Yes’, she has to consider the tested system, not necessarily as an-
other human, but as satisfying a necessary condition for being intelligent. In this case, 
the human comes to the result that her communication with the tested system has been 
symmetrical in the following sense: both interlocutors must have used at least second-
order intentional predicates for intensionally representing, e.g., beliefs about each 
other’s beliefs. To respond to the MT metaquestion, the human must not compare the 
answers she received, to answers of an average human any more. Instead, she has to 
make up her mind about her expectations of intelligent answers given by any kind of 
communicating agent, so she should draw also on, e.g., her experiences in interacting 
with computers. 

In MT, the human has a view of the tested system as a glass box [5]. She looks at it 
from the outside, observes its conversational behaviour (TT’s black-box view), and 
receives meta-information about its internal information processing (SNT’s grey-box 
view), but uses only a certain kind of information about the internals of the tested 
system for her judgement about its intelligence. This information consists of declara-
tive knowledge about boundary conditions on information processes in the tested 
system, e.g., about the presence of intensions of higher-order intentional predicates. 
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The tested system is, thus, glassy in the sense that the human observes, from the out-
side, informational constraints on the processes inside. MT is a test of one of these 
constraints. If it is present in the tested system, and if the human can somehow recon-
cile her expectations of intelligent answers with those given by the system, she should 
be more inclined to ascribe intelligence to her interlocutor – although further aspects 
of its information processing might distinguish it from specimen of other classes of 
intelligent systems. 

4.2   Strong Congruence of Behaviour in the McCarthy Test 

The concepts and notations introduced in sects. 2.2 and 3.2 are used to define the 
congruence relation needed for MT, too, but now the imaginary system that would 
live up to H’s expectations of how an intelligent agent could answer H’s questions, is 
denoted by E(A). By CR »IP CS and E(A)R »IP E(A)S, let us denote such sequences of 
reactions of C and E(A), respectively, that involve the use of a set IP of higher-order 
intentional predicates between the reception of H’s signal and the sending of a signal 
by C and E(A), respectively, to H. Now the MT-pertinent type of behavioural congru-
ence of the answers of C and E(A), as assessed by H in respect to IP, can be defined. 

Strong congruence. An answer aC = (sC, rH) of C and an answer  
aE(A) = (sC, rH) of E(A) to a question q = (sH, rC or E(A)) of H are strongly congru-
ent as to H in respect to IP, written aC ~H,IP aE(A), if and only if two conditions 
are met (with R the reception of sH and S the sending of sC and sE(A), respec-
tively): (a) if CR »IP CS then there exists E(A)S such that E(A)R »IP E(A)S and  
sC = sE(A); and (b) if E(A)R »IP E(A)S then there exists CS such that CR »IP CS 
and sC = sE(A). 

(3) 

Two interlocutors of H cannot show, in respect to their strongly congruent answers, 
any difference regarding the fact that they both use intentional predicates belonging to 
IP in their information processing. Strong congruence is much weaker than structural 
congruence, since the detection of the former does use only a small part of the infor-
mation needed for the detection of the latter. If two answers are strongly congruent, 
they are also weakly congruent. Strong congruence fits, thus, in between weak and 
structural congruence. 

MT operationalizes an experimentally confirmable condition of intelligence that is 
necessary and as species-neutral in TT-like situations as possible. It is a test of the 
equation system C ~H,IP sketch E(A). If C shall pass MT, its answers must contain 
meta-information about higher-order intentional predicates In(T, Sn, Sn-1, In-1), with Sn 
the computer and Sn-1 the human, that allow the computer to use information about the 
human’s intentionality in its information processing. The intensions of these predi-
cates are objects used by Sn to generate its own epistemic stance on Sn-1. 

5   Résumé 

Table 1 summarizes the three Turing Test-like human interaction procedures de-
scribed above. Each test is characterized by answers to the following questions: First, 
how visible is the tested system to the human? Second, what stance does the human 
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Table 1. Overview of three Turing Test-like human-computer interaction procedures 

Test Type
Visibility of

Tested System
Interactional

Stance of Tester
Congruence

Relation

Turing Black Box Behaviouristic Weak

Simon-Newell Grey Box Generative Structural

McCarthy Glass Box Epistemic Strong  

adopt in her interaction with the tested system? Third, what formal relation is the 
criterion of passing the test based upon? The methodological recommendation this 
paper comes up with, is that AI ought to define necessary conditions of intelligence 
based on strongly congruent behaviour of intelligent systems. This can be done by 
starting out from a TT-like conversation procedure, dropping human intelligence as 
the sole standard up to which the answers of the unknown interlocutor should be, and 
focussing on single basic features of information processing in the tested system. MT 
is just one example of such a test of strong congruence. A series of MT-like tests 
could approximate a precisely defined sufficient condition of intelligence that would 
replace, in AI, rather vague expectations of intelligent behaviour. 
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Abstract. This paper presents the overall system of a learning, selforga-
nizing, and adaptive controller used to optimize the combustion process
in a hard-coal fired power plant. The system itself identifies relevant
channels from the available measurements, classical process data and
flame image information, and selects the most suited ones to learn a
control strategy based on observed data. Due to the shifting nature of
the process, the ability to re-adapt the whole system automatically is
essential. The operation in a real power plant demonstrates the impact
of this intelligent control system with its ability to increase efficiency and
to reduce emissions of greenhouse gases much better then any previous
control system.

1 Introduction

The combustion of coal in huge industrial furnaces for heat and power produc-
tion is a particular complex process. Suboptimal control of this kind of process
will result in unneccesary emissions of nitrogen oxides (NOx) and in a reduced
efficiency, which equals more carbon dioxides emitted for one unit of energy.

Hence, optimal control of this process will not only reduce the costs but de-
crease the environmental impact of coal combustion. But finding such a control
strategy is challenging. Even today, the standard approach is a human operator,
which hardly qualifies as optimal. Classical control approaches are limited to
simple PID controllers and expert knowledge, sometimes augmented by compu-
tational fluid dynamics (CFD) simulations in the setup stage [1].

The main reason for this is the process itself. The hazardous environment re-
stricts sensor placements and operations. It is not possible to measure all relevant
values that are known to influence the process. High temperatures, abrasive ma-
terial flows, and problems like slagging (molten ash that condenses on the furnace
wall) interfere with reliability of sensor readings, thus, the measurement noise
and stochasticity of the observations is very high.
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In the light of all these facts, we approach the problem from another point of
view. Our presumption is, that one has to try to extract more information from
the furnace directly and to learn from the data with Machine Learning (ML)
techniques to build the optimal controller.

This work is a complete overhaul of a previous system [2], but we are not aware
of any other work about coal combustion and its control by ML techniques.

For several reasons we follow the basic idea of our approach to explicitly avoid
the usage of expert knowledge. First, for many applications there is no expert
knowledge available, especially if new information about the process comes into
play. Secondly, industrial combustion processes usually are time varying due to
changing plant properties or different and changing fuel-characteristics. Thus,
initially available expert knowledge becomes invalid over time and needs to be
updated too often. In consequence, we prefer a self-organizing, adaptive and
learning control architecture that develops a valid control strategy based on
historical data and past experiences with the process only.

We will give an overview of the complete control system (and the tasks it
learns to solve) in Section 2. A more detailed explanation of the subsystems
involved is given in the Sections 3 to 5. Finally, the adaptivity of the overall
system is discussed in Section 6, and first results of online operation are shown
in Section 7.

2 System Overview

The system that is presented in this paper is designed with the goal in mind to
deploy it to existing power plants. Hence, it operates on top of the infrastructure
provided by the plant and the main interface is formed between the Distributed
Control System (DCS) of the power plant and the developed system. Besides
additional computer hardware, special CMOS cameras are installed to observe
the flames inside the furnace directly. The video data and the traditional sensor
readings from the DCS are fed into the system, which is depicted in Fig. 1.

To handle the high dimensional pixel data generated with the cameras, a fea-
ture transformation is applied to preserve the information bearing parts while
discarding large amounts of irrelevant data. Details and further references can be
found in Section 3. Thereafter, a feature selection is performed on the extracted
image data, the spectral data, and the sensory data from the DCS to reduce
the number of considered inputs even more. A fairly simple filter approach is
used for this task, which is presented in Section 4. For the adaptive controller
itself, several approaches with different control paradigms were considered. We
compared Nonlinear Model Predictive Control (MPC), Bayesian Process Con-
trol (BPC) and Neuroevolutionary Process Control (NEPC). Some basics about
these approaches are presented in Section 5. Due to the nature of the combustion
process (e.g. fuel changes), a certain life-long adaptivity of the system is urgently
required. Hence all of the submethods must be able to adapt themselves given
the current data, which we discuss in Section 6.
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Fig. 1. This figure shows the data flow of a complete control step. The distributed
control system (DCS) provides different measurements like coal feed rates or settings
of the coal mill, while cameras are used to directly observe the process. Beside images
from the burners, the cameras provide spectral information about the flames. Both are
transformed by an Information Theoretic Learning (ITL) approach that will reduce
dimensionality while maximizing the kept information about the targets. The results
as well as the sensor data from the DCS are subject to a feature selection. All selected
features are the inputs for two different control strategies, Bayesian Process Control
(BPC) and Neuroevolutionary Process Control (NEPC). The Model Predictive Control
(MPC) is fed with handselected features chosen by an human expert and is included
as a reference. The selected outputs are fed back into the control system of the power
plant using the DCS.

3 Image Data Processing

Using the CMOS cameras, images from the flames inside the furnace are cap-
tured. For transforming these images into information channels useful for the
controller, an adaptive subspace transformation scheme based on [3] is applied.
This Maximal Mutual Information approach is built upon the Information-
Theoretic Learning (ITL) framework introduced by Principe [4]. The idea is to
find a transformation that maximizes the Quadratic Mutual Information (QMI)
between the transformed data in a certain subspace and the desired target values.

The basic adaptation loop for the optimization process is shown in Fig. 2. The
original input data sample xi is transformed by some transformation g (linear,
neural network, ...) with the free parameters w into a lower dimensional space.
The transformed data is denoted by yi. The goal is to find those transformation
parameters w that confer the most information into the lower dimensional space
with respect to the controller’s target variables.

The update rule for the parameters of the transformation is given by the
following equation, where α denotes the learning rate

wt+1 = wt + α
∂I

∂w
= wt + α

N∑
i=1

∂I

∂yi

∂yi

∂w
. (1)
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Fig. 2. The original image data is transformed into a lower-dimensional space. An
evaluation criterion measures the correspondence to the desired target value (in this
case NOx). From this criterion, a gradient information is derived and used to adapt
the transformation parameters w.

Finding the gradient ∂I/∂w can be split into in the sample wise computation of
the information forces ∂I/∂yi and the adaption of the parameters ∂yi/∂w. The
second term is dependent on the used transformation, and is quite simple for
the linear case, where the transformation is computed as:

yi = WTxi. (2)

For the derivation of the update rule of the transformation parameters w, espe-
cially for the information forces ∂I/∂yi, we refer to details presented in [3].

Due to the intrinsic problems of learning in high dimensional input spaces like
images, we compress the images to a subspace of only three dimensions, which
was shown to achieve stable results. Furthermore, it was shown in [5] that this
kind of transformation is superior to classic approaches like PCA for function
approximation tasks in the power plant domain.

The camera system in use allows high frequency analysis of grey values, too.
Image patches are observed in the frequency domain of up to 230 Hz. Using the
same feature extraction technique, we were able to identify different parts of the
temporal spectra that are relevant for targets like NOx.

All these new features generated from images and spectral data are sent to
the feature selection module, which is described subsequently.

4 Feature and Action Selection

All features generated from images and those coming from other sensors (e.g. coal
feed rates) as part of the DCS are subject to a feature selection step. The main
reason for this module is the required reduction of the input space, and there
are several channels that are not important or mostly redundant, which can be
eliminated. A smaller input space allows an easier adaptation and generalization
of the controller. For this step, we employ the MIFS algorithm [6], which is a
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simple approximation of the Joint Mutual Information between features f and
the control targets y. This approximation uses pairwise Mutual Information only,
and is hence, easily to compute.

Features fi that maximize the following term are iterativly added to the subset
of used features fs

arg max
fi

(I(fi, y) − β
∑
fs∈S

I(fi, fs)). (3)

The first term describes the information between the feature and the target value
and represents the relevance, while the second term represents the information
between the feature and all features already in use. This represents the redun-
dancy. The parameter β is used to balance the goals of maximizing relevance to
the target value and minimize the redundancy in the subset.

With the help of this selection technique the number of inputs is trimmed
down from more than 50 to approximately 20-30 features used by the controller
as problem-relevant input.

The same methods were applied for action selection to reduce the number of
manipulated control variables (mainly different air flows settings), but unfortu-
nately all manipulated variables proved to be important in the 12-dimensional
action space.

5 Control Strategy

In the following, we describe how to bridge the gap between the selected informa-
tive process describing features at one hand and the selected effective actions on
the other hand by an adequate sensory-motor mapping realized by the controller.
Practically, we tested three different control approaches.

5.1 Model Based Predictive Control

Model Based Predictive Control (MPC) is a well known approach for advanced
process control of industrial processes [7]. Its basic idea is to build a mathematical
model of the process to be controlled. Based on that process model, a control
sequence is computed, that drives the process into the desired state within a
given prediction horizon. We tested a simplified version of the MPC-family, that
uses a feedforward neural network as process model. It operates with inputs
defined by a human expert, rather than an automatic feature extraction.

5.2 Bayesian Process Control

Since real world processes usually are partially observable and noisy, we tested
an architecture, that was designed to deal with these drawbacks. Probabilistic
models [8] explicitly approximate stochastic processes. Practically, our proba-
bilistic control approach first estimates from historical data joint probability
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density functions of all control, state, and target variables of the industrial pro-
cess. The resulting probabilistic process model is used afterwards to build a
factor graph [9]. During the so called inference process within that factor graph,
a control sequence is calculated, that most probably drives the process into the
desired target state, which is a minimum of NOx produced and 02 used in the
combustion.

5.3 Neuroevolutionary Process Control

In addition to both control approaches described before, we also tested a neu-
roevolution method called Cooperative Synapse Neuroevolution (CoSyNE) [10].
CoSyNE applies evolutionary strategies to evolve a nonlinear controller based
on recurrent neural networks, that drives the process as fast and accurate as
possible into the desired target state. Unfortunately, evolutionary algorithms
for control require extensive tests of the individual controllers with the plant
in order to determine their performance, the so called fitness. Obviously, that
extensive testing is not applicable for industrial processes with their real-world
constraints like irreversibility and control cycle periods. Thereto, we extended
the original approach proposed by [10] by a couple of alternative process models,
that replace the real plant for the extensive closed-loop controller tests. Instead
of a single process model, we favor a couple of different models, because that
diversity ensures the development of a robust controller. On the contrary, op-
erating on a single process model would be suboptimal, since any failure of the
model may mislead the evolutionary search process for an optimal controller to
a suboptimal solution or even a dead-end.

6 Adaptivity

As mentioned before, the industrial process to be controlled is time-varying for
several reasons. In consequence, a suitable control system needs to be adaptive
to cope with these changes automatically. Thereto, we introduced an automatic
adaptivity of all components of our overall control architecture shown in Fig. 1.

Starting with the feature extraction from high dimensional image or CMOS-
spectra data, we automatically retrain the underlying filters based on new data.
This recalculation takes place every 6 hours and operates on image and spectral
data of the last three days. This way, any change caused by either process vari-
ation, fuel change, or even camera function is taken into account automatically.

At the next stage, the feature selection is updated every 12 hours. Thereto,
both process data and adaptively extracted features of the last three weeks are
taken into consideration. Thus, less informative features or process measure-
ments can be excluded from further calculation in the controller. In this way,
malfunctioning sensors or even uninformative features from cameras temporarily
blocked by slag will be sorted out from further observation automatically. On the
other side, previously unused, but currently relevant features can be included.

Again every 12 hours or whenever the adaptive feature selection changed,
also the corresponding controller is adapted to the new data by a retraining
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based on most recent process data of the last three weeks. In this way, the
corresponding controller is adapted to new process properties of changed input-
situations automatically.

7 Results of Field Trials in a Coalfired Power Plant

The adaptive and self-organizing control architectures described before, are run-
ning on a real process, namely a 200MW hard-coal fired power plant in Hamburg,
Germany. The task is to minimize the nitrogen emissions (NOx) and to increase
the efficiency factor of that plant. Thereto, the controllers have to adjust the to-
tal amount of used air and its distribution between the 6 burners of the boiler. In
total, 12 different actuators have to be controlled. Both amount and distribution
of coal were given.

For comparison, the three control approaches Model-based Predictive Con-
trol (MPC), Bayesian Process Control (Bayes), and Neuroevolutionary Control
(CoSyNE) have been tested against normal plant operation without any intel-
ligent air optimization by an AI system (no control, only basic PID control
provided by the plant control system). All controllers have been tested sequen-
tially from April, 9th until April, 20th in 2009 during normal daily operation of
the plant including many load changes.

Figure 3 shows, that the Model-based Predictive Controller (MPC), operat-
ing with manually selected inputs, can outperform the operation without any
air control for both targets NOx and O2. The Probabilistic Controller (Bayes)
operating on automatically extracted and selected features performs even better.
The same holds true for the evolutionary Neuro-Controller (CoSyNE), which as
well as the Bayesian controller operates on automatically extracted and selected
inputs.
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Fig. 3. Left: Comparison of NOx emissions with different controllers plotted over O2-
concentration in the waste gas. Right: Comparison of efficiency factors for different
controllers plotted over plant-load. The lower the O2, the higher the efficiency factor
of the plant.
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Obviously, these self-organizing and adaptive control architectures, namely
the Bayesian and the Neuroevolutionary Controller (at least for the more im-
portant overall O2 value), are able to control complex industrial processes. Fur-
thermore, their superior performance is also stable during permanent automatic
adaptation of feature extraction, feature selection, and controller retraining us-
ing recent process data. In this way, these control architectures are able to cope
with a large spectrum of typical real-world-problems ranging from sensor drift
to time-varying processes.

8 Conclusion and Future Work

In this paper, an adaptive system for controlling a dynamic industrial combus-
tion process is presented. Despite the potentially difficult handling of adaptive
systems, we were able to show a superior performance compared to classical con-
trol approaches. An implementation of the methods presented here is successfully
operating a real coal power plant.

Over time, the application of this system will result in considerable savings in
coal consumption and emissions of greenhouse gases. Hence the application of
Machine Learning techniques in this field have high economical and ecological
impact.
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Abstract. Today’s complex production systems allow to simultaneously
build different products following individual production plans. Such plans
may fail due to component faults or unforeseen behavior, resulting in
flawed products. In this paper, we propose a method to integrate diag-
nosis with plan assessment to prevent plan failure, and to gain diagnos-
tic information when needed. In our setting, plans are generated from a
planner before being executed on the system. If the underlying system
drifts due to component faults or unforeseen behavior, plans that are
ready for execution or already being executed are uncertain to succeed
or fail. Therefore, our approach tracks plan execution using probabilis-
tic hierarchical constraint automata (PHCA) models of the system. This
allows to explain past system behavior, such as observed discrepancies,
while at the same time it can be used to predict a plan’s remaining
chance of success or failure. We propose a formulation of this combined
diagnosis/assessment problem as a constraint optimization problem, and
present a fast solution algorithm that estimates success or failure prob-
abilities by considering only a limited number k of system trajectories.

1 Introduction

As markets increasingly demand for highly customized and variant-rich products,
the industry struggles to develop production systems that attain the necessary
flexibility, but maintain cost levels comparable to mass production. A main cost
driver in production is the human workforce needed for setup steps, the design
of process flows, and quality assurance systems. These high labor costs can only
be amortized by very large lot sizes. Therefore, to enable individualized produc-
tion with its typically small lot sizes, automation must reach levels of flexibility
similar to human workers. The TUM excellence cluster "Cognition for Techni-
cal Systems" (CoTeSys) [1] aims at understanding human cognition and making
its performance accessible for technical systems. The goal is to develop systems
that act robustly under high uncertainty, reliably handle unexpected events, and
quickly adapt to changing tasks and own capabilities.
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A key technology for the realization of such systems is automated planning
combined with self-diagnosis and self-assessment. These capabilities can allow
the system to plan its own actions, and also react to failures and adapt the
behavior to changing circumstances. From the point of view of planning, pro-
duction systems are a relatively rigid environment, where the necessary steps to
manufacture a product can be anticipated well ahead. However, from a diagnosis
point of view, production systems are typically equipped with only few sensors,
so it cannot be reliably observed whether an individual manufacturing step went
indeed as planned; instead, this becomes only gradually more certain while the
production plan is being executed. Therefore, in the presence of faults or other
unforeseen behaviors, which become more likely in individualized production,
the question arises whether plans that are ready for execution or already being
executed will indeed succeed, and whether it is necessary to revise a plan or even
switch to another plan.

To address this problem, we propose in this paper a model-based capability
that estimates the success probability of production plans in execution. We as-
sume that a planner provides plans given a system model. A plan is a sequence
of action and start time pairs where each action is executed at the corresponding
start time. Whenever the system produces an observation, it will be forwarded
to a module that performs simultaneous situation assessment and plan prognos-
tic using probabilistic hierarchical constraint automata (PHCA) models [2] of
the system. We propose a formulation of this problem as a soft constraint opti-
mization problem [3] over a window of N time steps that extends both into the
past and the future, and present a fast but approximate solution method that
enumerates a limited number k of most likely system trajectories. The resulting
success or failure prognosis can then be used to autonomously react in different
ways depending on the probability estimate; for instance, continue with plan ex-
ecution, discard the plan, or augment the plan by adding observation-gathering
actions to gain further information [4].

In the remainder of the paper, we first motivate the approach informally with
an example from an automated metal machining process, and then present our
algorithmic solution and experimental results.

2 Example: Metal Machining and Assembly

As part of the CoTeSys cognitive factory test-bed, we set up a customized and
extended Flexible Manufacturing System (FMS) based on the iCim3000 from
Festo AG (see figure 1b). The system consists of a conveyor transport and three
stations: storage, machining (milling and turning), and assembly. We built a sim-
plified model of this manufacturing system (see figure 1a) which consists only
of the machining and the assembly station and allows to track system behav-
ior over time, including unlikely component faults. In particular, the machining
station can transition to a “cutter blunt” composite location, where abrasions
are caused during operation due to a blunt cutter. This makes it very probable
that the cutter breaks, leading to flawed products (see figure 1d). The assembly
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station model contains a composite location which models occasional abrasions.
A vibration sensor at the assembly station can detect these abrasions, yielding
binary signals “abrasion occurred” and “no abrasion occurred”. However, the sig-
nal is ambiguous, since the sensor cannot differentiate between the two possible
causes.

Two products are produced using a single production plan Pprod: a toy maze
consisting of an alloy base plate and an acrylic glass cover, and an alloy part of
a robotic arm (see figure 1c). Pprod consists of these steps: (1) cut maze into
base plate (one time step), (2) assemble base plate and cover (one time step),
(3,4,5,6) cut robot arm part (one to four time steps). The plan takes two to six
time steps (starting at t = 0). The plan is considered successful if both products
are flawless. In our example, only a broken cutter causes the machined product
to be flawed, in all other cases the production plan will succeed. Now consider
the following scenario: after the second plan step (assembling the maze base
plate and its cover at t = 2) an abrasion is observed. Due to sensor ambiguity
it remains unclear whether the plan is unaffected (abrasion within assembly)
or whether it might fail in the future due to a broken cutter (abrasion caused
by a blunt cutter), and the question for the planner is: How likely is it that
the current plan will still succeed? Our new capability allows to compute this
likelihood, taking into account past observations and future plan steps.

3 Plan Assessment as Constraint Optimization over
PHCA Models

Probabilistic hierarchical constraint automata (PHCA) were introduced in [2]
as a compact encoding of hidden markov models (HMMs). They allow to model
both probabilistic hardware behavior (such as likelihood of component failures)
and complex software behavior (such as high level control programs) in a uniform
way. A PHCA is a hierarchical automaton with a set of locations Σ, consisting
of primitive and composite locations, a set of variables Π , and a probabilistic
transition function PT (li). Π consists of dependent, observable and command-
able variables. The state of a PHCA at time t is a set of marked locations, called
a marking. The execution semantics of a PHCA is defined in terms of possible
evolutions of such markings (for details see [2]).

Plan assessment requires tracking of the system’s plan-induced evolution; in
our case, it means tracking the evolution of PHCA markings. In previous work
[5], we introduced an encoding of PHCA as soft constraints and casted the
problem of tracking markings as a soft constraint optimization problem [3], whose
solutions correspond to the most likely sequences of markings given the available
observations. The encoding is parameterized by N , which is the number of time
steps considered (for a detailed description of the encoding, see [5]).

Observations made online are encoded as hard constraints specifying assign-
ments to observable variables at time t (e.g., Abrasion(2) = OCCURRED), and
added to the constraint optimization problem.
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Fig. 1. (1a) Simplified PHCA of the manufacturing system. The machining and assem-
bly station are modeled as parallel running composite locations (indicated by dashed bor-
ders). Variables appearing within a location are local to this location, i.e. machining.cmd
refers globally to the command variable cmd within composite location machining. (1b)
The hardware setup used for experimentation, showing storage, transport, robot and ma-
chining components. (1c) The robotic arm product. (1d) Effects of cutter deterioration
until breakage in machining. Images (c) Prof. Shea TUM PE.
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Plans are added analogously as assignments to commandable variables at time
t; for example, a(t)

cut and a
(t)
assemble are assignments machining.cmd(t) = cut ∧

assembly.cmd(t) = noop and assembly.cmd(t) = assemble∧machining.cmd(t) =
noop. Note that variables appear time independent in the PHCA notation (see,
e.g., figure 1a), i.e. without superscript (t).

The plan’s goal G is to produce a flawless product. We encode this informal
description as a logical constraint G ≡ ∀PF (tend) ∈ RelevantFeatures(P) :
PF (tend) = OK over product feature variables PF (t) ∈ {OK,FAULTY } at
the end of the execution, tend. RelevantFeatures() is a function mapping a
production plan to all product feature variables which define the product. Each
system component is responsible for a product feature in the sense that if it fails,
the product feature is not present (PF (t) = FAULTY ). In our example, there is
only a single product feature PF , which is absent if the cutter is broken. The goal
constraint for the above mentioned plan (three time steps long) is accordingly
PF (3) = OK.

We then enumerate the system’s k most likely marking sequences, or trajec-
tories, using a modified version of the soft constraint solver toolbar [6], which
implements A* search with mini-bucket heuristics (a dynamic programming ap-
proach that produces search heuristics with variable strength depending on a
parameter i, see [7]).

Combining Plan Tracking and Prognosis. To assess a plan’s probability
of success, we require not only to track past system behavior, but also to pre-
dict its evolution in the future. In principle, this could be accomplished in two
separate steps: first, assess the system’s state given the past behavior, and then
predict its future behavior given this belief state and the plan. However, this
two-step approach leads to a problem. Computing a belief state (complete set of
diagnoses) is intractable, thus it must be replaced by some approximation (such
as considering only k most likely diagnoses [8]). But if a plan uses a certain
component intensely, then this component’s failure probability is relevant for
assessing this plan, even if it is very low and therefore would not appear in the
approximation. In other words, the plan to be assessed determines which parts
of the belief state (diagnoses) are relevant.

To address this dependency problem, we propose a method that performs diag-
nosis and plan assessment simultaneously, by framing it as a single optimization
problem. The key idea is as follows: The optimization problem formulation is
independent of where the present time point is within the N -step time window.
We therefore choose it such that the time window covers the remaining future
plan actions as well as the past behavior. Now solutions to the COP are trajec-
tories which start in the past and end in the future. We then compute a plan’s
success probability by summing over system trajectories that achieve the goal.
Again due to complexity reasons, we cannot do this exactly and approximate
the success probability by generating only the k most probable trajectories. But
since we have only a single optimization problem now, we don’t have to prema-
turely cut off unlikely hypotheses and have only one source of error, compared
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2 10 < 0.1 / 2.1 0.1 / 11.9 0.2 / 38.5 (mem) (mem)
15 0.1 / 2.2 0.3 / 5.4 0.5 / 9.7 0.6 / 28.0 0.8 / 52.0
20 0.1 / 2.2 0.5 / 6.4 3.7 / 21.8 6.5 / 37.2 9.5 / 55.8

3 10 < 0.1 / 2.3 (e) 0.1 / 11.9 0.2 / 40.1 (mem) (mem)
15 0.1 / 2.4 (e) 0.3 / 5.4 0.5 / 11.4 0.6 / 29.9 0.9 / 55.5
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20 (e) 0.6 / 7.7 (e) 3.8 / 26.6 (e) 6.6 / 45.8 9.6 / 68.9

Fig. 2. Top: Approximate success probability (y-axis) of plan Pprod against varying
usage of the machining station (x-axis) after the observation of an abrasion at t = 2.
Bottom: Runtime in seconds / peak memory consumption in megabytes. (e) indicates
that the exact success probability P (SUCCESS|Obs,Pprod) could be computed with
this configuration. (mem) indicates that A* ran out of memory (artificial cutoff at > 1
GB, experiments were run on a Linux computer with a recent dual core 2.2 Ghz CPU
with 2 GB RAM).
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to approximating the belief state and predicting the plan’s evolution based on
this estimate.

Approximating the Plan Success Probability. We denote the set of all tra-
jectories as Θ and the set of the k-best trajectories as Θ∗. A trajectory is consid-
ered successful if it entails the plan’s goal constraint. We define SUCCESS :=
{θ ∈ Θ|∀s ∈ Rsol, s ↓Y = θ : FG(s) = true}, where Rsol is the set of all solutions
to the probabilistic constraint optimization problem, s ↓Y their projection on
marking variables, and FG(s) is the goal constraint. SUCCESS∗ is the set of
successful trajectories among Θ∗. The exact success probability is computed as

P (SUCCESS|Obs,P) =
∑

θ∈SUCCESS

P (θ|Obs,P) =
∑

θ∈SUCCESS

P (θ,Obs,P)
P (Obs,P)

=

=
∑

θ∈SUCCESS

P (θ,Obs,P)∑
θ∈Θ P (θ,Obs,P)

=
∑

θ∈SUCCESS P (θ,Obs,P)∑
θ∈Θ P (θ,Obs,P)

The approximate success probability P ∗(SUCCESS∗|Obs,P) is computed the
same way, only SUCCESS is replaced with SUCCESS∗ and Θ with Θ∗. We
define the error of the approximation as E(k) := |P (SUCCESS|Obs,P) −
P ∗(SUCCESS∗|Obs,P)|. E(k) converges to zero as k goes to infinity. Also,
E(k) = 0 if P (SUCCESS|Obs,P) is 0 or 1. However, as the example in Figure
2 shows, E(k) does in general not decrease monotonically with increasing k.

Algorithm for Plan Evaluation. Plans are generated by the planner and
then advanced until they are finished or new observations are available. In the
latter case, the currently executed plan P is evaluated using our algorithm.
It first computes the k most probable trajectories by solving the optimization
problem over N time steps. Then, using these trajectories, it approximates the
success probability of plan P and compares the probability against two thresh-
olds ωsuccess and ωfail. We can distinguish three cases: (1) The probability is
above ωsuccess, i.e. the plan will probably succeed, (2) the probability is below
ωfail, i.e. the plan will probably fail or (3) the probability is in between both
thresholds, which means the case cannot be decided. In the first case we simply
continue execution. In the second case we have to adapt the plan to the new
situation. This is done by RePlan(P, Θ∗), which modifies the future actions
of P taking into account the diagnostic information contained in Θ∗. The third
case indicates that not enough information about the system’s current state
is available. As a reaction, a procedure ReplanPervasiveDiagnosis(P, Θ∗)
implements the recently developed pervasive diagnosis [4], which addresses this
problem by augmenting a plan with information gathering actions.

4 Experimental Results

We ran experiments for five small variations of our example scenario, where
Pprod uses the machining station zero to four times. The time window size N
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accordingly ranges from two to six, problem sizes range from 240 to 640 variables
and 240 to 670 constraints. Figure 2 shows the success probabilities for different
Pprod and k (top), and a table of the runtime in seconds and the peak memory
consumption in megabytes (bottom) for computing success probabilities in the
planning scenarios. In addition, the table ranges over different values for the mini-
bucket parameter i. As expected, with increasing use of the machining station,
P ∗(SUCCESS∗|Obs,Pprod) decreases. Also, runtime increases for larger time
windows. With increasing k, P ∗(SUCCESS∗|Obs,Pprod) converges towards
the exact solution. In our example, the approximation tends to be optimistic,
which however cannot be assumed for the general case. Increasing k hardly seems
to affect the runtime, especially if the mini-bucket search heuristic is strong
(bigger i-values). For weaker heuristics the influence increases slightly. Memory
consumption is affected much stronger by k. Here also, a weaker search heuristic
means stronger influence of k.

5 Conclusion and Future Work

We presented a model-based method that combines diagnosis of past execution
steps with prognosis of future execution steps of production plans, in order to
allow the production system to autonomously react to failures and other unfore-
seen events. The method makes use of probabilistic constraint optimization to
solve this combined diagnosis/prognosis problem, and preliminary results for a
real-world machining scenario show it can indeed be used to guide the system
away from plans that rely on suspect system components. Future work will con-
cern the integration of the method into our overall planning/execution architec-
ture, and its extension to multiple simultaneous plans. We are also interested in
exploiting the plan diagnosis/prognosis results in order to update the underlying
model, for instance, to automatically adapt to parameter drifts of components.
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Abstract. In reliable systems fault detection is essential for ensuring
the correct behavior. Todays automotive electronical systems consists
of 30 to 80 electronic control units which provide up to 2.500 atomic
functions. Because of the growing dependencies between the different
functionality, very complex interactions between the software functions
are often taking place.

Within this paper the diagnosability of the behavior of distributed
embedded software systems are addressed. In contrast to conventional
fault detection the main target is to set up a self learning mechanism
based on artificial neural networks (ANN). For reaching this goal, three
basic characteristics have been identified which shall describe the ob-
served network traffic within defined constraints. With a new extension
to the reber grammar the possibility to cover the challenges on diagnos-
ability with ANN can be shown.

Keywords: self learning fault detection, distributed embedded systems,
message sequence learning, neural networks.

1 Introduction

The target of fault detection in technical systems is the detection of malfunction
of some elements or the whole system. The detection of a malfunction of a single
atomic element is a well known task. In large distributed systems with many in-
teracting elements fault detection is much more complicated. Even the detection
of a break down of a single element in a network is a quite difficult task [1] and
[2]. Detecting failures of a distributed functionality is very complicated. Con-
ventional fault detection systems are not applicable when the system behavior
is faultily although each single network element shows the correct behavior.

Most recent approaches for fault detection in distributed systems are based
on a deep knowledge of the system itself. In most cases it is an extension of the
conventional fault detection for single elements. Here, the system is observed
to discover the known fault symptoms. This approach is always limited to well
known failures which are mostly produced by defect hardware. The next step
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towards an intelligent fault detection is the usage of simplified models of the sys-
tem behavior. Here, an observer model is implemented and the states reported
by the system are compared with the state required by the observer model. In
very critical systems this technique is often used in order to ensure correct soft-
ware behavior. The NASA extended this approach to the model based diagnosis
(MBD) concept [3], [4]. MBD is applied for diagnosing continuous and discrete
systems. For continuous systems prevalently mathematical models are used and
for message based systems mostly simplified models represented by state ma-
chines are used. For the error recovery the model is feed with information about
the current state of of the observed system. This can be sensor data or other in-
formation calculated or emitted by the system. If the expected system behavior
did not match the calculated behavior an error is expected.

All of these approaches are based on deep knowledge of the system like known
error pattern or exact model behavior. If such knowledge is not available or the
system model is to complex new methods for fault detection must be found.

With the growing of technical systems not only the physical behavior mea-
sured by sensors leaks exact (mathematical) models also the behavior of the
running software can not always be observed by the availability of a simplified
system model [5]. This problem is extended by the usage of dynamic changeable
software which leads to a state explosion in observer models [6]. In this paper
a new approach for a neural network based prediction of event based discrete
system behavior is introduced.

2 Fault Detection with Neural Networks

Many people are working on diagnosing faults in complex physical units. Often
the behavior of this units, e.g. automotive engines, can not exactly be covered by
mathematical models because there are discontinuous behaviors or the model is
simply to complex to be calculated. In this case often artificial neural networks
(ANN) are used to replace an exact model (e.g. [7,8,9,10,6]). The ANN is trained
with the correct measured values of the system. Afterwards the ANN forecast
the correct behavior which is compared with the current behavior of the system.

In difference to the previous applications of ANN, the challenge of this work is
the forecast of discrete events in order to diagnose a distributed software system.

The main goal of this work is to diagnose a distributed system by observing
and forecasting the network traffic. Therefore not the correctness of some phys-
ical elements (like sensors or actors) shall be observed but the internal state of
the software elements. This is a new adaption of the combination of ANN and
fault detection.

2.1 Basic Assumptions in Diagnosing Distributed Software

In software development, sequences are often described within sequence charts
or state machines. In the most cases an external input to a software element
causes an internal state change and on the other side internal state changes are
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causing the transmitting of some messages on the network. It is not well defined
how an embedded distributed software system can be observed and diagnosed.
Referring to this, basic assumptions are postulated which must be met by the
distributed system to be diagnosable.

Lemma 1. The behavior of a distributed system can be diagnosed by observing
the network traffic.

Lemma 2. For detection faults in a distributed system the important data to
observe are events which signal or causes changes in the system.

Lemma 3. An error occurs if the forecast of the network traffic matches not the
observed behavior.

2.2 Interpreting the Network Traffic

To detect faults in communication it is very important to make a precisely fore-
cast of the systems network traffic. The ideal would be to forecast the complete
traffic with all included payload. To learn the varied and complex properties
and content of the network traffic it is important identify some basic charac-
teristics for simplifying the learning task by ANN. The first simplifying is that
only discrete information like control and status messages are interpreted. This
messages can be generated by any instance and any network layer. We concen-
trate of learning messages generated by state changes from systems that can be
described by a timed petri net.

For this kind of messages three basic characteristics for describing and forecast-
ing an discrete message stream of a distributed functionality have been identified.

(i) Sequence. The most important characteristic is the sequence of the events. A
sequence of events from a single component can be interpreted the result of the
execution of a state machine where transitions generate events. Such message
sequences are often described for system specification by sequence charts. Mostly
single network events depends on transitions or previous states of the system. A
simple sequence of transitions in a distributed embedded system would be e.g.:
Start of Transmission → Data → Calculation.

(ii) Timed Messages. In embedded systems often realtime applications are run-
ning. Often specific timeouts must be considered, specific response times are
required or timed cyclic messages are sent. For an accurate interpretation of a
message stream the time or timeslot of the message occurrence is an important
characteristic.

(iii) Parallelism. With the characteristics of (i) and (ii) a message stream be-
tween two basic functions can be described. But in a distributed system many
functions are executed in parallel. In a consequence the resulting message stream
on the network consists of many parallel message steams. In the case of observ-
ing the network, parallelism can be interpreted as an addition of single streams
to one stream.
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Fig. 1. Parallelism - addition of two message sequences to one mixed message stream

3 Prediction of Message Streams with ANN

In section 2.2 the composition of a message streams was shown. The reduction
of three simple problems is the first step for the proposed fault detection with
ANN. In this section it is shown how these problems can be learned by ANN
and which types of ANN fits to the problem.

The main topic of this paper is the message sequence prediction in the context
of automotive network. Classification for resolving parallelism and learning of
timed message are not covered in this paper.

3.1 Models for Representing a Message Stream in Automotive
Applications

When analyzing message sequences generated from embedded distributed sys-
tems like they are given in automotive networks, some basic problems are iden-
tified which have to be covered by addressing the ANN learning:

– The message stream is continuous. This means that sequences are repeated
infinite times and one is not able to say where it begins and where it ends.

– The sequences are not trivial. In most cases a message in a sequence depends
not only on one parent message and the dependency can be a long time in the
past. Message sequences generated from the same software can have different
length depending on fare away messages.

For a better reproducibility related problems which are well known to solve
with ANN have to be identified. We found that reber grammars (RG) [11] (see
Fig. 2(a)) with its extension to embedded RG (ERG)[12] and continuous em-
bedded reber grammars (CERG)[13] are fitting very good to our objectives.

The CERG addresses the long term problematic and the problematic of con-
tinuous streams. Whereas RG naturally fitting to the standard sequence learn-
ing problem with the focus of short term dependencies (for example B → P ⇒
T ∨ V ), ERG are an expansion to RG to address the problems of long term
dependencies. (consider B → P ⇒ B or B → P ⇒ T ∨ V which depends on the
position in the stream).
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3.2 The Proper Network

After the identification of the problems to solve the next step is to find a proper
ANN which can learn an predict CERGs and some additional problems described
Sec. 4 with a high accuracy. There are many different types. Traditional feed
forward networks (FNN)[14] are not able to solve long term problems because
they can only deal with time windows with a limited length. Recurrent neural
networks (RNN) can solve a longer distance between important messages but no
continuous streams where no start and endpoint is known. As an extension to
RNN, long short-term memory neural networks (LSTM) [15] looking promising
to solve the announced problems. Especially LSTM with forget gates introduced
by [13] can explicitly deal with continuous input streams.

In [13] was shown that LSTM with forget gates can learn CERGs with a very
good accuracy.

3.3 Applying the Theory

In Table 1 it has been shown that with an increasing of input streams the error
in prediction of symbols decreases. The LSTM was trained with the output of a
CERG. We generated in n-cycles of the CERG n streams of symbols. The net is
trained until this n steams are learned successfully. Then, a new run of CERG
with the output of 108 symbols was used to evaluate the trained net.

The challenge of the ANN is to learn and predict for every step two of the seven
symbols of the RG. The representation of the symbols is done in a array with
seven rows. Each row is representing its own symbol. For the learning phase this
array was used as reference for the back propagation of the supervised learning.
In the test phase the ANN calculates for every step the probability of each
symbol and we use the two symbols with the highest probability. The prediction
was correct if one of this two selected symbols are equal to the output of the
parallel executed RG. There is always the choise of two symbols because of the
RG allow always two possible follower symbols (see Fig. 2 (a)).

Table 1. Results from learning CERGs with LSTM. Streams are the count assembled
ERG-strings, learning Parameter are learning rate (learning rate decay). Inputs is the
count of symbols in the learning phase, 1st and 10th show the count of symbols until
the first or tenth error occurs, error is the probability of a wrong predicted symbol.

Streams Learn Parameter η Inputs [103] 1st [103] 10th [103] Error [10−3]

100 0.5 (1.00) 387.4 3.3 39.6 37.61
1000 0.5 (1.00) 586.9 84.9 1,121.6 2.43
10000 0.5 (1.00) 2,199.5 1,316.5 5,382.8 0.28
100000 0.5 (1.00) 5,335.5 26,456.3 80,114.8 0.012
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4 Extensions of CERG

For applying ANN to real world scenarios, the shown CERG did not provide
enough complexity. For example CERG provide only one long term problem and
does not cover problems like scalability or different distances between depending
messages.

For expanding the long term problems and combining it better with short
term problems an extension to the CERG the advanced reber grammar (ARG)
has been introduced. (see Fig. 2).

ARG I. A composition of normal RG with an ERG. With this extension the
network must deal with a long term and a short term problem depending on
the position on the stream.

ARG II-n. The ARG II-n consists of at least 3 ARG I grammars which are
connected as shown in Fig. 2 (c). The ARG II-n grammar can be recursively
embedded whereas each ARG I grammar is replaced by an ARG II-1. The
n represents the recursion depth.

(a) (b) (c)

Fig. 2. The embedded reber grammar with two regular reber grammars (a), the first
advanced version of reber grammar ARG I, consisting of a RG and an ERG (b) and
the more complex ARG II-n grammar (for ARG II-0 = ARG I) (c)

4.1 Results

Results have been achieved on predicting continuous messages streams. In most
test runs the prediction of the first symbols is difficult with tested LSTM. Very
often the first error occurs within the first 100 symbols. This is because the
LSTM has first to initialize its internal state which represents the position in
the stream which is not known at the beginning. As in shown Table 2 shown not
all training runs are completed successfully. But still every time proper LSTM
configuration where found which can predict even a ARG II-3 grammar with 33

(21) ARG I grammars. The count of the memory blocks of the LSTM network
must be adapted to the stronger ARG II-n problems.

An interesting behavior shown in Table 1 is that for larger stream lengths
the error in prediction is reducing much more slowly than the required trainings
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Table 2. Results of learning the ARG II-n test. The ARG II-n was learned with
different recursion depths ARG II-1 to ARG II-3 and with different sizes of LSTM
networks [count of memory blocks(memory cells)]. Not all epochs did learn successfully.

Streams [103] Inputs [103] 1st 10th[%] Successful
ARG II-1 [4(2)]: 100,000 15,081.1 1 38,743.03 48
ARG II-2 [5(2)]: 100,000 35,552.3 1 12,141.35 10
ARG II-2 [8(2)]: 100,000 35,471.6 1 100,000.00 10
ARG II-3 [8(2)]: 100,000 80,194.4 1 13,394.69 20

stream length are growing so even zero error test steams are possible. The grow-
ing of the LSTM network for learning ARG II-n must only be linear to n (from
4 to 8 memory blocks) whereas the solved problem is growing exponential (from
3 to 21 ARG I). Even the error is still not zero. Some test runs get a zero error
result (all 105 streams with 108 symbols) was predicted successfully.

5 Conclusions and Future Work

It was shown that with some restrictions it should be possible to diagnose dis-
tributed embedded software systems with ANN. Three basic problems which
must be solved for an adequate prediction of message streams in embedded soft-
ware systems where separated. LSTM networks have been identified to fit very
good to our problem. ARG has been introduced as an extension to CERG for
testing the LSTM networks with more complex problems. The results of the
executed experiments show that LSTM scales very good to complex message
streams. It could be shown that the error in forecasting message sequences de-
creases with a grater amount of training streams. Nethertheless problematic is
the reliability of the forecast, especially at the beginning of observation correct
message prediction was a challenge.

In the future it is necessary for a reliable fault detection to predict the exact
time of an expected message and to solve the problem of parallel sequences. For
this problems ANN surely can be used to overcome a generic solution. We assume
that the prediction of message sequences can detect failures in communication
behavior very early. It is expected that this could simplify the problem of fault
propagation and even fault isolation.

Additionally the learning phase consumes a lot of computing resources and
needs proper learning data which could be in real applications a problem. While
the learning phase could be executed on large computers the usage of the learned
LSTM networks is on embedded devices. For this purpose an evaluation of the
needed resources for executing this LSTM have to be done.

However, this approach promise the recovery of failures in a distributed system
which are not covered by fault detection and isolation (FDI) mechanism. This
is because the most FDI mechanism are based on expert knowledge to identify
and describe system behavior. But in most complex distributed system even an
expert can not cover all dependencies and implicit behavior of the system. This
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approach can help to discover implicit dependencies and detection of failures
within this dependencies.
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Abstract. The numerical solution of hyperbolic partial differential
equations (PDEs) is an important topic in natural sciences and engi-
neering. One of the main difficulties in the task stems from the need
to employ several basic types of approximations that are blended in a
nonlinear way. In this paper we show that fuzzy logic can be used to
construct novel nonlinear blending functions. After introducing the set-
up, we show by numerical experiments that the fuzzy-based schemes
outperform methods based on conventional blending functions. To the
knowledge of the authors, this paper represents the first work where fuzzy
logic is applied for the construction of simulation schemes for PDEs.

1 Introduction

Fuzzy logic (FL) is an important tool in computer science [9,6,19] and engineering
[10,18,16,7]. It allows to control complex processes based on a small number of
expert rules where an explicit knowledge of the behaviour of the considered
system is given. In this paper, we consider an entirely new field of application
for fuzzy logic: the construction of numerical schemes for hyperbolic partial
differential equations (PDEs). Such equations arise in many disciplines, e.g.,
in gas dynamics, acoustics, geophysics, or bio-mechanics, see e.g. [11] for an
overview. They describe a time-dependent transport of a given quantity without
an inherent tendency to an equilibrium.
Hyperbolic numerics. The difficulty to handle hyperbolic PDEs stems from
the fact that their solutions usually involve the formation of discontinuities. In
order to cope with these, modern high-resolution schemes employ a nonlinear
mixture of approximation schemes. For components of such a blending, two clas-
sic candidates to which we stick in this work are the monotone upwind method
and the Lax-Wendroff (LW) method that is second order accurate. Second order
accurate methods such as the LW scheme give a reasonable accuracy on smooth
solutions, but they fail near discontinuities. Monotone schemes such as the up-
wind method are always only first order accurate, yet they offer the advantage
that they can deal with discontinuities. The idea behind high-resolution (HR)
schemes is to take the best of these two worlds, performing a blending in such
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a way that a monotone scheme is used at discontinuities while a higher order
method is taken at smooth solution parts. For a more detailed exposition of
these topics see e.g. [11].
Fuzzy logic for high-resolution schemes. The desired blending of first and
second order approximations is performed by a so-called limiter function com-
pletely defining the HR scheme and its approximation properties. In the design
of such a limiter only a few restrictions are imposed in the hyperbolic theory.
Consequently, a wide variety of limiters has been proposed in the literature, mo-
tivated by experiences with computational examples; see [17] for an overview.
However, the main expert rules in the design of a limiter are due to the already
mentioned basic idea: (i) to use a monotone scheme at discontinuities, and (ii)
to use a higher order scheme in smooth solution parts. It seems natural to ask
if the blending process can be formalised using FL.
Our contribution. To our best knowledge, we employ FL for the first time
within the literature for the construction of numerical schemes for PDEs here by
applying the concept of FL at HR schemes for hyperbolic PDEs. Moreover, our
work goes much beyond a proof-of-concept: we show that the use of FL yields
significant improvements in the approximation quality.
Related work. As we have clarified above, to our knowledge no work has dealt
before with the area of application we consider in this paper. Thus, we cannot
rely on previous work in this field.
Structure of the paper. In Paragraph 2, we briefly review the fuzzy tools
we employ in this work. Paragraph 3 introduces the mathematical background
on hyperbolic PDEs and flux limiter. This is followed by an exposition on the
construction of fuzzy limiters in Section 4. In Paragraph 5 we show results of
numerical simulations. The paper is concluded by Paragraph 6.

2 Fuzzy Systems

Fuzzy logic is derived from fuzzy set theory [20], where the general idea is to allow
not only for full membership or no membership, represented by the membership
values 1 and 0, respectively, but also for partial membership, represented by
a membership value in the interval [0, 1]. Consequently, a fuzzy set F over a
domain G is represented by a membership function μF : G → [0, 1]. Similarly, in
fuzzy logic the degree of truth is not restricted to true (1) and false (0), but can
take any value of the interval [0, 1], which builds the foundation for approximate
reasoning and fuzzy control.

A fuzzy system is an expert system based on fuzzy logic. It consists of four
components: fuzzy rules, fuzzifier, inference engine, and defuzzifier. Fuzzy rules
are of the form “IF A then B” where A and B are fuzzy sets. A convenient way
is to represent fuzzy sets by a (set of) parameterised function. Typical exam-
ples are monotonic decreasing functions, piecewise linear functions, exponential
functions, or symmetric triangular functions. Moreover, it is common to attach
a name to each fuzzy set and to identify the set by its name, resulting in more
natural rules. The fuzzifier maps discrete input values to fuzzy sets, thus acti-
vating the rules. The inference engine maps fuzzy input sets to fuzzy output
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sets and handles the way in which rules are combined. Finally, the defuzzifier
transforms the fuzzy output set to a discrete output value.

Fuzzy rules can either be formulated by an expert or be extracted from given
data. Once all parameters have been fixed, a fuzzy system defines a nonlinear
mapping, called control function, from the input domain to the output domain.
For further details we refer to [7,16].

An advantage of fuzzy expert systems over other approaches is that often a
small number of expert rules are sufficient to encode explicit knowledge about
the problem to be controlled. This is because fuzzy reasoning adapts a rule to
a given situation by modifying the conclusion of the rule, based on a difference
analysis between the situation encoded in the premise and the given situation. In
this sense, we can see fuzzy reasoning as a kind of knowledge based interpolation.

Additionally, the control function can easily be adapted by changing the fuzzy
rules, the inference engine or the parameters of the underlying fuzzy sets, either
manually, or by applying learning and optimisation techniques [1,2,12]. One par-
ticularly simple but powerful adaptation consists of applying hedges or modifiers,
which are functions on fuzzy sets which change their shape while preserving their
main characteristics. Within this paper we consider the standard hedges given
by the contrast operator, the dilation operator, and the concentration operator
(see [7,16] for details).

For our application, fuzzy systems seem to offer a natural framework to rep-
resent so-called flux limiter schemes, see next paragraph. Modification of the
parameter results in a new control function, which corresponds to a new numer-
ical scheme within our application. In particular it allows the use of learning and
optimisation techniques in the context of hyperbolic PDEs.

3 Hyperbolic PDEs and Flux Limiter

Hyperbolic PDEs. Let us consider the usual format of a hyperbolic PDE

∂

∂t
u(x, t) +

∂

∂x
f (u(x, t)) = 0 ; (1)

– x ∈ R and t ∈ R+ are typically interpreted as space and time variables,
respectively, whereas ∂/∂t and ∂/∂x are the corresponding spatial and tem-
poral differential operators,

– u(x, t) is the unknown density function of a quantity of interest,
– f denotes the flux function that describes the flow behaviour.

The PDE (1) needs to be supplemented by an initial condition u0(x). Then, the
differential equation may be understood to encode the temporal change of the
beginning state u0. Note that we only consider here the one-dimensional spatial
setting, as our developments are readily extendable to higher dimensions.

Without going into details, let us remark that solving (1) is a non-trivial
task, as the solution involves the formation of discontinuities even if the initial
function u0 is arbitrarily smooth [5].
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The basic numerical set-up. To make up a numerical scheme, one needs to
give a discrete representation of the computational domain in space and time,
as well as a discrete representation of the differential operators in (1). Thus, we
define a grid in space and time featuring the widths Δx and Δt, respectively.
For a discrete representation of derivatives we need the approximation of u(x, t)
at the grid points. Indicating discrete data by large letters, we write Un

j for the
approximation of u(x, t) at the point (jΔx, nΔt) ∈ R × R+.

Most numerical schemes for hyperbolic PDEs mimic the format of (1), as this
proceeding ensures the validity of useful properties. For the discretisation point
with indices (j, n) in space and time, they can be read as

Un+1
j − Un

j

Δt
+

Fn
j+1/2 − Fn

j−1/2

Δx
= 0 , (2)

The indices j ± 1/2 indicate a numerical flux between the points j and j + 1,
or j − 1 and j, respectively. The formula (2) is then evaluated for each spatial
point j of the computational domain; at the end points of the necessarily finite
interval in space one needs numerical boundary conditions. The process begins
at the time level n = 0, building up a solution iterating from time level to time
level until a prescribed stopping time.

The key to success in the definition of a suitable scheme is the construction
of the so-called numerical flux function F . In our paper, we exactly elaborate on
this topic, constructing via F high-resolution schemes.
Flux limiters. Generally speaking, there exist two powerful frameworks to con-
struct HR schemes for hyperbolic PDEs, using so-called slope limiters and flux
limiters, respectively; c.f. [11,17] for detailed expositions. These approaches are
only roughly equivalent. The slope limiter construction is based on geometric
insight making use of the slopes of higher order interpolation polynomials in-
corporated in such schemes. In our work, we use the flux limiter framework
that relies on the physical interpretation of scheme components as fluxes of the
quantity considered in the underlying PDE.

As indicated, the basic idea is to use a first order monotone scheme at discon-
tinuities and a high order scheme in smooth solution parts. Both schemes are
usually cast in the format (2), and we identify them via a monotone numerical
flux Fn

j±1/2,M and a high order numerical flux Fn
j±1/2,H , respectively.

In order to distinguish discontinuities from smooth solution parts, we also
need at j ± 1/2 and time level n a smoothness measure we denote by Θn

j±1/2.
This is usually computed making use of the ratio of consecutive slopes depending
on the flow direction. In the usual basic set-up the flow is given from left to right,
and the smoothness measure is computed as

Θn
j+1/2 :=

Un
j+1 − Un

j

Un
j − Un

j−1
. (3)

A limiter function Φ is then a function evaluating Θ and assigning it a reasonable
output, so that the construction idea of HR schemes is met and we can write
the high-resolution numerical flux Fn

j+1/2,HR as

Fn
j+1/2,HR = Fn

j+1/2,M + Φ
(
Θn

j+1/2

)
Fn

j+1/2,H . (4)
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Thus, HR methods with numerical fluxes as in (4) can be viewed as a monotone
scheme plus a correction. Note that for Φ = 0 the monotone numerical flux is
obtained, whereas Φ = 1 yields the high-resolution numerical flux.

One should note that there are only a few theoretical restrictions on the def-
inition of the limiter function Φ. The most important one is concerned with en-
suring the so-called total variation (TV) stability of the numerical scheme, which
means in practice that no oscillations are generated numerically if the scheme is
TV stable, c.f. [11]. For the proceeding in our work, it is important that the limiter
function is in the corresponding so-called TV region, see next paragraph.

4 Fuzzy Limiter Construction

From an abstract point of view the control problem we consider here is to de-
termine the flux limiter value Φ ∈ [0, 2], given a smoothness measure Θ. To
get a TV stable method, the control function must lie in the TV-region, which
is sketched in Fig. 1 as the shaded area. Modelling a solution to this control
problem using fuzzy logic requires the following steps: (i) Defining fuzzy sets on
the input and the output domain (ii) Choosing a suitable inference mechanism
and defuzzification method, and (iii) Defining a suitable rule base. Rather than
starting from scratch, it is a good idea to look at a simple, already existing HR
scheme. The probably simplest is the Minmod scheme, which linearly blends
from the upwind scheme to the LW scheme, as shown in Fig. 1.

One can clearly see how the expert knowledge, (i) to use LW if the solution
is smooth, and (ii) to use the Upwind method if the solution is not smooth, has
been translated into the behaviour of the numerical scheme. Moreover, we can
also see how the scheme fits smoothly into the framework of FL: We can think of
a region in which the flux limiter is constant to correspond to a situation in which
a single rule fires with full activation degree; the remaining parts correspond to
situations in which several rules are active (to some degree) and their result
combined by means of FL.

As we have identified two key situations in the case of the Minmod scheme,
we define two fuzzy sets “smooth” and “extremum” on the input parameter,
which we call “smoothness”. Similarly, we define two (singleton) fuzzy sets “UP”
(corresponding to a flux limiter value of 0) and “LW” (corresponding to a flux
limiter value 1) on the output parameter, which we call “limiter”. Our modelling

1

2

0 1 2 3−1

Φ

Θ

LW (Rule 2)

Upwind (Rule 1) Combination (Rule 1+Rule 2)

Fig. 1. TV-region and control function of the Minmod scheme
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1

0 1 2 3−1

extremum smooth

(a) Input Variable

1

0 1

UP LW

(b) Output Variable

Fig. 2. Fuzzy sets for the Minmod limiter

is shown in Fig. 2. This allows us to explicitly express the construction idea of
the Minmod numerical scheme in form of the following rule base:

If smoothness is extremum then limiter is UP
If smoothness is smooth then limiter is LW

Choosing an inference engine consisting of the min operator as implication op-
erator, the max operator as aggregation operator, and the centroid method for
defuzzification, we exactly obtain the control function of the Minmod scheme.

Similarly, other prominent TV-scheme such as the Superbee scheme or the MC
scheme (see [11] for details) can easily be modelled within the FL framework.

5 Experimental Study

In addition to providing a common framework and embedding existing schemes
into it, new numerical schemes can be constructed by modifying the parameters
within of the FL setting. This is a common step in FL design, often called
parameter tuning. As this is usually a time consuming task, complex learning
techniques have been developed to automate it [1,2,12]. Instead of relying on
these we will follow the more pragmatic approach of modifying a numerical
scheme only by applying the fuzzy modifiers concentration, dilation, contrast to
the input fuzzy sets. The benefits are (i) simplicity and (ii) the guarantee that
only the blending between the specified key situations is modified.

To evaluate our approach we consider the linear advection equation, which is
probably the simplest hyperbolic PDE and which is commonly used as bench-
mark problem. It describes the transport of a quantity within a medium, e.g.,
the advection of some fluid through a pipe. In the one dimensional case it is
given by the PDE

ut + aux = 0. (5)

Employing periodic boundary conditions, we can construct a situation where
our initial condition has moved by the PDE (5) once over the complete domain,
i.e., ideally it should match again the initial. This is a typical test in the hyper-
bolic field. We show the results of corresponding numerical experiments for the
parameters Δt = 0.0025, Δx = 0.01.
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(a) Original and modified Min-
mod scheme

(b) Original and modified
Minmod scheme

Errors sine wave:

400 0.0067 0.0041 38%
800 0.0127 0.0076 40%
2000 0.0317 0.0165 47%
4000 0.0561 0.0268 52%

Errors box function:

400 0.0569 0.0461 18%
800 0.0725 0.0581 19%
2000 0.0993 0.0787 20%
4000 0.125 0.0992 21%

(c) Error Analysis I

(d) Original and modified MC
scheme

0

1

0 1
(e) Modified control
function MC

Errors sine wave:

400 0.00141 0.00121 13%
800 0.00246 0.00225 8%
2000 0.00532 0.00499 6%
4000 0.00948 0.00916 3%
Errors box function:

400 0.03239 0.00880 72%
800 0.03888 0.00884 77%
2000 0.04991 0.00900 81%
4000 0.06075 0.00934 84%

(f) Error Analysis II

1

0 1 2 3
(g) Modified fuzzy sets for the MC scheme

Errors sine wave:

400 0.00487 0.00350 27%
800 0.00885 0.00632 28%
2000 0.01820 0.01406 22%
4000 0.02538 0.02487 2%

Errors box function:

400 0.0176 0.0123 30%
800 0.0181 0.0124 31%
2000 0.0182 0.0127 30%
4000 0.0182 0.0131 28%

(h) Error Analysis III

Fig. 3. Results of the experimental study

For an error analysis, we give in Fig. 3(c,f,h), from left to right, (i) the number
of iterations, (ii) the L1-error of (c) the Minmod, (f) the MC, and (h) the
Superbee scheme, (iii) the L1-error of the corresponding Fuzzy scheme, and
(iv) the error improvement by our approach. Let us stress, that the algorithms
constructed by us perform significantly better than the original schemes.

Fig. 3(a,b,d) graphically show the difference between the original scheme (dot-
ted), the modified scheme (red dashed line), and the reference solution (black
line). Fig. 3(g) shows an example of a modified fuzzy set resulting in the control
function Fig. 3(e). For more complex PDEs the improvements are similar.
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6 Summary and Conclusion

For the first time in the literature, we have applied fuzzy logic for constructing nu-
merical schemes for partial differential equations. Considering an important class
of methods, namely high-resolution schemes for hyperbolic equations, we have
shown that the fuzzy numerical approach results in a considerable quality gain
compared with standard schemes in that field. In our future work, we aim to incor-
porate more sophisticated data analysis and learning strategies in our
approach.
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Abstract. Man-machine systems have many features that are to be considered 
simultaneously. Their validation often leads to a large number of tests; due to 
time and cost constraints they cannot exhaustively be run. It is then essential to 
prioritize the test subsets in accordance with their importance for relevant fea-
tures. This paper applies soft-computing techniques to the prioritizing problem 
and proposes a graph model-based approach where preference degrees are 
indirectly determined. Events, which imply the relevant system behavior, are 
classified, and test cases are clustered using (i) unsupervised neural network 
clustering, and (ii) Fuzzy c-Means clustering algorithm. Two industrial case 
studies validate the approach and compare the applied techniques. 

Keywords: model-based test prioritizing, adaptive competitive learning, fuzzy 
c-means, clustering, neural networks.  

1   Introduction and Related Work 

Testing is one of the important, traditional, analytical techniques of quality assurance 
widely accepted in the software industry. There is no justification, however, for any 
assessment of the correctness of software under test (SUT) based on the success (or 
failure) of a single test, because potentially there can be an infinite number of test 
cases. To overcome this shortcoming of testing, formal methods model and visualize 
the relevant, desirable features of the SUT. The modeled features are either functional 
or structural issues, leading to specification- or implementation-oriented testing, 
respectively. Once the model is established, it “guides” the test process to generate 
and select test cases, which form sets of test cases (test suites). The test selection is 
ruled by an adequacy criterion for measuring the effectiveness of test suites [8]. Most 
of the existing adequacy criteria are coverage-oriented [18].  

The test approach introduced in this paper is specification- and coverage-oriented. 
Event sequence graphs (ESG, [2,3]) are favored for modeling which view the 
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behavior of SUT and its interaction with user as events. Because of the large amount 
of features to be considered, the number of test cases and thus the costs of testing 
often tend to run out of the test budget. Therefore, it is important to test the most im-
portant items first which leads to the test prioritization problem [12]: 

Given: A test suite T; the set of permutations of T (symbolized as PT); a function f 
from PT to the real numbers representing the preference of the tester while testing. 

Problem: Find T’ PT such that ( T”) (T” T’) [f(T’) f(T”)] 
The ESG approach generates test suites through a finite sequence of discrete 

events. The underlying optimization problem is a generalization of the Chinese 
Postman Problem (CPP) [13] and algorithms given in [2,3] differ from the well-
known ones in that they satisfy not only the constraint that a minimum total length of 
test sequences is required, but also fulfill the coverage criterion with respect to con-
verging of all event pairs represented graphically. To overcome the problem that an 
exhaustive testing might be infeasible, the paper develops a prioritized version of the 
mentioned test generation and optimization algorithms, in the sense of “divide and 
conquer” principle. This is the primary objective and the kernel of this paper which is 
novel and thus, to our knowledge, has not yet been worked out in previous works, 
including ours [2,3]. 

The approaches assign to each test generated a degree of its preference which is 
estimated for all including events and qualified by several attributes that depend on 
the features of the project, and their values are justified by their significance to the 
user. For clustering, unsupervised neural networks (NN) [14] and Fuzzy c-Means 
(FCM) analysis [9,10] are used.  

Section 2 explains the background of the approach, summarizing ESG notation and 
NN and FCM clustering algorithms. Section 3 describes the proposed prioritized 
graph-based testing approach. Two case studies empirically validate the approach in 
Section 4 which also identifies and analyzes its characteristic issues. Section 5 
summarizes the results, gives hints to further researches and concludes the paper. 

2   Background and Approach 

2.1   Event Sequence Graphs for Test Generation 

Basically, an event is an externally observable phenomenon, such as an environmental 
or a user stimulus, or a system response, punctuating different stages of the system ac-
tivity. A simple example of an ESG is given in Fig.1.  

Mathematically speaking, an ESG is a directed, labeled graph and may be thought 
of as an ordered pair ESG=(α, E), where α is a finite set of nodes (vertices) uniquely 
labeled by some input symbols of the alphabet Σ, denoting events, and E: α α, a 
 

 

Fig. 1. An event sequence graph ESG and  as the complement of the given ESG 

∈ ∀ ≠ ≥

ESG
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precedence relation, possibly empty, on α. The elements of E represent directed arcs 
(edges) between the nodes in α. Given two nodes a and b in α, a directed arc ab from 
a to b signifies that event b can follow event a, defining an event pair (EP) ab (Fig. 
1). The remaining pairs given by the alphabet Σ, but not in the ESG, form the set of 
faulty event pairs (FEP), e.g., ba for ESG of Fig.1. As a convention, a dedicated, start 
vertex e.g., [, is the entry of the ESG whereas a final vertex e.g., ] represents the exit. 
Note that [ and ] are not included in Σ. The set of FEPs constitutes the complement of 
the given ESG (  in Fig.1).  

A sequence of n+1 consecutive events that represents the sequence of n arcs is 
called an event sequence (ES) of the length n+1, e.g., an EP (event pair) is an ES of 
length 2. An ES is complete if it starts at the initial state of the ESG and ends at the fi-
nal event; in this case it is called a complete ES (CES). Occasionally, we call CES 
also as walks (or paths) through the ESG given [2,3].  

Completeness Ratio (CR) is a metric which explains density of edges in the ESG 
and is defined as follows: | | | |⁄  (1) 
 

where | |
 
is the number of edges in the ESG and | |  is the number of nodes 

(vertex) in the ESG. CR takes the values between 0 and 1.Value 1 shows that ESG is 
completed graph and Value 0 means null graph. As the values are getting closer to 1, 
the density of the graph gets bigger. ESG concept and definitions informally intro-
duced above are sufficient to understand the test prioritization approach represented in 
this paper. For more information on ESG refer to ([2,3,7,16]). 

2.2   Neural Network-Based Clustering 

In this study, we have chosen unsupervised NN where competitive learning CL 
algorithm can adaptively cluster instances into clusters. For clustering of an 
unstructured data set dealing especially with vector quantization, unsupervised 
learning based on clustering in a NN framework is fairly used. In clustering a data set , … , , … , , containing events (nodes) is portioned into c 
number of clusters each of which contains a subset Sk defined as:  

 
Each Sk cluster is represented by a cluster center (prototype) that corresponds to a 
weight vector , … , , … ,  and after finding a trained value of 
all weight vectors , … , , … ,  the data set  is divided into kth 
cluster by the condition: 
 

 
(3) 

 

  with  0    (2)  
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Training: The initial values of the weight vectors are randomly allotted. It negatively 
influences the clustering performance of standard CL algorithm that is explained in 
literature [5,11,14]. In order to get a better clustering performance, in this paper we 
use the adaptive CL algorithm by deleting over specified weight vectors [15,16]. The 
main distinguishing properties of this algorithm from standard CL are: Both data 
points  and weight vectors  are normalized to a unit length, i.e., they are 
presented as the unit vector the length of which is 1 (one). In adaptive CL algorithm, 
the winner weight vector  is determined by a dot product of data point  and 
weight vector  as in (4), and the updating rule of a winner weight vector [5] is 
based on the adjusting equation expressed as in (5)  

 ∑     (4)  ∆ ⁄  (5) 

 
where η is a learning rate. There is a deletion mechanism [7,16] that eliminates one 
weight vector, ws that corresponds to cluster which has a minimum intra-cluster par-
tition error, i.e., Dk ≥ Ds, for all k, and it proceeds until the number of weight vectors 
is equal to the predetermined one. Dk is determined as in (6): 

 ∑ )        (6)  

2.3   FCM-Based Clustering 

Fuzzy c-means (FCM) algorithms as a fuzzy version of hard c-means (HCM), crisp 
partition, as introduced in [9] and improved by ”fuzzifier m” in [1]. In real 
applications there are very often no sharp boundaries among clusters so that fuzzy 
clustering is often better suited for the data. FCM (probabilistic) clustering assigns the 
data into c fuzzy clusters each of which is represented by its center, called a 
prototype, as a representative of data. There every datum may belong simultaneously 
to several clusters with corresponding membership degree (MD) that  has value 
between zero and one.In FCM, for optimal partitioning the alternating optimization 
algorithm for minimizing the objective function [6, 7, 10] presented in (7) is used:  , , ∑ ∑ ,      (7)  

2.4   Prioritized ESG-Based Testing 

We consider the testing process is based on the generation of a test suite from ESG 
that is a discrete model of a SUT. To generate tests, a set of ESGs is derived which 
are input to the generation algorithm to be applied. Our prioritized testing approach is 
based on the ESG-based testing algorithms as introduced in [2,3]. The constraints on 
total lengths of the tests [2,3] generated are enable a considerable reduction in the cost 

1, ...,i n= 1, ...,k c=

1, ...,k c=
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of the test execution. To solve the test prioritizing problem, several algorithms have 
been introduced [4,8]. However, this kind of prioritized testing is computationally 
expensive and hence restricted to deal with short test cases only. 

The ordering of the CESs is in accordance with their importance degree which is 
defined indirectly, i.e., by classification of events that are the nodes of ESG and 
represent objects (modules, components) of SUT. For this aim, firstly events are pre-
sented as a multidimensional data vector , … ,  then; a data set , … ,  is constructed which divided into c groups. The groups are 
constructed by using both Adaptive CL algorithm and FCM clustering algorithm and 
then classification procedure as explained in detail in our previous works [7,16]. 
Afterwards, the importance degree of these groups has been assigned according to 
length of their corresponding weight vector.  

Importance index  of ith event belonging to kth group is defined as 

follows: 1 (8) 
 

where c is the optimal number of the groups; ImpD(Sk) is the importance degree of the 
group Sk where the ith event belongs to and this importance degree is determined by 
comparing the length of obtained groups weight vectors. Finally, the assignment of 
preference degrees to CESs is based on the rule that is given in [7,16].  

Therefore, the preference degree of CES can be defined by taking into account 
both the importance of events and the frequency of occurrence of event(s) within 
them, and it can be formulated as follows: ∑ μ   q 1, … r  (9) 

 

where r is the number of CESs, Imp(xi) is importance index of the ith event (8), μ  is MD of the ith event belonging to the group  (it is 0 or 1 in NN-based 
clustering, and it takes any value between 0 and 1 in FCM-based clustering), and fq(xi) 
is frequency of occurrence of event  ith  within CESq. Finally, the CESs are ordered, 
scaling of their preference degrees (9) based on the events which incorporate the 
importance group(s). We propose indirect determination of preference algorithm for 
prioritized ESG-based testing algorithm in our previous works [7,16].  

3   Case Studies 

Data borrowed from two industrial projects are used in the following case studies 
which are mentioned in our previous papers [7,16]: A marginal strip mower (Fig.2. 
(a)), a web-based tourist portal (Fig.2.(b)) and an example ESG (Fig.2.(c)). The 
construction of ESG and the generation of test cases from those ESGs have been 
explained in the previous papers of the first author [2,3]. Classification of the events 
using the results of Adaptive CL algorithm is accomplished according to equality (3) 
 

i(Imp(x ))



432 F. Belli, M. Eminov, and N. Gokce 

where each event is assigned crisply to one group only. After FCM clustering, each 
event belongs to only one group according to its maximum MD. For two clustering 
approach, importance degrees (ImpD(Sk)) of groups are determined by comparing the 
length of corresponding center vectors (ℓ ), and their values that are given in Table 1.  
 

  

(a)                                            (b) 

 

Fig. 2. (a) The marginal strip mower mounted on a vehicle and its display unit as a control 
desk. (b) The web-based system ISELTA. (c) Example ESG. 

Table 1. Ranking of CESs of the example ESG using algorithms selected 

Adaptive CL FCM 
Groups Events MD ℓ ImpD(Sk) Groups Events MD ℓ ImpD(Sk) 

S1
(A) 

3 
4 

10 

1 
1 
1 

2,094 1 S4
(F) 

5 
4 
9 

0,934 
0,445 
0,272 

1,8208 4 

S2
(A) 1 1 1,344 6 S6

(F) 11 0,999 1,9780 3 

S3
(A) 

2 
5 

1 
1 

1,589 3 S5
(F) 

8 
10 

0,890 
0,516 

1,7341 5 

S4
(A) 9 1 1,788 2 S1

(F) 3 0,996 2,2471 1 

S5
(A) 

7 
8 

11 

1 
1 
1 

1,544 5 S2
(F) 

7 
6 
1 

0,811 
0,645 
0,362 

1,4073 6 

S6
(A) 6 1 1,550 4 S3

(F) 2 0,985 2,0235 2 
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Table 2. Ordering of CESs of the example ESG using methods selected 

CESs Adaptive CL FCM 
No Walks PrefD(CESq)Order No PrefD(CESq)Order No 
CES1 [1   3   4   7   3   10   2   2   4   4   9   4   3] 64 2 36,147 1 
CES2 [1   2   2   5   4   7   6   6   7] 29 5 17,262 6 
CES3 [1   2   5   6   5   5   8   8   5   10   11] 36 3 25,734 3 
CES4 [1   2   3   2   8   10   3] 29 4 24,979 4 
CES5 [1   11] 3 7 4,359 7 
CES6 [1  2  10  2  5   6   9  9  8  4  9  10  2  4  9] 66 1 28,360 2 
CES7 [1   2   4   9   5   10   11] 28 6 15,270 5 

 
 
The preference degrees of the CESs are determined by (9), and the ordering of the 

CESs is represented in Table 2. Consequently, we have a ranking of test cases to 
make the decision of which test cases are to be primarily tested. For all four 
considered ESGs examples, to compare the performance of clustering approaches the 
mean square error (MSE) (10) in accordance with corresponding level of CR are 
determined and compared in Table 3.  

∑ ∑ ,      (10)  
 

Table 3. Completeness Ratio (CR) and clustering error for each examples 

EXAMPLES ESG1 ESG2 ESG3 ESG4

CR 0,31 0,17 0,10 0,83 

M
SE

 
(1

0)
 FCM 0,022 0,037 0,032 0,014 

Adaptive CL 0,030 0,036 0,037 0,027 

4   Conclusions 

The model-based, coverage-and specification-oriented approach described in this 
paper provides a novel and effective algorithms for ordering test cases according to 
their degree of preference. Such degrees are determined indirectly through the use of 
the events specified by several attributes, and no prior knowledge about the tests 
carried out before is needed. Those are important and consequently, the approach 
introduced radically differs from the existing ones. This approach is useful when an 
ordering of the tests due to restricted budget and time is required.  

In this paper, the events (nodes of ESG) are classified by using both unsupervised 
NN based adaptive CL and FCM clustering algorithm, and their classification results 
are investigated comparatively. After carrying out corresponding clustering, in order 
to classify the events, the nearest centroid (weight) rule and the maximum MD based 
deffuzzification procedure is applied, respectively. So the crisply and fuzzily 
assigning groups of events are produced. FCM clustering based prioritization of CESs 
is more plausible and convenient than the former due to construction of the fuzzy 
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qualified groups of events that are important when groups to be obtained are 
interloped. However, computational complexity of FCM clustering is higher than the 
other and hence choice of the appropriate clustering algorithm in dependence of data 
structure is needed. For this aim, usage of CR metric defined in (1) and evaluating its 
value is proposed. As seen from Table 5, for little CR value (less than approximately 
0.18), the adaptive CL algorithm should be preferred as the simple method (no 
difference between MSE). But for greater CR value (more than nearly 0.31), FCM 
clustering is more suitable due to the little value of MSE.  
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Comparing Unification Algorithms in First-Order
Theorem Proving

Kryštof Hoder and Andrei Voronkov

University of Manchester, Manchester, UK

Abstract. Unification is one of the key procedures in first-order theorem provers.
Most first-order theorem provers use the Robinson unification algorithm. Al-
though its complexity is in the worst case exponential, the algorithm is easy to
implement and examples on which it may show exponential behaviour are be-
lieved to be atypical. More sophisticated algorithms, such as the Martelli and
Montanari algorithm, offer polynomial complexity but are harder to implement.

Very little is known about the practical perfomance of unification algorithms in
theorem provers: previous case studies have been conducted on small numbers of
artificially chosen problem and compared term-to-term unification while the best
theorem provers perform set-of-terms-to-term unification using term indexing.

To evaluate the performance of unification in the context of term indexing,
we made large-scale experiments over the TPTP library containing thousands of
problems using the COMPIT methodology. Our results confirm that the Robinson
algorithm is the most efficient one in practice. They also reveal main sources
of inefficiency in other algorithms. We present these results and discuss various
modification of unification algorithms.

1 Introduction

Unification is one of the key algorithms used in implementing theorem provers. It is
used on atoms in the resolution and factoring inference rules and on terms in the equal-
ity resolution, equality factoring and superposition inference rules. The performance
of a theorem prover crucially depends on the efficient implementation of several key
algorithms, including unification.

To achieve efficiency, theorem provers normally implement unification and other
important operations using term indexing, see [11,9]. Given a set L of indexed terms,
and a term t (called the query term), we have to retrieve the subset M of L that consists
of the terms l unifiable with t. The retrieval of terms is interleaved with insertion of
terms to L and deletion of them from L. Indexes in theorem provers frequently store
105–106 complex terms and are highly dynamic since insertion and deletion of terms
occur frequently. Our paper is the first ever study of unification algorithms in the context
of term indexing.

The structure of this paper is the following. Section 2 introduces the unification prob-
lem, the notion of inline and post occurs checks and several unification algorithms.
Section 3 presents implementation details of terms and relevant algorithms in the the-
orem prover Vampire [12], explains the methodology we used to measure the perfor-
mance of the unification retrieval, and presents and analyses our results. To this end,

B. Mertsching, M. Hund, and Z. Aziz (Eds.): KI 2009, LNAI 5803, pp. 435–443, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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we measure the performance of four unification algorithms on hundreds of millions of
term pairs obtained by running Vampire on the TPTP problem library.

Section 4 discusses related work and contains the summary of this work.
Due to the page limit, we omit many technical details. They can be found in the full

version of this paper available at http://www.cs.man.ac.uk/˜hoderk/ubench/
unification_full.pdf

2 Unification Algorithms

A unifier of terms s and t is a substitution σ such that sσ = tσ. A most general unifier
of two terms is their unifier σ such that for any other unifier τ of these two terms there
exist a substitution ρ such that τ = ρσ. If two terms have a unifier, they also have a
most general unifier, or simply mgu, which is unique modulo variable renaming. The
unification problem is the task of finding a most general unifier of two terms.

For all existing unification algorithms, there are three possible outcomes of unifica-
tion of terms s and t. It can either succeed, so that the terms are unifiable. It can fail
due to a symbol mismatch, which means that at some point we have to unify two terms
s′ = f(s1, . . . , sm) and t′ = g(t1, . . . , tn) such that f and g are two different function
symbols. Lastly, it can fail on the occurs check, when we have to unify a variable x with
a non-variable term containing x.

Unification algorithms can either perform occurs checks as soon as a variable has to
be unified with a non-variable term or postpone all occurs checks to the end. We call
occurs checks of the first kind inline and of the second kind post occurs checks.

When we perform unification term-to-term, the post occurs check seems to perform
well, also somehow confirmed by experimental results in [4]. However, when we re-
trieve unifiers from an index, we do not build them at once. Instead, we build them
incrementally as we descend down the tree perfoming incremental unification. In this
case, we still have to ensure that there is no occurs check failure. It brings no additional
cost to algorithms performing inline occurs check, but for post occurs check algorithms
it means that the same occurs check labour may have to be performed unnecessarily
over and over again. On the other hand, postponing occurs check may result in a (cheap)
failure on comparing function symbols. Our results in Section 3 confirm that algorithms
using the inline occurs check outperform those based on the post occurs check.

In the rest of this paper, x, y will denote variables, f, g different function symbols,
and s, t, u, v terms. We consider constants as function symbols of arity 0. All our al-
gorithm will compute triangle form of a unifier. This means a substitution σ such that
some power θ = σn of σ is a unifier and σn+1 = σn. We will denote such θ as σ∗.
When two terms have an exponential size mgu, it has a polynomial-size triangle form.

The Robinson Algorithm ROB. This is a is a simple unification algorithm [13] with the
worst-case exponential time complexity. It starts with an empty substitution σ and a
stack of term pairs S that is initialized to contain a single pair (s0, t0) of terms s0 and
t0 that are to be unified. At each step we remove a term pair (s, t) from the stack and
do the following.

1. If s is a variable and sσ �= s, the pair (sσ, t) is put on the stack S; and similar for t
instead of s.

http://www.cs.man.ac.uk/~hoderk/ubench/unification_full.pdf
http://www.cs.man.ac.uk/~hoderk/ubench/unification_full.pdf
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2. Otherwise, if s is a variable and s = t, do nothing.
3. Otherwise, if s is a variable, an occurs check is performed to see if s is a proper

subterm of tσ∗. If so, the unification fails, otherwise we extend σ by σ(s) = t.
4. Otherwise, if s = f(s1, . . . , sn) and t = f(t1, . . . , tn) for some function symbol

f , the pairs (s1, t1), . . . , (sn, tn) are put on the stack S.
5. Otherwise the unification fails.

When there is no pair left on the stack, σ∗ is an mgu of s0 and t0. The occurs check
is performed before each variable binding, which makes ROB an inline occurs check
algorithm.

The Martelli-Montanari Algorithm MM. We call a set of terms a multi-equation. We say
that two multi-equations M1 and M2 can be merged, if there is a variable x ∈ M1∩M2.
The merge operation then replaces M1 and M2 by M = M1 ∪ M2. A set of multi-
equations is said to be in solved form, if every multi-equation in this set contains at
most one non-variable term and no multi-equations in the set can be merged.

Let us inductively define the notion of weakly unifiable terms s, t with the disagree-
ment set E, where E is a set of multi-equations.

1. If s = t then s and t are weakly unifiable with the empty disagreement set.
2. Otherwise, if either s or t is a variable, then s and t are weakly unifiable with the

disagreement set {{s, t}}.
3. Otherwise, if s = f(s1, . . . , sn), t = f(t1, . . . , tn) and for all i = 1, . . . , n the

terms si and ti are weakly unifiable with the disagreement set Ei, then s and t are
weakly unifiable with the disagreement set E1 ∪ . . . ∪ En.

4. In all other cases s and t are not weakly unifiable.

It is not hard to argue that weak unifiability is a necessary condition for unifiability.
The Martelli-Montanari algorithm unifying terms s0 and t0 maintains a set of multi-

equations M, initially equal to {{s0, t0}}. Until M is in solved form, it merges all
multi-equations in M that can be merged, and for each multi-equation M ∈ M con-
taining two non-variable terms s and t, if s and t are weakly unifiable with the disagree-
ment set E, we set M := (M\M)∪ {M \ {t}}∪E. If they are not weakly unifiable,
the unification fails.

When M is in solved form, an occurs check is performed. A directed graph G is
built, so that its vertices correspond to multi-equations in M containing non-variable
terms, and an edge is going from vertex M1 to M2 iff the non-variable term in M1
contains a variable in M2. The occurs check is succesful if the graph G is acyclic.
When the occurs check succeeds, one can extract the triangle form of an mgu from M.
For a proof of correctness and termination in almost linear time, see [8].

In our implementation of the algorithm, we maintain and merge the variable parts
of multi-equations using the union-find algorithm [16], and check that the graph G is
acyclic using the topological sort algorithm [7]. The occurs check is performed as the
last step of the algorithm, which makes MM a post occurs check algorithm.

The Escalada-Ghallab Algorithm EG. In order to examine a post occurs check algo-
rithm that aims to be practically efficient, we implemented this algorithm presented in
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[4]. To make the algorithm competitive with inline occurs check algorithms on the in-
cremental unification problem, we made the EG occurs check incremental. The details
can be found in the full version of this paper.

PROB. Inspired by our experiments described below we implemented a modification
PROB of the Robinson algorithm having polynomial worst-case time complexity. It
provides an easy-to-implement polynomial-time alternative to ROB. In PROB, we keep
track of term pairs that previously occurred in the stack S. When we encounter such a
pair again, we simply skip it. In the occurs-check routine, we similarly maintain a set
of bound variables that have already been checked or are scheduled for checking. Such
variables are then skipped. In the implementation we do not keep track of pairs that
contain an unbound variable at the top. Practical results have shown that this happens
frequently and that the cost of keeping track of such pairs does not pay off.

We modified all the above mentioned algorithms to work on the substitution tree
index. Due to a lack of space we simply refer the reader to [11] for their description. We
also had to modify algorithms to make them incremental so that the computed unifier
can be refined to unify also a new pair of terms. These incremental algorithms can be
implemented to retrieve unifiable terms from a substitution tree as follows. We traverse
the tree depth-first, left-to-right. When we move down the tree to a node containing a
substitution x = t, we extend the currently computed substitution to be also a unifier of
(x, t). When we return to a previously visited node, we restore the previous substitution
and, in the case of MM, the previous value of M.

3 Implementation and Experiments

We implemented four algorithms for retrieval of unifiers, corresponding to the unifica-
tion algorithms of Section 2. In this section we describe the data structures and algo-
rithms used in the new version of Vampire [12].

We use shared Prolog terms to implement terms and literals. In Prolog, non-variable
terms are normally implemented as a contiguous piece of memory consisting of some
representation of the top symbol followed by a sequence of pointers to its subterms
(actually, in the reverse order). We add to this representation sharing so that the same
term is never stored twice. Besides conserving memory, this representation allows for
constant-time equality checking. Another difference with Prolog terms is that, when
an argument is a variable, Prolog stores a pointer pointing to itself, while we store the
variable number.

When performing an inference on two different clauses (and in some cases even on
two copies of the same clause), we must consider their variables as disjoint, although
some variables may be the same, that is, have the same number. To deal with this, we
use the idea of variable banks used in several theorem provers, including Waldmeister
[6], E [15] and Vampire [12].

Terms whose variables should be disjoint are assigned different bank indexes. One
can view it as adding a subscript to all variables in a term — instead of terms f(x, y)
and f(y, a), we will work with terms f(x0, y0) and f(y1, a). In practice it means that
when it is unclear from which clause a term origins, we store a pair of the term and a
bank index instead of just the term.
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Substitutions that store unifiers are stored as maps from pairs (variable number, bank
index) to pairs (term pointer, bank index). Those maps are implemented as double hash
tables[5] with fill-up coefficient 0.7 using two hash functions. The first one is a trivial
function that just returns the variable number increased by a multiple of the bank index.
This function does not give randomly distributed results (which is usually a requirement
for a hash function), but is very cheap to evaluate. The second hash function is a variant
of FNV. It gives uniformly distributed outputs, but is also more expensive to evaluate.
It is, however, evaluated only if there is a collision of results of the first function.

The union-find data structures of EG and MM are implemented on top of these maps.
In EG, we use path compression as described in [4]. In MM, it turned out that the path
compression led to lower performance, so it was omitted.

Benchmarking Methodology. Our benchmarking method is COMPIT [9]. First, we log
all index-related operations (insertion, deletion and retrieval) performed by a first-order
theorem prover. This way we obtain a description of all interactions of the prover with
the index and it is possible to reproduce the indexing process without having to run
the prover itself. Moreover, benchmarks generated this way can be used by other imple-
mentations, including those not based on substitution trees, and we welcome comparing
our implementation of unification with other implementations.

The main difference of our benchmarking from the one presented in [9] is that instead
of just success/failure, we record the number of terms unifiable with the query term.
This reflects the use of unification in theorem provers, since it is used for generating
inferences, so that all such inferences with a given clause have to be performed.

We created two different instrumentations of the development version of the Vampire
prover, which used the DISCOUNT [2] saturation algorithm. The first instrumentation
recorded operations on the unification index of selected literals of active clauses (the
resolution index). The second one recorded operations on the unification index of all
non-variable subterms of selected literals of active clauses (the superposition index).

Both of these instrumentations were run on several hundred randomly selected TPTP
problems with the time limit of 300s to produce benchmark data1. In the end we evalu-
ated indexing algorithms on all of these benchmarks and then removed those that ran in
less than 50ms, as such data can be overly affected by noise and are hardly interesting
in general. This left us with about 40 percent of the original number of benchmarks2,
namely 377 resolution and 388 superposition index benchmarks.

Results and Analysis. We compared the algorithms described above. Our original con-
jecture was that MM would perform comparably to ROB on most problems and be
significantly better on some problems, due to its linear complexity. When this conjec-
ture showed to be false, we added the PROB and EG algorithms, in order to find a
well-performing polynomial algorithm.

1 Recording could terminate earlier in the case the problem was proved. We did not make any
distinction between benchmarks from successful and unsuccessful runs.

2 This number does not seem to be that small, when we realise that many problems are proved in
no more than a few seconds. Also note that in problems without equality there are no queries
to the superposition index at all.
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On a small number of problems (about 15% of the superposition benchmarks and
none of the resolution ones) the performance of ROB and MM was approximately the
same (±10%), but on most of the problems MM was significantly slower. On the aver-
age, it was almost 6 times slower on the superposition benchmarks and about 7 times
slower on the resolution benchmarks. On 3% of the superposition benchmarks and 5%
of the resolution benchmarks, MM was more than 20 times slower.

The only case where MM was superior was in a handcrafted problem designed to
make ROB behave exponentially containing the following two clauses:

p(x0, f(x1, x1), x1, f(x2, x2), x2, . . . , x9, f(x10, x10));
¬p(f(y0, y0), y0, f(y1, y1), y1, . . . , y9, f(y10, y10), y11).

This problem was solved in no time by MM and PROB and in about 15 seconds by
ROB.

In general, PROB has shown about the same performance as ROB. It was only about
1% slower, so it can provide a good alternative to ROB if we want to avoid the expo-
nential worst-case complexity of the ROB. EG did not perform as bad as MM, but it
was still on the average over 30% slower than ROB.

Table 1 summarises the performance of the algorithms on resolution and superpo-
sition benchmarks. The first two benchmarks in each group are those on which MM
performed best and worst relatively to ROB, others are benchmarks from randomly
selected problems. In the table, term size means the number of symbols in the term; av-
erage result count is the average number of results retrieved by a query, and query fail
rate is the ratio of queries that retrieved no results. The last three numbers show the use
of substitutions in the index—the number of successful unification attempts, failures
due to symbol mismatch, and failures due to an inline occurs check.

To determine the reason for the poor performance of MM, we used a code profiler
on benchmarks displaying its worst performance. It turned out that over 90% of the
measured time was being spent on performing the occurs checks, most of it actually
on checking graph acyclicity. It also showed that the vast majority of unification re-
quests were just unifying an unbound variable with a term. Based on this, we tested an
algorithm performing the PROB occurs checks instead of the MM ones after such uni-
fications. This caused the worst-case complexity to be O(n2) but improved the average
performance of MM from about 600% worse than ROB to just about 30% worse.

Our results also show empirically that the source of terms matters. For example, the
MM algorithm gives relatively better performance on the superposition index, than it
does on the resolution index. Other papers do not make such a distinction, for example
[4] just states “theorem proving” as the source of the benchmarked term pairs.

4 Related Work and Summary

There is another comparison of ROB and MM in [1], which presents a proof that on a
certain random distribution of terms the expected average (according to some measure)
number of steps of ROB is constant, while the expected number of MM steps is linear
in the size of terms. However, the use of random terms is essential for their results. A
practical comparison of ROB, MM and EG is undertaken in [4], but this comparison is
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not of much use for us since it is only done on a small number of examples (less than
100 term pairs all together), many of them hand-crafted, and uses no term indexing.

There are several unification algorithms not considered here, which we did not eval-
uate for the reasons explained below. The Paterson algorithm [10] has linear asymptotic
time complexity, but according to [4], this benefit is redeemed by the use of complex
data structures to the extent that it is mainly of theoretical interest. The Corbin-Bidoit
algorithm [3] might look promising, as it uses an inline occurs check, but it requires
input terms to be dags modified during the run of the algorithm which we cannot do be-
cause of term sharing. The Ruzicka-Privara algorithm [14], which is an improvement of
the Corbin-Bidoit one, suffers from the same problem, and moreover uses a post occurs
check.

Summary. We studied the behaviour, in the framework of term indexing, of four dif-
ferent unification algorithms: the exponential time Robinson algorithm, the almost lin-
ear time Martelli-Montanari and Escalada-Ghallab algorithms, and a polynomial-time
modification of the Robinson algorithm. To this end, we used the appropriately modi-
fied COMPIT method [9] on a substitution tree index. The evaluation has shown that
the Martelli-Montanari and Escalada-Ghallab algorithms, although asymptotically su-
perior in the worst case, in practice behave significantly worse than the other two. The
main cause of this behaviour was the occurs-check that verified acyclicity of the substi-
tution. On the other hand, the PROB algorithm turned out to perform comparably to the
Robinson one, while having the advantage of being polynomial in the worst case.

The benchmarks are available at http://www.cs.man.ac.uk/˜hoderk/
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Abstract. We present an extension of the first-order logic sequent cal-
culus SK that allows us to systematically add inference rules derived
from arbitrary axioms, definitions, theorems, as well as local hypotheses
– collectively called assertions. Each derived deduction rule represents a
pattern of larger SK-derivations corresponding to the use of that asser-
tion. The idea of metadeduction is to get shorter and more concise formal
proofs by allowing the replacement of any assertion in the antecedent of
a sequent by derived deduction rules that are available locally for prov-
ing that sequent. We prove the soundness and completeness for atomic
metadeduction, which builds upon a permutability property for the un-
derlying sequent calculus SK with liberalized δ++

-rule.

1 Introduction

In spite of almost four decades of research on automated theorem proving, mainly
theorems considered easy by human standards can be proved fully automatically
without human assistance. Many theorems still require a considerable amount
of user interaction, and will require it for the foreseeable future. Hence, there
is a need that proofs are presented and ideally constructed in a form that suits
human users in order to provide an effective guidance.

To come close to the style of proofs as done by humans, Huang [9] introduced
the so-called assertion-level, where individual proof steps are justified by axioms,
definitions, or theorems, or even above at the so-called proof level, such as “by
analogy”. The idea of the assertion-level is, for instance, that given the facts
U ⊂ V and V ⊂ W we can prove U ⊂ W directly using the assertion:

⊂Trans: ∀U.∀V.∀W.U ⊂ V ∧ V ⊂ W ⇒ U ⊂ W

An assertion level step usually subsumes several deduction steps in standard
calculi, say the classical sequent calculus [8]. To use an assertion in the classical
sequent calculus it must be present in the antecedent of the sequent and be
processed by means of decomposition rules, usually leading to new branches in
the derivation tree. Some of these branches can be closed by means of the axiom
rule which correspond to “using” that assertion on known facts or goals.

Huang followed the approach of a human oriented proof style by hiding de-
composition steps once detected by abstracting them to an assertion application.
Since he was mainly concerned with using the abstract representation for proof
presentation in natural language [9,7] there was no proof theoretic foundation
for the assertion level. Hence, assertion level proofs could only be checked once

B. Mertsching, M. Hund, and Z. Aziz (Eds.): KI 2009, LNAI 5803, pp. 444–451, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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expanded to the underlying calculus, and the actual proof had still to be found
at the calculus level and only proof parts of a specific form could be abstracted.

More recently, work was devoted to analyze the assertion-level proof theoret-
ically: [11] defined supernatural deduction that extends the natural deduction
calculus by inference rules derived from assertions and showed its soundness and
completeness. This work was extended to the classical sequent calculus in [5]
to obtain the superdeduction calculus. However, both approaches are restricted
to closed, universally quantified equations or equivalences and the premises and
conclusions of the derived inference rules are restricted to atomic formulas. In
this paper we extend that work to derive and use inference rules from arbitrary
formulas, including non-closed formulas such as local hypotheses, but still allow
only for atomic premises and conclusions. Hence the name atomic metadeduction.
Compared to [5] we use a different meta-theory based on a sequent calculus with
a liberalized δ-rule (δ++

, [4]) which enables the necessary proof transformations
to establish soundness and completeness.

The paper is organized as follows: In Sec. 2 we present a minimal sequent cal-
culus for first-order logic with liberalized δ++

-rule and give two permutability
results due to the use of that rule. In Sec. 3 we present the technique to compute
derived inference rules from arbitrary assertions. In Sec. 4 we prove the sound-
ness and completeness of the calculus using derived inference rules, define the
metadeduction calculus and prove that the rule that allows us to move assertions
from sequents to the inference level is invertible, i.e. we do not lose provability
by applying it. We conclude the paper by summarizing the main results and
comparing it to related work in Sec. 5.

2 Sequent Calculus with Liberalized Delta Rule

The context of this work is first-order logic. First-order terms and atomic for-
mulas are build as usual inductively over from functions F , predicates P and
variables V . The formulas are then build inductively from falsity ⊥, atomic for-
mulas, the connective ⇒ and universal quantification ∀. For the formal parts of
this paper we use the restricted set of connectives, but also the other connectives
for sake of readability. Finally, syntactic equality on formulas is modulo renaming
of bound variables (α-renaming) and denoted by =. Our notion of substitution
is standard: A substitution is a function σ : V → T (Σ,V) which is the identity
but for finitely many x ∈ V and whose homomorphic extension to terms and
formulas is idempotent. We use tσ to denote the application of σ to t.

The sequent calculus for first-order logic is given in Fig. 1 is mostly standard.
The specificities are: (i) The axiom rule Axiom is restricted to atomic formulas;
(ii) the ∀L-rule allows us to substitute terms with free variables to postpone
the choice of instances; (iii) there is a substitution rule Subst to substitute free
variables globally in the derivation tree; the idempotency of substitutions ensures
the admissibility of the substitution; (iv) the ∀R-rule uses Skolemization with
an optimization regarding the used Skokem-function: Standard Skolemization
requires that the Skolem-function f is new wrt. the whole sequent and takes
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Axiom
Γ, A � A, Δ

A atomic ⊥L
Γ,⊥ � Δ

ContrL
Γ, F, F � Δ

Γ, F � Δ

⇒L
Γ � F, Δ Γ, G � Δ

Γ, F ⇒ G � Δ
⇒R

Γ, F � G, Δ

Γ � F ⇒ G, Δ

∀L
Γ, F [t/x] � Δ

Γ, ∀x.F � Δ
t term that
may contain
free variables

∀R
Γ � F [f[∀x.F ](

−→
Z )/x], Δ

Γ � ∀x.F,Δ
−→
Z = FV(∀x.F ) Subst x

[t/x]→ t if [t/x] substitution

Fig. 1. The Sequent Calculus SK with liberalized δ++
-rule and Skolemization

as arguments all variables that occur free in the sequent. Contrary to that we
use the even more liberalized δ++

approach [4]: when eliminating the universal
quantification for some succedent formula ∀x.F , first it allows us to take the
same Skolem function for all formulas that are equal modulo α-renaming to
∀x.F ; such Skolem-functions are denoted by f[∀x.F ] where [∀x.F ] denotes the set
of all formulas equal to ∀x.F . Secondly, the arguments to the Skolem function
are only those variables that actually occur freely in ∀x.F . The result of using
the δ++

-approach is that ∀R for some sequent Γ, ∀x.F � Δ is invariant with
respect to different Γ and Δ, and that it allows for shorter and also more natural
proofs (see [12] for a survey and [13] for soundness and completeness proofs1).
The Cut-rule Γ�F,Δ Γ,F�Δ

Γ�Δ is admissible for this sequent calculus, that is every
proof using Cut can be transformed into a proof without Cut.

For every rule, any formula occurring in the conclusion but not in any of
the premises is a principal formula of that rule2, while any formula occurring
in some premise but not in the conclusion is a side formula. All rules have the
subformula property, that is all side formulas are subformulas of the principal
formulas (or instances thereof).
Permutability. The use of the liberalized δ++

-rule (∀R) allows for a specific per-
mutability result on proof steps. The observation is that applying it to Γ �
∀x.F, Δ the used Skolem function and variables used as arguments only depend
on the formula ∀x.F and variables that occur free in it. Hence, if we always
introduce new free variables in ∀L-applications and postpone the application of
Subst to the end of any proof attempt (only followed by Axiom-rule appli-
cations), the chosen Skolem-functions and their arguments only depend on F
and any previous ∀L-applications to a formula of which ∀x.F is a subformula.
As a result the ∀R-step with principal formula ∀x.F can be permuted with any
proof step having a principal formula that is “independent” from ∀x.F . More
generally, any two successive rule applications with principal formulas that are
“independent” of each other can be permuted (cf. Lemma 2.3 in [3])).

Given two successive sequent rule applications of respective principal formulas
F and G. F and G are independent from each other, if G is not a side formula
for F , i.e., not a subformula of F . Otherwise we say that G is a subformula of F .

1 [13] who uses explicit variable conditions instead of Skolemization and substitution,
but the same Eigenvariable for all syntactically equal formulas.

2 For ContrL, F is the principal formula and its copy in the premise a side formula;
for Axiom both A are principal formulas and so is ⊥ in the rule ⊥L.



Atomic Metadeduction 447

The notion of independent formulas serves to define rule applications that are
irrelevant in a proof. A rule application R in some proof is irrelevant, iff none of
the subformulas of R’s principal formula is an active partner in an Axiom- or
⊥L-rule application in that proof. A proof without irrelevant rule applications
is called concise and it is folklore to show that any proof can be turned into a
concise proof by removing all irrelevant proof steps. Throughout the rest of this
paper we will assume concise proofs.

A consequence of being able to permute proof steps working on independent
principal formulas is that we can group together in any SK∗ derivation all rules
working on a principal formula and all its subformulas, where SK∗ denotes SK
without the Subst rule and the restriction of always introducing new free vari-
ables in ∀L-steps. To formalize that observation, we introduce the concept of
A-active derivations to denote those derivations where only rule applications
with principal formula A or one of its subformulas are applied.

Definition 1 (A-Active/Passive Derivations). Let L, L′ be multisets of for-
mulas and D a derivation (possibly with open goals) for the sequent Γ, L � L′, Δ.
The derivation D is (L, L′)-active, if it contains only calculus rules having a for-
mula from L or L′ or one of their subformulas as principal formula. Conversely,
we say D is (L, L′)-passive if it contains no calculus rule that has some formula
from L or L′ or one of their subformulas as principal formula. If L = {A} and
L′ = ∅ (respectively if L′ = {A} and L = ∅) then we agree to say D is A-active
if it is (L, L′)-active and A-passive if it is (L, L′)-passive.

It holds that every A-active rule followed by A-passive derivations can be per-
muted to first have an A-passive derivation followed by applications of the A-
active rule on the different open sequents (cf. Corollary 2.7 in [3]). Using that we
can transform any SK∗ derivation into one composed of A-active derivations (cf.
Lemma 2.8 in [3]). However, we can do even better and move in any A-active
derivation all applications of ContrL on A or one of its subformulas downwards
to be applied on A already. To formalize this observation, we introduce the no-
tion of contraction-free derivations which are derivations without applications of
the contraction rule (cf. Lemma 2.9 in [3]).

3 Derived Sequent Rules

In this section we present the technique to obtain derived inference rules for
an arbitrary formula. As motivation consider the proof of the following simple
statement about natural numbers ∀n, m.n < m ⇒ ∃u.n + u = m under the
assertions ∀x.x = 0 ∨ ∃y.x = s(y), ∀n, m.s(n) + m = s(n + m), ∀n, m.n <
m ⇒ s(n) < s(m), ∀n.n < 0 ⇒ ⊥, and ∀n, m.s(n) = s(m) ⇒ n = m. During the
proof, which is done by induction over n outside of the logic, many steps consists
of the application of one of these assertions by decomposing and instantiating it
in an appropriate way, thereby yielding several branches in the derivation tree,
some of which can be closed using available facts and the axiom rule. Consider for
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Axiom
①

Γ � u < v � Δ

②

Γ, s(u) < s(v) � Δ
Axiom

Γ, u < v ⇒ s(u) < s(v), u < v � Δ
⇒L

Γ, ∀m.u < m ⇒< m � Δ
∀L

Γ,∀n, m.n < m ⇒ s(n) < s(m) � Δ
∀L

Fig. 2. Example derivation

example the derivation in Fig. 2 derivation. It shows given the facts Γ = {u < v}
we can show Δ = {s(u) < s(v)}.

The idea of atomic metadeduction is to allow the lifting of assertions, such as
∀n, m.n < m ⇒ s(n) < s(m) and u < v in the example above, to the level of
inference rules at any time during the search. In general, there will be several
possibilities to apply an assertion, and the number of the new branches created
by the application of the assertion will depend on the available facts Γ and goals
Δ. In the example above, we obtain the following possibilities:

<①
Γ, u < v, s(u) < s(v) � Δ

Γ, u < v � Δ
< ②

Γ � n < m, Δ

Γ � s(n) < s(m), Δ
< ①②

Γ, n < m � s(n) < s(m), Δ

For instance, if Δ = {} and Γ = {u < v}, then the axiom rule is no longer
applicable in ① which gets a new open sequent. Note that this remains a valid
derivation, if we add arbitrary formulas Γ ′ to the antecedent or Δ′ to the succe-
dent. We get a variety of these inferences depending on which application of
axiom rules are enabled by filling the Γ and Δ; these rules all represent one
possible application of the assertion. However, if there is not at least one axiom
rule application, then we do not consider this as an application of the assertion
(otherwise it would always be applicable); moreover, this derivation is some-
how superfluous if none of the subformulas of the assertions is used in the proof.
Skolem functions introduced by ∀R-rules are always the same, which results from
the use of the δ++

rule, where we use the same Skolem function for the same
formulas. In the case of derived rules, these are always the subformulas of the
assertion which are always the same.

...

n < f1(m), m = s(f1(m)) �H1,H2 n < f1(m)
Axiom

n < f1(m), m = s(f1(m)) �H1,H2 n + u = f1(m)
Hyp1

n < f1(m), m = s(f1(m)) �H1,H2 s(n + u) = s(f1(m))
=s

s(n) < s(f1(m)), m = s(f1(m)) �H1,H2 s(n + u) = s(f1(m))
<s

s(n) < m, m = s(f1(m)) �H1,H2 ∃u.s(n) + u = m
∀R,=∗

s(n) < m �H1,H2 ∃u.s(n) + u = m
Nat

�H1,H2 s(n) < m ⇒ ∃u.s(n) + u = m
⇒R

�H1,H2 ∀m.s(n) < m ⇒ ∃u.s(n) + u = m
∀R

Fig. 3. Induction Step of the example

Fig. 3 shows the induction step of the example statement after lifting the
induction hypothesis (which contains free variables), resulting in two new in-
ferences H1 and H2, where f1 stands for the Skolem constant f∃y.X=s(y) and
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Γ1, H1 � H2, Δ1 . . . Γn, H1 � H2, Δn

H1, F � H2

(a)

Γi1 , σ(H1) � σ(H2), Δi1 . . . Γil
, σ(H1) � σ(H2), Δil

σ(H1), F � σ(H2)

(b)

Fig. 4. Intermediate Stages of the Computation of Derived Rules

Γ = s(n) < m. Systematizing the derivation of rules results in the following rule
synthesis procedure:

Definition 2 (Derived Inference Rules). Let SK0 denote the subset of SK∗

without the rule ContrL. Given a not necessarily closed formula F , we compute
the derived rules from F as follows: Take the sequent H1, F � H2, where H1 and
H2 are place-holders for lists of formulas and apply exhaustively all rules from
SK0. All obtained derivation trees are of the form in Fig. 4a Then enable one
or more application of the Axiom rule by instantiating H1 and H2 with atoms
respectively from some Δi or some Γi which results in (multiple) derivations of
the form in Fig. 4b, where σ is the respective instantiation of H1 and H2. For
each of these trees we introduce the derived rule

by F
Γ, Γi1 , σ(H1) � σ(H2), Δi1 , Δ . . . Γ, Γil

, σ(H1) � σ(H2), Δil
, Δ

Γ, σ(H1) � σ(H2), Δ

Using that we can derive for any, not necessarily closed formula F a set of de-
rived so-called F -rules. Note that the derived rules are strongly interrelated;
they can be divided in forward rules, working on antecedent formulas, and back-
ward rules, working on the succedent and possibly on the antecedent. While the
rules are in the spirit of Huang’s assertion level and reflect all possibilities to
apply an assertion – hence well suited for an interactive setting – they introduce
redundancy in the search space if used without care in an automated setting.

4 The Metadeduction Calculus

We now formally define the metadeduction calculus: First, we define theory se-
quent calculi and prove their soundness and weak completeness. We then define
the metadeduction calculus by adding a lifting rule that enables to replace asser-
tions from the antecedent of some open goal sequent by corresponding inference
rules in the meta-level theory of the sequent and prove, besides its soundness,
its inversion property, that is we do not lose provability by this operation.

Definition 3 (Theory Sequent Calculus). Let Th be a set of not necessarily
closed formulas: Then we denote by Γ �Th Δ a theory sequent wrt. Th and we
allow to write Γ �Th,F Δ to denote the sequent wrt. the theory Th augmented by
the formula F . The theory sequent calculus consists of the sequent calculus rules
of SK and for each theory sequent Γ �Th Δ of all rules derived from all formulas
in Th. The Subst-rule now affects the antecedent and succedent of sequents and
the formulas in the attached theory Th (resp. the derived rules).
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We prove soundness of the theory sequent calculus by constructing from any
proof for some sequent Γ �Th,F Δ using F -rules a proof for Γ, F �Th Δ not
using F -rules. This allows us to eliminate step by step all theory formulas and
end up in the classical sequent calculus (that is, Th = ∅).

Theorem 1 (Soundness). For all sets of formulas Th, all formulas F and all
proofs of Γ �Th,F Δ there exists a proof for Γ, F �Th Δ without F -rules.

Conversely, we prove completeness by constructing from any proof of some se-
quent Γ, Th � Δ a proof for Γ �Th Δ. The completeness proof relies on an
self-derivability property for derived rules, that is, if we lift an assertion F from
the antecedent of our current open goal sequent to the calculus level then F is
still derivable using F -rules. This allows us to reuse the proof of Γ, Th � Δ using
Cut (cf. [3], Sec. 4 for more details). Because of the use of Cut, we call the
obtained result weak completeness. Future work is devoted to transform a given
proof to an assertion proof without Cut using our permutability results.

Lemma 1 (Selfderivability). For every formula F there is a proof of �F F .

Theorem 2 (Weak Completeness). For all sets of formulas Th and proofs
Π for Γ, Th � Δ there exists a proof ΠTh for Γ �Th Δ possibly using Cut.

We further extend the theory sequent calculus by a rule to lift arbitrary assertions
F from the antecedent of sequents to the calculus level at any stage of the proof
and to apply the henceforth derived F -rules at any time: Lift

Γ �T h,F Δ

Γ, F �T h Δ
. Due to

Lemma 1 the Lift-rule has the inversion property. We call the resulting calculus
the metadeduction-calculus which soundness and completeness directly follows
from the Theorems 1 and 2.

5 Conclusion and Related Work

In this paper we have presented atomic metadeduction as an extension to a first-
order sequent calculus to systematically synthesize new derived inference rules
from assertions at any time during the proof search. Using metadeduction, proofs
can directly be constructed, checked, and presented at the assertion level. We
have shown soundness, completeness of the theory sequent calculi and proved
the inversion property of the Lift-rule.

The idea of extending the natural deduction calculus or the sequent calcu-
lus by new deduction rules is not new [10,11,5] and was discussed in Sec. 1.
Compared to that, we allow for derived rules from arbitrary, even non-closed as-
sertions, which allows us to use intermediate facts as derived rules, for instance
the induction hypthesis of an inductive proof or case conditions in a case anal-
ysis. However, in contrast to these works we have no cut admissibility result so
far, which is a topic for future work. We expect to obtain similar results at least
for the restricted fragment of closed equivalences of the form P ⇔ Q where P is
atomic – if not even for a larger fragment of formulas – by following ideas of [6].
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Closely relatedare also focusingderivations [1] to eliminate inessential nondeter-
minism by alternating phases of asynchronous (invertible) and synchronous (non-
invertible) steps. Focusing derivations decompose a chosen formula and, if the
formula was an antecedent formula, it corresponds roughly to the synthesis of de-
rived rules from it; the difference is that we apply both synchronous and asyn-
chronous rules and at least one Axiom-rule, which excludes applications of derived
rules of definitely irrelevant formulas. Moreover, derived F -rules remain available,
while focusing consumes F . Finally, the use of derived rules allows to study in fu-
ture work how to adapt proof search techniques known from other calculi, such as,
for instance, the use of term indexing techniques on the level of derived inference
rules, or proof strategies based on term orderings as in superposition calculi.

Further future work will also be concerned with relaxing the atomicity restric-
tion (requiring more complex proof transformations) as well as investigating how
to adapt metadeduction to deep inference3 (following ideas from [2]) to eventu-
ally support the application of derived rules on subformulas.
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Abstract. Cardinal direction relations are binary spatial relations determined 
under an extrinsically-defined direction system (e.g., north of). We already have 
point-based and region-based cardinal direction calculi, but for the relations 
between other combinations of objects we have only a model. We are, 
therefore, developing heterogeneous cardinal direction calculus, which allows 
reasoning on cardinal direction relations without regard to object types. In this 
initial report, we reformulate the definition of cardinal direction relations, 
identify the sets of relations between various pairs of objects, and develop the 
methods for deriving upper approximation of converse and composition. 

Keywords: cardinal direction relations, heterogeneous spatial calculi, converse, 
composition. 

1   Introduction 

Imagine that you are at the peak of Mt. Fuji. You can see Fuji-gawa river flowing 
from the northwest to the southwest, and also the city of Tokyo spreading out in the 
north-east. Then, what can you say about the relation between Fuji-gawa and Tokyo? 
This question concerns cardinal direction relations [1], which are determined under 
an extrinsically-defined direction system. In addition to compass directions like north 
and south, these relations are applicable to capture such relations as above and left-of 
in shelves and storages. Cardinal direction calculi are the mechanisms that realize 
spatial reasoning on such cardinal direction relations. So far cardinal direction calculi 
have been developed for the relations between points [1, 2] and those between regions 
[3-6]. In our example question, however, Mt. Fuji’s peak, Fuji-gawa, and Tokyo are 
modeled as a point, a line, and a region, respectively. Accordingly, their arrangement 
may not be deduced properly in the previous calculi, even though we can treat them 
as regions and conduct spatial reasoning at the cost of reliability.  

Actually, most spatial calculi have targeted spatial relations between single-type 
objects. Kurata [7], therefore, insisted on the necessity of heterogeneous spatial 
calculi, which allow spatial reasoning beyond the difference of object types. As a first 
step, he developed 9-intersection calculi that realize topology-based reasoning on 
multi-type objects [7]. Following this effort, we are currently developing 
heterogeneous cardinal relation calculus, since cardinal direction relations are one of 
the most basic sets of spatial relations. This article is the first report of this work. 
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The remainder of this paper is structured as follows: Section 2 reviews existing 
work on cardinal direction relations. Section 3 reformulates the model of cardinal 
direction relations, under which Section 4 identifies the sets of cardinal direction 
relations between various pairs of objects. Section 5 introduces the methods for 
deriving upper approximation of converse and composition of these directional 
relations. Finally, Section 6 concludes the discussion. 

In this paper, we consider a 2D Euclidean space  with a coordinate system in 
which the x- and y-axes are aligned with the north and east, respectively. Simple 
regions and non-branching line segments are called regions and lines for short, and 
lines parallel to x-axis, those parallel to y-axis, and other lines are called HLines, 
VLines, and GLines (or horizontal, vertical, and generic lines), respectively. 

2   Related Work 

In general, directional relations concern the orientation of the target object (referent) 
with respect to the reference object (relatum). Frank [1] introduced cone-based and 
projection-based frames for distinguishing directional relations between two points. 
The frames are placed such that the relatum comes to the center of the frames. In a 
spatio-linguistic viewpoint, these frames are sorts of extrinsic frames of spatial 
reference whose direction is fixed in the environment [8]. Frank [1] assessed the 
converse and composition of his directional relations and identified the presence of 
some indeterminate compositions (for instance, the composition of north-of and 
south-of yields north-of, south-of, and equal). Together with the converse and 
composition operations, Frank’s model forms (Point-Based) Cardinal Direction 
Calculus. Ligozat [2] applied this calculus to constraint-based reasoning, identifying 
maximum tractable subsets of the relations. Star Calculus [9] generalizes cardinal 
direction calculus, such that it captures directional relations in arbitrary granularity.  

Papadias and Sellis [3] studied the cardinal direction relations between two regions 
making use of their minimum bounding rectangles (MBRs). Regions are mapped to 
intervals on each axis. Thus, by applying MBRs, 13×13 directional relations were 
distinguished, as well as the converse and composition of those relations were 
determined based on Allen’s [10] interval calculus,. 

Goyal and Egenhofer [4] introduced a directional-relation matrix, whose 3×3 
elements correspond to the intersections between the referent and the 3×3 tiles. The 
tiles are determined by four lines l1: x = infx(B), l2: x = supx(B), l3: y = infy(B), and 
l4: y = supy(B), where infx/y(B) and supx/y(B) are the greatest lower bound and the least 
upper bound of the projection of the relatum B on x/y-axis. This approach is 
applicable to any pair of objects, but depending on the relatum’s shape some tiles may 
be collapsed to a line or a point. In the simplest approach, directional relations are 
distinguished by the presence or absence of the 3×3 referent-tile intersections. Based 
on this framework, calculus aspects of region-based cardinal directions were studied 
in [5, 6]. Cicerone and Felice [6] identified all realizable pairs of the cardinal 
directional relation between A and B and that between B and A. Skiadopoulos and 
Koubrakis [5] identified a method for deriving (weak) compositions of cardinal 
direction relations between two regions. 
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3   Our Model of Cardinal Direction Relations 

We introduce four iconic representations of spatial arrangements of two objects, 
namely CD pattern, CD+ pattern, PCD pattern, and PCD+ pattern (Fig. 1a). The CD 
pattern captures how the referent A intersects with the 3×3 tiles determined by the 
relatum B, namely NWB, NCB, NEB, MWB, MCB, MEB, SWB, SCB, and SEB. The CD 
pattern has 3×3 black-and-white cells, each of which is marked if the corresponding 

element in  is non-empty. This follows the direction 

matrix in [4], but in our model the tiles are defined as a set of jointly-exclusive and 
pairwise-disjoint partitions of the space (by this we avoid strange situations where a 
point-like referent intersects with two tiles at the same time). First, two sets of JEPD 
partitions, {WB, CB, EB} and {SB, MB, NB}, are defined as Eqs. 1-2. Then, the tiles are 
defined as the intersections of these two partition sets, like . Note 
that NCB, MWB, MCB, MEB, and SCB may be collapsed depending on the type of the 
relatum (Fig. 2). 
 
  , 2| inf   , 2| sup 2  
 
  , 2| inf   , 2| sup 2  
 

 
 

(1) 
 

(2) 

 

  
(a) (b) 

Fig. 1. (a) Four types of iconic representations of a spatial arrangement featuring cardinal 
directions and (b) converse between these four representations  

  
(a) (b) (c) (d) 

Fig. 2. Tiles determined by the relatum, which is (a) a simple region or a GLine, (b) a point, (c) 
a HLine, and (d) a VLine, respectively 

The CD+ pattern is a refinement of the CD pattern, which captures how the referent 
intersects with n×m fields. The CD+ pattern has n×m black-and-white cells, among 
which the ith left and jth bottom cell is marked if A intersects with the ith left and jth 
bottom field. The fields are determined by four lines l1: x = infx(B), l2: x = supx(B), 

CD pattern

[        ,        ]
PCD pattern

[          ,          ]

CD+ pattern

PCD + pattern [          ,          ] [        ,        ]

90° 90°

NCNW NE

MCMW EW

SCSW SE

MCMW EW

MCMW EW

N
C

M
C

S
C

N
C

M
C

S
C

MC MC

MC MC

MC

MC

NCNW NE

MC
MW ME

SCSW SE

NC

MCMW ME

SC

NW NE

SW SE

MC MC

N
C

S
C

N
C

S
C

NC

MCMW ME

SC

NW NE

SW SE

MCMW EW

MCMW EW



 Toward Heterogeneous Cardinal Direction Calculus 455 

l3: y = infy(B), and l4: y = supy(B), such that not only 2D blocks separated by these 
lines, but also 1D boundaries between two blocks and 0D boundary points between 
four blocks are all considered independent fields. Naturally, 5×5, 3×3, 5×3, and 3×5 
fields are identified when the relatum is a region or a GLine, a point, a HLine, and a 
VLine, respectively.  

The PCD pattern consists of two sub-patterns, called PCDx and PCDy patterns. 
They have three black-and-white cells, each marked if the corresponding element in 
[A∩WB A∩CB A∩EB] and [A∩SB A∩MB A∩NB] is non-empty, respectively. 
Essentially, PCDx/y patterns are the projection of the CD pattern onto x-/y-axis. 
Finally, the PCD+ pattern is a counterpart of PCD pattern for the CD+ pattern. 

In this paper, directional relations refer to the spatial arrangements distinguished 
by CD patterns, while fine-grained directional relations refer to the spatial 
arrangements distinguished by the CD+ patterns. We primarily use CD patterns 
because they allow the unified representation of directional relations by 3×3 binary 
patterns without regard to object types. Another practical reason is that CD+ patterns 
may distinguish an overwhelming number of spatial arrangements (up to 25×5). 

4   Identification of Directional Relations 

Even though the CD pattern icon distinguishes 23×3 patterns, not all of them are 
effective as the representation of directional relations (i.e., some patterns have no 
geometric instance). We, therefore, identify the sets of all effective CD patterns when 
the referent and relatum are points, H/V/GLines, simple regions, and their 
combinations (in total 5×5 cases). Suppose A be the referent and B be the relatum that 
defines n×m fields. First, we consider 2n×m CD+ patterns, from which we remove 
geometrically-impossible CD+ patterns by the following constraints: 

• if A is a point, it intersects with exactly one field; 
• if A is a H/V/GLine, it intersects with at least one non-0D field, and all fields with 

which A intersects must be connected; in addition, 
• if A is an HLine/VLine, all fields with which A intersects must be 

horizontally/vertically aligned; 
• if A is a GLine, letting C be the set of connected components formed by non-0D 

fields with which A intersects, and P be the set of 0D fields with which A 
intersects and which connect to more than one connected component in C, there 
are at most two connected components in C that are connected to exactly one 
field in P (otherwise A is branching; compare Figs. 3a-3a'); and 

• if A is a simple region, it intersects with at least one 2D field, and all fields with 
which A intersects must be connected, even if all 0D fields are excluded (otherwise 
A has a spike or disconnected interior; compare Figs. 3b-3b'). 

Then, the remaining CD+ patterns are converted to CD patterns as shown in Fig. 1b. We 
confirmed that these CD patterns are all effective (i.e., we succeeded to draw an 
instance for every CD pattern). Thus, these CD patterns represent the complete set of 
directional relations. For instance, we identified 222 directional region-region relations 
(four more than the relations listed in [6], due to the slightly different definition of 
relations). Table 1 shows the number of the directional relations we have identified for 
5×5 cases, while Table 2 summarizes their patterns. 
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(a) (a') (b) (b') 

Fig. 3. Examples of CD+ patterns when the referent is a simple or non-simple object 

Table 1. Numbers of cardinal direction relations distinguished by our framework  

 
 

Relatum  
Point HLine  VLine  GLine Region 
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Point 9 9 9 9 9 
HLine 15 18 15 18 18 
VLine 15 15 18 18 18 
GLine 254 300 300 308 308 
Region 106 146 146 222 222 

Table 2. Cardinal direction relations distinguished by our framework (icons with “×4”/“×2” 
also represent the CD patterns derived by rotating {90,180,270}/180 degree) 

 

5   Projection-Based Spatial Inference 

Given the directional relation between two regions A and B as , what are possible 
relations between B and A? Similarly, given the relation between a GLine C and a 
point D and that between D and a region E as  and , respectively, what are 
possible relations between C and E? Figs. 4a-b show one possible solution for each 
question, but what else? The answers to these questions are derived by converse and 
composition operations. In general, given the relation r1 between the objects O1 and 
O2 and r2 between O2 and O3, the converse of r1 returns the relation(s) that may hold 
between O2 and O1, while the (weak) composition of r1 and r2 returns the relation(s) 
that may hold between O1 and O3. The converse and composition operations are 
fundamentals of qualitative spatial calculi [11].  
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We introduce methods for deriving upper approximations of converse and 
composition of cardinal directional relations. These methods project spatial objects 
onto x- and y-axes, conduct converse/composition on each axis, and synthesize the 
results to derive the candidates for the converse/composition. The basic idea comes 
from MBR-based spatial inference in [3], but our target is not limited to regions. 

By projection onto an axis each object is mapped to an interval or a point. First, 
suppose that the referent A and the relatum B correspond to two intervals iA and iB on the 
x-axis. Then, the PCD+

x-pattern for A and B corresponds to the interval relation between 
iA and iB. Naturally, the converse of this PCD+

x-pattern is determined by the converse of 
this interval relation (Fig. 5a). Similarly, if A and B correspond to two intervals on the y-
axis, the converse of their PCD+

y-pattern is determined by the converse of the 
corresponding interval relation. This mapping from PCD+

x/y
 patterns to their converse is 

coarsened based on the correspondence between PCD+
x/y

 and PCDx/y patterns in Fig. 6. 
Fig. 7a summarizes the result. By combining the converse of a PCDx pattern and that of 
a PCDy pattern determined by Fig. 7a, we can determine the converse of a PCD pattern. 
Making use of this projection-based converse, the candidates for the converse of the 
given directional relation can be derived. For instance, imagine that A and B are regions 
whose directional relation is  (Fig. 4a). The PCD pattern for A and B is . The 
converse of this PCD pattern is { , , , }, since ’s converse is 
{ , } and ’s converse is { , } (Fig. 7a). From these four PCD patterns, we 
can derive ten CD patterns { , , , , , , , , , }, but  is removed 
because it does not represent any directional region-region relation (Table 2). As a 
result, we obtain nine directional region-region relations as the candidates for the 
converse of the given relation. 

When both the referent and relatum correspond to a point on x/y axis, we can 
derive the mapping from PCDx/y patterns to their converse (Fig. 7b), making use of the 
correspondence between PCD+

x/y patterns and point-order relations (Fig. 5b). 
Similarly, when the referent and relatum correspond to a point and an interval, we can 
derive the mapping from PCDx/y patterns to their converse (Figs. 7c-d), making use of 
the correspondence between PCD+

x/y patterns and point-interval relations (Fig. 5c). 
In a similar way, we consider projection-based compositions. Suppose that three 

objects A, B, and C correspond to the intervals iA, iB, and iC on the x-axis. Then, the 
PCD+

x pattern representing A-B relation and that representing B-C relation correspond 
to the interval relation between iA and iB and that between iB and iC, respectively. 
Naturally, the composition of these two PCD+

x patterns is determined by the 
composition of these interval relations. Thus, from Allen’s composition table [10], we 
can derive the composition table of PCD+

x/y patterns. By coarsening this table based 
on the correspondence between PCD+

x/y and PCDx/y patterns (Fig. 6), the composition 
table of PCDx/y patterns was developed (Table 3). We skip the detail, but this table can 
be used even when the referent, relatum, or both correspond to points (instead of 
regions), taking the realizability of PCDx/y patterns into account (see * in Table 3). 
Consequently, using Table 3, we can determine the compositions of two PCD 
patterns, from which the candidates for the composition of the given directional 
relations can be derived. For instance, the projection-based composition of a GLine-
point relation  and a point-region relation  (Fig. 4b) is derived from the 
composition of  and  and that of  and —the result is { , , } (this 
corresponds to the Fuji-gawa–Tokyo relation in Section 1). 

[         ,         ]

[         ,         ] [         ,         ] [         ,         ] [         ,         ]
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(a) (b) 

Fig. 4. Examples of projection-based converse and composition 

  

(a) (b) (c) 

Fig. 5. Mapping from PCD+
x/y patterns to their converse, when the referent and relatum 

correspond to (a) two intervals, (b) two points, and (c) a point and an interval, respectively 

Fig. 6. Correspondence between PCD+
x/y and PCDx/y patterns when the PCD+

x/y patterns have 
higher granularity (otherwise PCD+

x/y and PCDx/y patterns are equivalent) 

 
 

 
(a) (b) (c) (d) 

Fig. 7. Converse of PCDx/y patterns when the referent and relatum correspond to (a) two 
intervals, (b) two points (c) a point and an interval, and (d) an interval and a point on an axis 

Table 3. Composition table of PCDx/y patterns 

* , , and  in 
the composition results 
are removed when 
they correspond to 
point-point or point-
interval relations, and 

 is removed when 
they correspond to 
interval-point relations 
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6   Conclusions and Future Work 

In this paper, we developed the basis of heterogeneous cardinal relation calculus, 
which aims at the support of direction-featured spatial reasoning without regard to 
object types. We captured cardinal direction relations with bitmap-like icons with 3×3 
cells and identified sets of relations between points, lines, regions, and their 
combinations. Then, we developed methods for deriving upper approximation of 
converse and composition of these relations. Actually, these approximations agree with 
the precise converse and composition when the source relations are convex (i.e., the 
icon’s black cells form a single rectangle); otherwise, the results of projection-based 
converse or composition may include unnecessary patterns and, therefore, other 
methods are necessary for deriving more precise converse and composition. These 
methods, as well as the proof of the above fact, will be reported in our next report. 
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Abstract. This paper investigates potential effects of a motivational
module on a robotic arm, which is controlled based on the biological-
inspired SURE REACH system. The motivational module implements
two conflicting drives: a goal-location drive and a characteristic-based
drive. We investigate the interactions and scaling of these partially com-
peting drives and show how they can be properly integrated into the
SURE REACH system. The aim of this paper is two-fold. From a bio-
logical perspective, this paper studies how motivation-like mechanisms
may be involved in behavioral decision making and control. From an
engineering perspective, the paper strives for the generation of inte-
grated, self-motivated, live-like artificial creatures, which can generate
self-induced, goal-oriented behaviors while safely and smartly interact-
ing with humans.

1 Introduction

Artificial intelligence systems are gradually becoming more complex as increas-
ingly more autonomy is added into robotic systems. Despite these facets of intelli-
gence and autonomy, behavior that is generally similar to what can be observed
in animals is still only partially achieved at most. In this work, we move one
step in the direction of biologically-inspired autonomous artificial intelligence by
introducing motivations to a simulated robot arm system.

Motivations can be included by defining multiple goals for the system and
the interaction of the system with these goals will result in certain behavioral
autonomy and particular self-induced goal-directedness. It has previously been
investigated how multiple goals can be included in a reinforcement learning sys-
tem [1]. Elsewhere [2], the goals were gathered into a motivational module for a
robotic system. The principles of these works were further extended in [3], where
motivations were added to a neural reinforcement learning system to obtain be-
haviors resembling that of rodents.

In this paper, we investigate how similar types of motivations can change
the behavior of a biologically-inspired, neurally-controlled robotic arm control
system—the SURE REACH model [4]. Adding multiple motivational drives, it is
possible to obtain interesting autonomous behaviors. We investigate the interplay

B. Mertsching, M. Hund, and Z. Aziz (Eds.): KI 2009, LNAI 5803, pp. 460–467, 2009.
c© Springer-Verlag Berlin Heidelberg 2009



The Scared Robot: Motivations in a Simulated Robot Arm 461

posture space

redundant inverse
kinematics mapping

Kinematic Controller

S
 e

 n
 s

 o
 r

 y
  

  
F

 e
 e

 d
 b

 a
 c

 k

distance

controlstep-wise

direction

task

space(s)

Fig. 1. SURE REACH model with kinematic controller

of two drives in this paper: a location-based drive, which corresponds to a desired
goal, and a characteristics-based drive, which corresponds to undesirable robot
arm configurations. Since these drives may be conflicting, the system needs to
change its behavior according to the settings of the drives.

The paper first gives an overview of the used robotic system. After the system
description, a more detailed description of the drives and how they are used is
given in Section 3. Next, in Section 4 a series of experiments is conducted to
investigate the influence of the motivational drives on the system. Finally, the
implications of the results are discussed.

2 The SURE REACH Arm Control System

The system that is used for this investigation of behavior is the SURE REACH
control architecture applied to a kinematic model of a robotic arm with three
joints [4]. The original SURE REACH system learned the inverse kinematics
and the sensorimotor correlations within its architecture. However, even though
the SURE REACH version we are using for this work uses the same knowledge
representation, it is not learned but provided to the system, seeing that the
inverse kinematics of the arm system are fully known. The general architectural
framework is shown in Figure 1.

In particular, SURE REACH represents its knowledge in two spatial layers,
which are encoded by an overlapping population of neurons with local recep-
tive fields. We use a population of neurons that are distributed in a uniformly
spaced grid. The posture space (also known as configuration space) encodes arm
postures, that is, the joint angle space of the arm. The task space (also known
as location space) encodes joint and end-point locations. These two spaces are
associated by inverse kinematics mappings, which associate the local task space
neurons with the corresponding, coinciding posture space neurons. One par-
ticular end-point location or posture configuration is represented by the over-
lapping, neighboring neurons in the space. In addition, a sensorimotor mapping
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associates posture space neurons action-dependently with each other. In the pre-
programmed version, neighboring neurons are connected and the connections are
linked to the motor vector (changes in joint angles) necessary to move from one
posture to a neighboring one.

Given a particular end-point, and consequently the overlapping neurons in
task space that represent this end-point, the inverse kinematics mapping can
co-activate all those neurons in posture space that yield postures that over-
lap with the activated end-point (the null-manifold). The sensorimotor mapping
allows planning in posture space by means of dynamic programming, that is,
value iteration. Given a particular current posture and the corresponding neu-
rons that represent this posture, the desired movement direction and estimated
distance towards the activated goal(s) can be determined. Overall, the arm is
controlled by means of closed-loop control using its representations to update
desired movement directions given current posture perceptions.

3 Motivational Drives

SURE REACH is a psychological model of arm reaching behavior [4] but it
is also a useful algorithm to resolve redundancies and reach goal locations or
goal postures with the highest flexibility possible for a given arm. However,
so-far, SURE REACH cannot activate goals nor constraints internally. Thus,
we investigate how we can add a motivational module to the SURE REACH
architecture in order to generate a self-motivated system that pursues its goals
due to internal drives. In particular, we introduce a goal location drive and a
security drive.

The location-based drive is implemented as a location goal, which is identical
to the original SURE REACH formulation. However, the inclusion of the secu-
rity drive requires the introduction of an additional parameter in the neuronal
representation, a fear factor, f , which is inversely proportional to the level of
security in the system. This factor indicates the level of fear the system has for
achieving the position where the corresponding neuron is activated. The values
for the fear factor should be in the range [0, 1], where 0 indicates no fear and 1
indicates a maximum level of fear.

Weighting the level of fear relative to the desire of the system to reach a goal
location, whose importance is kept constant, should thus result in a variety of
behaviors.

3.1 Setting the Level of Fear

The fear factor is incorporated directly into the propagation of activation in
the neuronal representation. In many situations it is desired for a robot to avoid
obstacles as well as extreme postures that might limit further movement, and for
this purpose such a security drive would be beneficial. Investigating the behavior
of the system due to the security drive without using obstacles would be to set a
higher fear factor as the robotic arm comes close to the limits of the movement
range.
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A simple way of setting the level of fear for avoiding extreme angles is to
use a piecewise-linear function, g(xi), where the level of fear for each degree of
freedom can be set individually. The function is given by

g(xi) =

⎧⎪⎪⎨⎪⎪⎩
1
n

(
1 − xi

bi

)
given xi < bi

1
n

(
1 − 1−xi

bi

)
given xi > 1 − bi

0 otherwise

, (1)

where n is the number of dimensions, xi is a fraction in the range [0, 1] that
indicates the location of the neuron in the movement range along the ith dimen-
sion, and bi < 0.5 is a fraction that indicates the size of the border region where
fear should be non-zero. Considering the dimensions as independent, the over-
all fear level can simply be determined by summing the individual fear levels:
f(x) =

∑n
i=1 g(xi), where x is a vector containing the fractional positions, xi,

of the posture neuron in each dimension.
Balancing fear and goal motivations is not straight-forward since the cur-

rent importance and the influence of the property-based fear motivation can be
scaled somewhat arbitrarily. Elsewhere [3] it was shown that location-based and
property-based motivations may be handled differently in that property-based
motivations should be included in the propagation mechanism (value iteration)
of the location-based motivations. Thus, the propagated activation level of a
given neuron is a combination of goal-based activation and fear impact on the
propagation:

ap
i = max

{
ag

i , max
j

{
ap

j − cji − wffj

}}
, (2)

where ag
i is the level of activation indicated by a goal located within the range

of the neuron, cji is the movement cost of moving from the location of neuron
j to neuron i, fj is the level of fear for neuron j, and wf is a weight that scales
the fear impact. Thus, goal-values are propagated using a loss function that
is a combination of the actual movement cost plus the “fear-cost” of moving
through a particular region. The propagation mechanism above does, however,
have one weakness: The goal activation is not affected by the fear level. Thus, for
a movement to a goal location, where many redundant goal postures are possible,
the level of activation will be dominated by these activation goals. To compensate
for that, the final activation of a neuron ai is realized as ai = (1 − wffi) ap

i .

4 Experiments

A series of experiments were designed to investigate how the arm would react to
the introduced fear. The experiments focus first on movements with moderate
fear given a particular posture goal. Next, we investigate the impact of location
goals and additionally vary the fear factor wf showing that with increasing fear
robot arm behavior differs significantly on a continuous spectrum. The consid-
ered system consists of three joints with lengths 0.6, 0.5, and 0.4, respectively.
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The corresponding movement ranges of the joints are [−4.5; 1.5], [−3, 3], and
[−3, 3]. The number of neurons per dimension in both posture and task spaces
are 15, and the movement cost between neurons is set to 0.01 for all transitions.
All experiments use a boundary fraction bi = 0.3 for the fear in each dimension.

4.1 Posture Goal

To investigate the reaching capability of one exact posture under the influence
of the fear drive, the arm was placed in the initial posture: 0.87, −0.70, −1.92.
The goal posture was set to −3.49, −0.70, −1.92. In a setting without fear, the
smallest change in arm angles corresponds to the optimal path. In the experi-
ment, this corresponds to moving joint one to the desired angle while keeping
the other joint angles constant.

Figure 2 shows the comparison between the movements performed by the
arm with and without the proposed behavior module. Without fear, the arm
primarily moves joint one as expected. The additional slight movements of the
other joints is due to the discrete distribution of the neurons in the posture
space. When fear is activated with a weight, wf , of 1, (Figure 2(b)), the primary
movement is performed by joint one, similar to the case without fear. When
it comes to joint two, there is again some slight movement. Compared to the
original system the fear did hardly affect this joint since the start and goal joint
angles lie outside of the fear border region of 0.3. However, for the third joint
there is a clear effect. During the arm movement, the joint moves initially toward
a less extreme angle before it returns to the desired angle. This confirms that the
included fear motivation had a significant effect on the movement of the system
for the joint located in the region with non-zero fear level.
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and behavior included

Fig. 2. When moving towards a desired goal posture, the movement of the arm is
affected by the security drive 2(b) when compared to the original SURE REACH
approach 2(a)



The Scared Robot: Motivations in a Simulated Robot Arm 465

4.2 Location Goal

The strength of SURE REACH, however, does not only lie in flexible path plan-
ning within the arm configuration space, but lies also in the flexible redundancy
resolution of alternative end-postures (plus the resolution of alternative paths
to a posture) given a hand location goal. Thus, we now use a desired hand
goal location in task space in order to see how behavior for movements towards
the resulting ambiguous set of postures (the null space for the particular goal
location) would be affected by the fear motivation.

Figure 3 shows that the movement path to the goal strongly differs when the
influence of the fear motivation is increased. Without fear, the majority of the
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tion goal and fear included
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tion goal and fear included
(wf = 1)
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Fig. 3. When moving towards a desired goal location, the movement of the arm is af-
fected by the security drive, 3(b) through 3(d), compared to the original SURE REACH
approach 3(a). In 3(d) the goal is not reached because the very strong fear drive pre-
vents that the goal activity reaches the start location.
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movement was performed by the innermost joint and the other joints were moved
only marginally—effectively minimizing the changes in posture angles necessary
to reach the goal location. However, since the resulting posture is located in a
region of non-zero fear, the movement and end-posture of the arm strongly differ
when the fear motivation is activated at varying levels. The path immediately
moves towards the center region of the arm control space and for the lower fear
levels, wf values of 0.5 and 1, the goal location is reached with a “comfortable”
posture. For the high fear level wf = 1.5, the arm does not reach the desired
goal, but settles in a posture short of the goal. This effect was expected, as an
increased weight will have a greater influence on the activation propagation in
formula (2), and thus also on the resulting movement. The effect is that the
gradient towards the goal is weaker than the gradient due to the fear drive when
entering the increasing fear region on the goal side. Thus, the arm moves towards
that region as close to the goal as possible but did not “dare” to enter the feared
region.

For experiments with even higher fear levels, wf = 4 and higher, the propaga-
tion of the activation becomes so strongly affected that the arm does not move
at all. A similar effect was seen on experiments with high fear levels using goal
postures. In this case, the propagated goal activity quickly decreases to zero due
to the high fear impact, preventing the goal activities from exiting the surround-
ing fear region. As a consequence, no goal activity reaches the arm start posture
and thus no movement takes place.

5 Conclusion

This paper has investigated the effect of a motivational module for a simulated
robotic system. By introducing a fear drive to the SURE REACH formulation,
the behavior of the simulated robot arm changed when extreme postures (feared
postures) could be avoided. When the level of fear was increased, the influence on
the movement of the arm varied accordingly. With excessively high fear impacts,
the arm even either did to “dare” to move into the fear region any longer or did
not move at all because the goal signal was blocked by the fear.

So far, this has only been a preliminary investigation into the effect of a be-
havioral module on a robotic system. Nonetheless, this approach might become
highly useful in the near future. When looking at the safety of humans in envi-
ronments that contain robots it is extremely important that a robot considers
the presence of humans and assures that no (detrimental) impact occurs. In
this case, the robot should execute its movements in a way that circumvent
areas occupied by humans and only allow limited access to human-occupied
areas—possibly even those that are in the current reachable proximity of hu-
mans. “Fearing” these areas would cause the robot to seek alternative routes or
even stop moving, if there is no such route available at this point.

Besides this potential impact on even actual industrial robotic systems, there
is still more work to be done when modeling animal behavior. Clearly, in ani-
mals and humans motivational drives are not fixed to a particular weight level
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but are fluent dependent on the current internal state of the animal and also
the environmental circumstances. Thus, the impact of each motivation needs to
be adaptive. A first step in this direction has been done by adding homeostatic
reservoirs, which control motivation weights [5,3]. Further work utilizing other
behavioral modifiers, such as curiosity mechanisms [6], has the potential of pro-
ducing even more autonomous behavior, as illustrated elsewhere for the case of
a simulated mobile robot [3].

In closing, we would like to emphasize that we are intentionally using a rather
loose terminology. “Fear” may be considered a general place-holder for a decision-
theoretic influence that increases the movement cost—possibly in the form of a
loss function. If the movement cost increases we get different, non-continuous
behavioral effects, which yield emergent behavioral properties. Moreover, using
motivations, multiple task priorities can be flexibly combined and even propa-
gated through various, concurrent spatial representations—such as task and con-
figuration spaces. Thus, it is hoped that the concept of motivations integrated
into multiple, concurrent spatial representations is perceived as an intuitive tool
for the design of flexible and highly adaptive robot behavior.
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Abstract. Agents interacting in a dynamically changing spatial envi-
ronment often need to access the same spatial resources. A typical ex-
ample is given by moving vehicles that meet at an intersection in a street
network. In such situations right-of-way rules regulate the actions the ve-
hicles involved may perform. For this application scenario we show how
the Golog framework for reasoning about action and change can be en-
hanced by external reasoning services that implement techniques known
from the domain of Qualitative Spatial Reasoning.

1 Introduction

Agents interacting in a dynamically changing spatial environment often need
access to the same spatial resources. A typical example is given by vehicles
meeting at an intersection in a street network. In such situations right-of-way
rules regulate the actions the vehicles involved may perform. For instance, the
German right-of-way regulations (StVO § 8 and § 9) present a detailed set of rules
on how the agents controlling these vehicles should proceed if the intersection is
not regulated by special traffic signs (stop sign, traffic lights, etc.).

In this paper we consider this particular application scenario and present an
approach that allows for determining rule-compliant actions for the involved
vehicles in a real-time environment. Action choices are represented within the
Golog framework for reasoning about action and change [1], which is based on
the Situation Calculus [2]. To detect actions that may lead to collisions, we use
methods known from the field of Qualitative Spatial Reasoning (QSR), that is,
we use constraint-based and neighborhood-based reasoning to detect dangerous
actions1. Qualitative spatial reasoning is integrated in the IndiGolog-framework
[4] by calling an external reasoner.

Qualitative reasoning and neighborhood graphs have been previously used to
determine rule-compliant actions in the SailAway demonstrator (see, e.g., [5]

� This work was partially supported by Deutsche Forschungsgemeinschaft as part
of the Transregional Collaborative Research Center SFB/TR8 Spatial Cognition,
project R4-[LogoSpace].

1 A quite different approach to reasoning about moving objects in a traffic scenario is
to directly represent trajectories of vehicles [3].
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and [6]). The main difference to the approach used there is that we use a generic
formalism to represent actions and change, namely the Golog language. A Golog
representation of actions and space has also been discussed in [7]. However, the
reasoning process was not externalized in the method discussed there.

In the next section we present the general idea as well as the main compo-
nents of our spatial agent framework, which is based on the Golog interpreter
IndiGolog and uses qualitative reasoning methods as an external method in or-
der to trigger rule-compliant actions. More details regarding our implementation
are then presented in section 3. We show how traffic rules can be represented
within Golog, how spatial neighborhood graphs can be used to formulate rea-
soning tasks for qualitative reasoning, and how individual actions are mapped to
these reasoning results. In particular, we present a reusable method that allows
for integrating external reasoning in IndiGolog. In section 4 we provide a short
evaluation of the system. Finally, in section 5 we give a short summary and an
outlook on research problems to be addressed in future work.

2 Integrating Qualitative Reasoning in Golog

For our problem we consider a number of cars meeting at an intersection. Each
car travels at a given speed on a planned route through the intersection. Further,
each car (driver) aims at crossing the intersection as fast as possible. Since this
is not always possible, each car has the ability to accelerate until it reaches its
full speed or to decelerate until it stops. The right-of-way rules state which car
has to stop in order to avoid a collision. We assume that the intersection has
no specific signs regulating the right of way. Further, we also assume right-hand
traffic, i.e., left-hand driving, and the right-of-way rule common in continental
Europe, i.e., priority is given to the right vehicle.

To represent the essential aspects of this problem, we consider a limited num-
ber of cars (at most four) that try to cross an intersection, which consists of four
streets entering from the four cardinal directions. For each car, we model the
planned route, the current position on this route, maximal speed, and whether
it is currently accelerating or decelerating. The route specifies the complete con-
tinuous path from the current position of the car to the final destination after
crossing the intersection. We try to find crash-free behaviors for all cars. The
term behavior just refers to a sequence of actions with timestamps, where possi-
ble actions are accelerate, hold, or decelerate. In particular, we assume that the
given routes are never altered.

The idea, which is presented in more detail in the following, is to represent the
action choices of the agents within IndiGolog whereas spatial reasoning tasks are
delegated to a specialized reasoner. If two or more vehicles are approaching the
intersection, we first check whether the planned routes could result in a collision.
If this is not the case, all vehicles proceed as planned; otherwise we determine
those cars that need to decelerate in order to avoid the collision.

IndiGolog. Golog describes a family of programming languages based on the sit-
uation calculus, a multi-sorted second-order logic. The situation calculus
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defines three sorts, distinguishing the concepts of action, situation, and object. A
situation consists of a sequence of actions concatenated with the distinguished
function do(a, s) that returns the situation resulting from executing action a in
situation s. These sequences are grounded in some initial situation S0. Changing
aspects of the domain are modeled by functional and relational fluents. Fluents
are domain-specific functions or predicates with one situation parameter. To de-
fine an action and its effects on fluents, three types of axioms are distinguished:
Action precondition axioms define whether an action is applicable in a situa-
tion. Initial state axioms describe the value of fluents in the initial situation S0.
Finally, successor state axioms are used to express how actions influence fluents.

Golog [1] adds a notion of executability to the situation calculus by intro-
ducing an interpreter macro, which transforms a given Golog program into a
situation calculus formula. Golog also defines elements typical for programming
languages like sequences, conditional executions, loops, and procedures.

In our implementation the Golog variant IndiGolog [4] was used, since it offers
two important features. The first one is the search-operator that tries to find a
possible execution of a non-deterministic Golog program instead of executing it
online. The second feature is the environment manager that communicates with
multiple device managers and allows for sending sensing actions to them. When
a sensing action is executed, the execution of the Golog program pauses until
the action is finished. The return code of the action can influence (i.e. sense)
the values of several fluents. This way of injecting data into a running Golog
program allows an easier integration of external programs.

Qualitative Reasoning. To solve problems containing rules like the right of
way, it is often helpful to abstract from the absolute numerical values early on
and consider only qualitative descriptions of the situations. A variety of different
constraint-based qualitative calculi has been used in other studies in order to
reduce the size of the state space by abstraction in such cases (e.g. [5]).

In this paper, we qualitatively describe the positions of cars relative to the
center of the intersection. For this, a STAR calculus [8] seems appropriate. It
describes positional information between points via a partition of the plane into
a given number of sectors, which are obtained by m distinct, intersecting lines,
thus giving the form of a star (see Fig. 1a). One distinguishes positions on the
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Fig. 1. STAR4(0) and its conceptual neighborhood graph
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lines and positions in the sectors between them, thereby obtaining 4 · m + 1
distinct cases including equality of points. STAR4(0) is expressive enough for
our problem, since we can describe the necessary positions that influence the
behavior selection for the cars (see Fig. 1b). To reason about changes in the
positions of cars over time, we use the conceptual neighborhood graph (CNG) [9]
that makes the possible continuous changes of these relations explicit (Fig. 1c).

3 Implementation Details

The implementation is split up into five different components that communicate
via sockets (cf. Fig. 2). First, a Java program contains the full simulation and
represents the physical world, in which cars move based on natural laws and
crashes can be detected, but not predicted. Cars in the simulation can only
change their behavior after receiving accelerate or brake messages from the
Golog program. Thus a car that receives a brake message will slow down until
the Golog program signals a clear path. Cars can also be set to the state ignore,
which is done by the Java program if a car leaves the intersection and by the
Golog program if a car’s trajectory has no conflicts with any other trajectory.
In this state, cars accelerate until they leave the area and are neglected in the
reasoning process.

The Golog program is called by the Java program with a qualitative represen-
tation of the world, which can be easily generated from the complete simulation.
For each car it contains the starting position, the current position and the goal
position, all as STAR-relations relative to the center of the intersection. The
drivers can get this information from watching the other cars and their turn-
ing signals. Whenever the Golog program detects a possible collision, it tries
to avoid a crash by sending the correct movement messages back to the Java
program using a device manager also written in Java. To detect collisions in
the trajectories, the Golog program integrates the generic qualitative reasoner
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Simulation
device

GOLOG

Environment
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Device manager
(Simulation)

Device manager
(Reasoning)

Qualitative
trajectories
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Fig. 2. Communication of components
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GQR [10] with a second device manager, which transforms the trajectories into
a qualitative reasoning task, starts GQR, and sends the result back as a sensing
result.

Encoding of Trajectories. To reason with the trajectory of a car, the Golog
program first needs to recreate it from the current and goal position. The full
(functional) trajectory from the simulation is not used here since it would be
implausible for a driver to know the absolute coordinates of each car at every
moment. Instead the trajectories are expressed qualitatively as a sequence of
relations to the center of the intersection. The sequence describes the relations
the car will pass through on its way from the current to the goal position.

(a) Right turn (b) No turn (c) Left turn

Fig. 3. Standard turns

For a standard 4-way intersection all possible turning maneuvers (a right or
left turn or driving straight through) go through at most seven neighboring
relations in the STAR4(0) calculus (cf. Fig. 3). Since we consider only tangential
turning, no car travels through the center of the intersection. The qualitative
trajectory can thus be reconstructed by finding a path inside the CNG with at
most seven nodes that transforms the current position to the goal position. For
standard 4-way intersections such a path always exists and is unique for a given
start and goal position.

Encoding of rules in IndiGolog. To encode the right-of-way rule, the Golog
program needs additional information on the turning maneuver performed by
each car and the notion of prioritized and opposing lanes, all of which can be
extracted from the CNG. Each of the turning maneuvers can be identified by the
relative position of starting and goal position in the CNG. For example, a right
turn moves through three relations counterclockwise (cf. Fig. 3a), whereas a left
turn moves through seven relations clockwise (cf. Fig. 3c). To identify prioritized
and oncoming lanes for two cars it is sufficient to compare the starting positions
of both cars. With this information Golog can decide which of two possibly
conflicting cars has the right of way and, accordingly, slow down the other car.

Qualitative Reasoning with GQR. In order to apply GQR, the reasoning
problem has to be transformed into a constraint satisfaction problem in the
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STAR calculus. This is done by introducing one variable to represent the center
of the intersection and one for each entry in the qualitative trajectory of each
car. Since the trajectories of the cars are generated from a CNG, we can add an
inequality constraint between each two consecutive elements from a car’s trajec-
tory. All other added constraints are constraints between a trajectory variable
and the center of the intersection determined by the entry in the trajectory.

GQR is called to calculate a path-consistent equivalent CSP, which contains
the possible relations between each two trajectory variables. If all constraints
between the trajectory variables of two cars do not mention equality, the reasoner
can guarantee that these two cars will never be in the same relation to the center
of the intersection.

The device manager returns a list of car tuples to the Golog program, con-
taining the pairs of cars where the reasoner cannot guarantee a conflict-free
trajectory. The reasoning process done here basically amounts to checking if two
trajectories share a relation and only demonstrates the integration of GQR as a
high-performance tool for qualitative reasoning within the situation calculus.

4 Evaluation

Whether the behavior found by the program is crash-free and rule-compliant
crucially depends on the speed of the cars and how often the Golog program can
be started to determine an action for the cars. Obviously, crashes might happen
if the first call to the reasoner returns an action too late for a car to brake in
time. The timing currently implemented allows for approximately six calls to the
reasoner in the time it takes one car to approach an intersection, cross it and
reach a safe distance (all numbers with respect to a 2 GHz PC with 3 GB RAM).
With this timing most of the combinations of up to four cars can be resolved in
a crash-free and rule-compliant way2.

For the runtime measurement seven different test cases were executed until
all cars reached their goal. The test cases are listed in Fig. 4b and ordered by the
number of cars involved and the total number of possible crash situations, i.e.,
the sum of common STAR-relations for each pair of cars. Each test case called
the Golog program between 11 and 23 times. For the evaluation we measured the
execution times averaged over all calls. Fig. 4a shows the time it took to consult
the prolog files through JPL (CONSULT), the time to initialize IndiGolog and set
up all device managers (INIT), the time spent in the main IndiGolog procedure
(GOLOG; without external reasoning) as well as the time needed by the external
reasoner GQR (REASONER). The time needed to shut down IndiGolog and
close all device managers is not depicted.

The interesting components are GOLOG and REASONER. GOLOG strongly
reacts to the number of cars in the situation and is mainly responsible for the
increase in overall running time of a reasoning step. REASONER on the other
2 We currently do not handle deadlock situations in which no car has priority, e.g.,

four cars arriving at an intersection simultaneously from the four cardinal directions,
where each car wants to cross the intersection in a straight line.
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(a) Average runtime of components

Test # Cars # Conflicts
a 1 0
b 2 0
c 2 1
d 2 3
e 3 4
f 3 6
g 3 9

(b) Test case scenarios

Fig. 4. Runtime evaluation

hand only shows slight changes despite the quadratic growth of the CSP. This
could be the effect of the small problem sizes considered here. Seeing how the
runtime of the Golog program scales with the problem size explains the demand
for outsourcing parts of Golog programs to external reasoners. The Golog pro-
gram presented here is only responsible for a very limited part of the calculation,
but still makes up a significant amount of the overall runtime. By outsourcing
problems to external reasoners, Golog can use the additional computation time
to work on a high-level progam that uses the results of those reasoning processes
to reach its goal.

5 Conclusion

The two main results presented here are a working example that uses qualitative
reasoning to find rule-compliant crash-free behavior for a number of cars, and a
reusable method to integrate external reasoning in IndiGolog. The main limita-
tions of the current implementation is that actions for the individual vehicles are
selected from the point of a traffic controller that has complete knowledge about
the approaching vehicles. Therefore the current framework cannot be considered
a multi-agent framework for reasoning about action and change in spatial en-
vironments. It would be interesting to integrate external reasoning into other
Golog variants such as MIndiGolog [11] and combine their features with qualita-
tive reasoning. To that end one would have to add features like sensing actions
that allow for an execution of actions outside of the Golog context.

Moreover, the current implementation could be extended by adding further
sensing actions to request information that the device manager can calculate
concurrently to the execution of the Golog program. An interesting example
of this would be to ignore conflicts that are rendered invalid by other conflicts
because the car causing the conflict will brake anyway. This could also be used to
act on incomplete knowledge. If, for example, the intersection is not completely
visible from all streets, one could add relations between cars as soon as they are
visible and restart the reasoning process to react to the new situation.
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Finally, the method for integrating external reasoners in Golog could be sim-
plified by an extension of Golog implementations. The method presented in the
paper works well on a per-application basis, but has to be reimplemented in
each application. Some of the basic features of this implementation (especially
the base class of the Java device manager) can be used to develop a language ex-
tension of the IndiGolog syntax that provides an easy-to-use interface to external
reasoning services as provided by constraint solvers.
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Abstract. We propose a heuristic for assessing the strength of changes
that can be observed in a sequence of cooccurrence graphs from one graph
to the next one. We represent every graph by its bandwidth-minimized
adjacency matrix. The permutation that describes this minimization is
applied to the matrices of the respective following graph. We use a repair
count measure to assess the quality of the approximation that is then
used to determine whether time frames shall be merged.

1 Introduction

The identification of patterns inside large databases comprises a core objective
of any data mining procedure [1,2]. In this paper we address the analysis of
so-called cooccurrence graphs. These graphs arise quite naturally wherever one
is interested in the fact that two entities share some property with respect to a
so-called location (which not necessarily has to be a spatial artifact but often is).
Examples for this may be internet users visiting the same web pages or online
shoppers purchasing the same set of products. A visual representation would be
an undirected graph were the nodes represent the web pages (or products) and
the edges model the (set of) users that accessed (or purchased) the respective
entity. The number of users is normally tracked by introducing a weight for every
edge.

Our experience from multiple industrial cooperations in the field of data min-
ing in the past years has shown that time is a dimension of growing interest.
Financial partners not only asked for the identification of malicious credit con-
tracts but mainly how their respective models changed during the last months.
Experts from the automobile manufacturing industry are interested in failure
patters among the sold cars [3], however, the recognition of slow evolvements
of such patterns can be much more helpful since it may allow for addressing a
(potential) problem before it actually becomes one.

We addressed this problem for several types of patterns [4,5] of which cooc-
currence graphs are the most recent ones. As stated above, users are merely
interested in slight model changes rather than large abrupt variations. This has
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mainly two reasons which depend on the cause of change: If the change stems
from a systematic user-controlled process (e. g. rolling out the new car model,
changing the website layout of a shopping portal) they are known and do not con-
vey valuable information. It rather deteriorates the analysis since subtle model
shifts which are more interesting may be hidden. The second reason why an
abrupt (unintended) change is of less user interest amounts to the fact that it
might be already too late, that is the ongoing changes are already visible and
subject to user countermeasures. The above motivation, however, stressed that
we intend to find evolving pattern changes before they become obvious.

Our claim therefore is to find a way of separating phases with a high amount
of model perturbation from phases with much less variations and then apply our
methods [4] to these subsets of data to arrive at a more reliable result.

The remainder of this paper is organized as follows: Section 2 introduces the
notation used throughout the paper. Section 3 motivates and presents the model
change detection procedure whereas section 4 presents a real-world example to
show the applicability of our method. We conclude the paper in section 5.

2 Graph Representation

In this work we deal exclusively with undirected graphs for which we use two well-
known equivalent representations: layouting the graph and the corresponding
adjacency matrix. A graph is a tuple G = (V, E) with vertices V and edge set E
with E ⊆ V ×V \ {(v, v) | v ∈ V }, and the constraint (u, v) ∈ E ⇒ (v, u) ∈ E to
emphasize the undirected character. We will interpret the graphs as cooccurrence
graphs where edges determine the number of cooccurrences (of whatever kind).
This is taken into account with an edge weight function for every edge e = (u, v):

w : E → N0 with w(e) = w(u, v) = w(v, u).

This weight is represented as the edge width, thus we use the notion width and
weight interchangeably. A zero width indicates that the respective edge is not
contained in the graph.

Another representation of a graph G = (V, E) is by its adjacency matrix
adj(G) = (wij)|V |×|V |. This quadratic (and for undirected graphs also symmet-
ric) matrix contains the edge weights: wij = w(i, j) with i and j being vertices.
Figure 1 shows an example graph with its corresponding adjacency matrix. We
will depict large matrices as so-called matrix plots, that is as a two-dimensional
pixel array where every matrix entry is represented by a shaded pixel. The darker
the color, the larger the respective matrix cell entry (the respective ranges are
given for every figure).

3 Model Change Detection

As motivated in the introduction, our contribution comprises a heuristic to assess
the quantity of structural change from time frame to time frame in a series of
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Fig. 1. Left: An undirected graph G width edge weights indicated as edge widths.
Middle: Corresponding adjacency matrix adj(G). Right: Matrix plot of the same matrix.
Light gray as in the background indicates 0 while black equals 5. The axes labels
correspond to the vertices.

cooccurrence graphs. The evaluation section will explain the underlying data in
more detail, however, the reader might find it helpful to know where our ideas
came from: A large 3D online playing community is tracking which players pass
by certain locations of interest. Every log entry contains player ID, time and
location ID. One of the questions was: Are there temporal changes within the
visiting patterns of the players? Since everybody can contribute buildings and
other landmarks, it is important to focus on those periods where slight changes
in visiting patterns are not superimposed by large modifications.

3.1 Objective

The question we intend to answer is: Given a series of cooccurrence graphs (one
for each time frame), which frames should remain and which ones can be merged
to create a data set that is then subject of a search for subtle changes? And is
it possible to deliver visual cues that allow the user to follow the suggestions
without inspecting the numerical data in full depth?

3.2 Representing a Graph of a Single Time Frame

The visual assessment whether a large or small structural change (that is a
change of the values of the adjacency matrix) did take place can be hard if the
graphs are depicted layouted as in the left part of figure 1. We do not address
this problem by investigating different layout methods since the graphs will be
very dense in real-world applications and thus not very instructive for the user
anyway. We suggest to use the adjacency matrix instead. In its original form (that
is with a predefined vertex order which corresponds to the row/column order)
it will, however, be rather scattered since empty rows/columns refer to vertices
that are isolated. Therefore, we bring the matrix in a minimal bandwidth form [6]
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and use the corresponding permutation as a representation of the corresponding
time frame.1

We thus arrive at a series of adjacency matrices adj(Gt) with corresponding
permutations πt where t indicates the respective time frame. Since the process
of bandwidth minimization arranges nonzero matrix entries (that is, edges of
the graph) close to the main diagonal, it semantically corresponds to relabeling
the graph vertices such that the absolute difference of vertex indices of vertices
connected by an edge is smaller than the difference of indices of vertices without
an edge in between.

3.3 Assessing Model Change

The main idea to assess the similarity of the graphs of two adjacent time frames
is to apply the permutation πt−1 on the matrix adj(Gt) and check how good
the result πt−1 ◦ adj(Gt) is compared to πt ◦ adj(Gt). Therefore, an appropriate
evaluation measure is needed to assess how good the last month’s minimization
permutation was able to approximate this month’s minimized matrix.

Figure 2 shows a real-world example that motivates our so-called repair count
measure. The left matrix shows the original minimal bandwidth adjacency ma-
trix πt ◦ adj(Gt) of the graph of a particular month t. The matrix in the middle
shows the approximation after having applied the previous month minimizing
permutation, that is the shown matrix is πt−1 ◦ adj(Gt). The right matrix shows
the result after the permutation πt−2 has been applied to matrix adj(Gt). To
quantify what is visually and intuitively obvious, namely the better approxima-
tion by the middle rather than by the right matrix, we consider the “repair” of
a matrix to the permutation that brings it again to a minimal bandwidth form
(not necessarily the original one). Therefore, the respective permutation that
achieves this task is evaluated with respect to the number and distance of repo-
sitionings. That is, we ask for the sum of the absolute differences between the
original position of a column/row and the new one. We define the repair count
of a permutation (with respect to an implicit neutral permutation π0 which does
not permute anything) as

rc(π) =
n∑

i=1

|i − π(i)| .

The procedure for determining which time frames to retain and which may be
subject to merging is as follows:

1. Cast the original data into a series of (cooccurrence) graphs G1, . . . , Gr.
2. For every graph Gt, 1 ≤ t ≤ r, calculate a repair permutation πt that

minimizes the corresponding adjacency matrix adj(Gt) with respect to the
bandwidth.

1 The used algorithm actually cannot guarantee that the resulting matrix has minimal
bandwidth since this optimization problem is NP-hard.
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Fig. 2. Left: A minimized bandwidth adjacency matrix of a graph with 101 vertices.
Middle and right: Two different permutations applied to the left matrix: The repair
count measure quantifies the number and size of steps that are necessary to “repair”
the matrices and result in the left one. The repair count of the matrix in the middle is
smaller than the right one which meets intuitive user observations. Background color
indicates 0, black represents values ≥ 100.

3. Let ρt, 2 ≤ t ≤ r, be the repair permutation that brings back the matrix
πt−1 ◦ adj(Gt) to minimal bandwidth form.

4. Calculate for every border between time frames t − 1 and t the repair
count rc(ρt).

5. Let the user choose a (data-dependent) threshold θ that states the maximum
repair count beyond which we will establish a new time frame.

6. Test all time frame borders and remove those with a repair count smaller
than θ.

4 Evaluation

We will now apply the proposed method to a real-world dataset from which the
main ideas originate. As sketched in section 3, the underlying data set repre-
sents online player contacts within a 3D environment. The logs span a period of
8 months (April to November) and contains over 1 million contacts for 101 lo-
cations (which comprise the vertices of the graphs).

The objective is to come up with a temporal discretization of the data that
yields better results when looking for subtle changes in the visiting patterns than
it would when using the given fixed subdivision by months.

The actual results we refer to are obtained with the technique described in [4]:
We intend to find subgraphs (of the large graph containing 101 vertices) which
have some user-specified temporal behavior such as becoming more dense or less
balanced over time. We suggested various graph measures that assess certain
structural properties and let the user fuzzify the respective change rate domains,
that is come up with a set of fuzzy sets that quantify whether a series of graph
measures is fast increasing, slowly increasing or stable. We then can compute for
every series of subgraphs (of the initial cooccurrence graphs) to which degree it
satisfies the user’s concept.
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For this experiment we tracked a subgraph induced by a vertex set of 9 nodes.
These nodes have been identified by a simple heuristic given in [4] which con-
siders only vertices of edges with a weight exceeding some predefined threshold.
However, every other way of selecting this vertex subset would do (e. g. by using
certain definitions of frequent subgraphs [7,8]). The intention shall be to assess
how the edge weights balance is behaving. The standard deviation is used to
assess the balance of the edges. The left chart of figure 3 shows the standard de-
viation of the subgraph in all eight months. If we assess the growth (or decline) of
this time series with the slope of a regression line (as it is used in [4]), we would
conjecture an increasing trend as indicated by the dashed line. This is formally
certainly correct, however, the chart suggests that a linear approximation with
only one piece is inappropriate since the strong increase is followed by relatively
stable values.

We therefore apply the technique suggested in the previous section to get
hints for the new time frame borders. The right chart of figure 3 shows the
seven repair counts for every adjacency matrix (except the first, of course). The
threshold was chosen to be θ = 500. All borders that have a repair count below
this value are dropped, all others are kept.

Fig. 3. Left: Standard deviations of edge weights of a designated subgraph. Right:
Repair counts for all 7 borders between the 8 time frames of one month length of the
data set. The threshold was chosen to be θ = 500, that is we arrived at 4 new time
frames.

Therefore, we combine the months July to November and keep May, June and
July (and April anyway since it has no preceeding month in the data set). If we
now assess the standard deviations in the new time frames, one can clearly assess
that the large time frame of the combined months (indicated by the dark gray
columns in the left of figure 3) now shows a considerably different development
of the edge deviations as depicted by the dotted line.2 Figure 4 shows all seven
original adjacency matrices with their approximation by the previous months
model below.

2 Note that this line was computed by again using a monthwise subdivision but now
according the new borders.
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1544 962 774 460

5 6 7 8

338 242 166

9 10 11

Fig. 4. Comparison between the minimum bandwidth adjacency matrix of every
month’s graph (respective upper row) and the matrix approximated by the preceeding
month (respective lower row). The values below the matrices give the repair counts
to create a minimized bandwidth matrix back from the approximations. Background
color indicates 0, black represents values ≥ 100.
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5 Conclusion

We motivated a method to assess the strength of model changes from one time
frame to the next one within a series of cooccurrence graphs. The main objective
was to suggest which borders may be dropped (or equivalently which frames
may be combined). To solve this task, we used bandwidth-minimized adjacency
matrices to represent the graphs. The scatteredness of these matrices provides a
visual cue to the user for the strength of model change, while the repair count
underpins it with specific numerical values.

We provided empirical evidence that our method can help suggest new po-
tential borders for a given data set. The original data set was subdivided into 8
equidistant frames, while the new one contained 4 frames with the last 5 months
combined into a single frame. This allowed to better assess the temporal change
of a dedicated subgraph as the values were not subject to a considerable change
within the last time frame.

However, since the proposed method is a heuristic, it is possible to hand-
craft example data sets where the proposed method fails: A graph series with
alternating egdes from one month to the next will have a sequence of equally
compact bandwidth-minimized adjacency matrices. That is, no large repair count
is to be expected while the graphs did change entirely from month to month.
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Abstract. This paper presents a sequential state estimation method
with arbitrary probabilistic models expressing the system’s belief. Prob-
abilistic models can be estimated by Maximum a posteriori estimators
(MAP), which fail, if the state is dynamic or the model contains hid-
den variables. The last typically requires iterative methods like expecta-
tion maximization (EM). The proposed approximative technique extends
message passing algorithms in factor graphs to realize online state esti-
mation despite of hidden parameters. In addition no conjugate priors or
hyperparameter transition models have to be specified. For evaluation,
we show the relation to EM and discuss the transition model in detail.
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conjugate prior.

1 Introduction

Probabilistic modeling techniques provide an appropriate tool set, when dealing
with uncertainties in arbitrary systems. When tracking system states, probabil-
ity theory models the system’s belief and defines the required base operations
for state estimation [1]. Recently, graphical models have been established as a
powerful tool to visualize probabilistic models, whereat the influence of graph
theory allows efficient algorithms for probabilistic inference [2], [3], [4], [5]. As de-
scribed subsequently, this work extends factor graphs, which provide a powerful
representation of graphical models for inference by explicitly modeling the model
variables and their dependencies [6]. The exchange of messages in acyclic factor
graphs is made possible by sequential message passing [7], while loopy belief
propagation provides a message passing scheme for cyclic factor graphs [8].

Our aim is the tracking of uncertain system states modeled by arbitrary com-
plex probability distributions (discrete, continuous or mixed). These can be ex-
pressed by graphical models or factor graphs, respectively. The parameters of
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stationary probability distributions can be learned from data samples using max-
imum likelihood estimation (ML), maximum a posteriori estimation (MAP) or
expectation-maximization algorithm (EM). ML fits a parameter set of a prob-
abilistic model to a given data set by solving an optimization problem. MAP
augments ML with a conjugate prior distribution on the unknown parameters.
By using Bayes’ theorem, this distribution can be adapted sequentially with new
observations [9]. If the model depends on unobserved latent variables, a sequen-
tial estimation is not possible and MAP estimation fails. EM overcomes this
problem by iteratively calculating the hidden parameters in a first step and se-
lecting the parameters of interest with ML in a second step in order to maximize
the likelihood of the data [10]. Unfortunately, EM is not a sequential method
and therefore requires the complete data set of observations.

MAP as well as EM fail, if the probability distribution changes permanently.
When using Bayesian filtering for tracking states expressed by complex distribu-
tions, it is very hard to model the transition model and the conjugate prior of the
system’s state. This paper addresses these problems and implements an online
message passing algorithm in extended factor graphs that allows approximative
state tracking.

The remainder of this paper is organized as follows. Section 2 describes prob-
lems that occur while estimating a system’s state represented by a complex
probability distribution. To solve these problems, dynamic MAP estimation in
extended factor graphs is presented in Sect. 3. For evaluation we show the re-
lation of the developed method to EM algorithm. The paper concludes with a
discussion on the assumptions and limitations of the algorithm and a summary.

2 Bayesian Filtering of Complex Probability
Distributions

We assume an exemplary system state modeled by a factor graph with random
variable X that is dependent on an unobserved variable Y . The belief on the sys-
tem’s state hence is defined by factor potential p(Z) = p(X |Y ). This conditional
probability distribution is defined by parameters Θ. To estimate the unknown
system’s state, we search for probability distribution p(Θ).

MAP estimation can be applied to sequentially update the unknown proba-
bility distribution p(Θ) if distribution p(Z) is constant and all variables are ob-
served. In the context of state estimation, the problem of a permanently changing
probability arises. By introducing a transition model the Bayesian filter is able
to track the system’s belief over time. The recursive Bayesian filter equation
adapted to parameter estimation is defined by:

Bel(ΘN) = η p(Z = zN |ΘN )
∫
ΘN−1

p(ΘN |ΘN−1)Bel(ΘN−1) dΘN−1 , (1)

where p(Z = zN |ΘN ) denotes the observation model, p(ΘN |ΘN−1) denotes
the transition model and Bel(ΘN−1) is the prior belief on the unknown pa-
rameters. The left term of the equation describes the posterior probability and
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η = p(Z = zN ) is a normalization term. Figure 1 shows the parameter estimation
on the basis of the Bayesian filter in a factor graph, whereby arrows indicate the
messages sent to estimate the posterior belief.

ΘN−1 ΘN

ZN

p(ΘN−1) p(ΘN |ΘN−1)

p(ZN |ΘN )
p(ΘN−1)p(ΘN−1)

R

ΘN−1

p(ΘN |ΘN−1)p(ΘN−1)

p(ZN = zN |ΘN )

ZN = zN

Fig. 1. Parameter estimation with Bayesian filter. The system state Θ can be updated
by new incoming observations zN .

When using arbitrary distributions for state representation several problems
arise. First, when sending a message from variable node ΘN−1 to factor node
p(ΘN |ΘN−1) the marginal of the probability distribution p(ΘN−1) is required.
This corresponds to the conjugate prior of the distribution p(X |Y ). For arbitrary
distributions, modeling the conjugate prior is very hard [9]. Another problem is
the design of the conditional probability distribution p(ΘN |ΘN−1) which has to
transform the hyperparameters into a new time step. Additionally, some vari-
ables of the state representation can depend on unobserved variables.

3 MAP Estimation of Dynamically Changing
Distributions

This section presents an extended factor graph structure and a loopy belief
propagation algorithm with augmented message types, that addresses the afore-
mentioned problems. Without loss of generality, we show the state estimation of
probability distribution p(Z) = p(X |Y ), where variable Y is hidden.

Figure 2 shows the proposed architecture. We assume a two layered dynamic
factor graph, that combines the inference on latent variables in each time step
with the estimation of factor potentials over time. The lower layer represents
the system’s state in its factor potentials and corresponds to a factor graph with
conventional algorithms for message passing and inference. The upper layer re-
places the transition model and the conjugate prior of the state’s probability
distribution defined by the factor potential, which is going to develop over time
(compare Fig. 1). Thereto, every factor node of the lower layer is linked to a
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Yt−1 YtXt−1 Xt

upper layer
lower layer

p(Xt−1, Yt−1)

p(Xt−1, Yt−1) p(Xt, Yt)

p(Xt, Yt)

p(Xt, Yt|Xt−1, Yt−1)

Fig. 2. Extended dynamic factor graph. The figure shows a two layered factor graph,
which avoids modeling of conjugate priors and the transition model of the hyper-
parameters by estimating factor potentials over time. The messages in the proposed
architecture are coded in terms of color.

counterpart in the upper layer, where it acts similar to a variable node in con-
ventional factor graphs. We introduce a new node type denoted by the diamond
shape: the hyperfactor node. It acts exactly like a factor node in conventional
factor graphs and represents the transition model. Note that we integrated the
factor potential p(Y ) in distribution p(X |Y ) to receive a factor potential p(X, Y )
to simplify the example.

3.1 Message Types

We apply loopy belief propagation for message passing, where each node itera-
tively calculates and updates all outgoing messages. Not yet calculated messages
are supposed to be uniformly distributed.

A message from a variable node Vi to a factor node Fj (yellow arrows in
Fig. 2) is defined by common sum product algorithm:

μVi→Fj (XVi) =
∏

Fk∈ne(Vi)\Fj

μFk→Vi(XVi) . (2)

The variable node Vi multiplies all incoming messages from connected factor
nodes Fk ∈ ne(Vi), except destination node Fj .

A message from a factor node Fi to a variable node Vj (red arrows in Fig. 2)
is also defined by common sum product algorithm:

μFi→Vj (XVj ) =
∫

Vk∈ne(Fi)\Vj

⎛⎝μF u
i →F l

i
(XFi)

∏
Vk∈ne(Fi)\Vj

μVk→Fi(XVk
)

⎞⎠ dVk .

(3)
The factor node Fi multiplies all incoming messages from connected variable
nodes Vk ∈ ne(Fi), except destination node Vj with its factor potential. The
factor potential complies with the message from the upper layer μF u

i →F l
i
(XFi)

defined in (5). The result is marginalized on the correct type of the destination
node by integrating over all other variables.

The factor potentials should be transferred in the new state by applying the
transition model in the hyperfactor nodes. Therefore, the factor potential of



488 M. Volkhardt et al.

a factor node Fi in the upper layer has to incorporate all estimations of the
parameters and the current observation. The estimation of the factor poten-
tials p(Xi−1, Yi−1) and p(Xi+1, Yi+1) comprise the estimation of the system’s
state given observations x1, . . . , xi−1 of previous time steps and observations
xi+1, . . . , xN of future time steps, respectively. The knowledge of the lower layer
p(X = xi, Y ) corresponds to the current observation xi.

For that purpose, a factor node F l
i of the lower layer has to calculate the

joint of the marginal of its local neighborhood given the current observation and
sends it to the factor node Fu

i in the upper layer (dark blue arrows in Fig. 2):

μF l
i →F u

i
(XFi) =

∏
Vk∈ne(F l

i )

μVk→F l
i
(XVk

)
∏

Vk∈ne(F l
i )

μF l
i →Vk

(XVk
) . (4)

The factor node multiplies all incoming messages μVk→F l
i
(XVk

) from connected
variable nodes Vk ∈ ne(F l

i ) and all outgoing messages μF l
i →Vk

(XVk
) to these

nodes. The incoming messages from connected variable nodes correspond to
messages, that the variable nodes received themself from possible existing other
factor nodes in the lower layer and possible observations. To receive the correct
marginals of the variable nodes in the local neighborhood, the messages from
the factor node F l

i to the variable nodes are multiplied.
The factor node of the lower layer should use the estimation from all time

steps, except the current, to estimate its potential. Therefore, a message from
the upper layer to the lower layer (light blue arrows in Fig. 2) results in:

μF u
i →F l

i
(XFi) =

∏
Hk∈ne(F u

i )

μHk→F u
i
(XFi) . (5)

The factor node multiplies all incoming messages from all connected hyperfactor
nodes Hk ∈ ne(Fu

i ).
The algorithm to calculate a message from a hyperfactor node Hi to a factor

node Fj (dark green arrows in Fig. 2) is exactly the same as a message of a factor
node in traditional sum product algorithm:

μHi→Fj (XFj ) =
∫

Fk∈ne(Hi)\Fj

⎛⎝p (ne (Hi))
∏

Fk∈ne(Hi)\Fj

μFk→Hi(XFk
)

⎞⎠ dFk .

(6)
The hyperfactor node multiplies all incoming messages from connected factor
nodes Fk ∈ ne(Hi), except destination node Fj with its potential p(ne(Hi)).
The result is marginalized on the correct domain of the destination node.

Finally, we have to define a message from a factor node Fu
i in the upper layer

to a hyperfactor node Hj (light green arrows in Fig. 2):

μF u
i →Hj (XFi) =

⎛⎝ ∏
Hk∈ne(F u

i )\Hj

μHk→F u
i
(XFi)

⎞⎠⊕ μF l
i →F u

i
(XFi) . (7)
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The factor node Fu
i multiplies all messages from connected hyperfactor nodes

Hk ∈ ne(Fu
i ), except the destination Hj . This corresponds to the previous and

future estimations. The message from the lower layer μF l
i →F u

i
(XFi) corresponds

to the current observation. It is added by a MAP estimate step denoted by
operator ⊕. The realization of the MAP estimation function depends on the type
of distribution used within the factor potentials. The estimate step is possible
even with hidden parameters, because the algorithm provides an estimation for
these parameters. This concept is closely related to EM.

3.2 Relation to Expectation Maximization

EM finds maximum likelihood solutions for models having latent variables. Given
a joint distribution p(X, Y |Θ), where variable Y is latent, the goal is to max-
imize p(X |Θ) with respect to Θ [2]. Figure 3 shows the E step of EM inter-
preted as an inference problem in a factor graph. If one assumes a prior on the
parameters Θ, the marginal p(Y |X,Θ) can be inferred given all observations
X = {x1 . . . xN} by message passing. The factor graph in Fig. 3 matches the
lower layer of the extended factor graph presented in Fig. 2. Therefore, the cal-
culation of the marginals and the message from the lower to the upper layer
defined in (4) correspond to the expectation of an observation.

...Y p(X, Y |Θ) X1

XN

inference of p(Y |X, Θ)

Fig. 3. Expectation step in a factor graph. The inference of marginal p(Y |X,Θ) cor-
responds to the E step of EM algorithm.

With the inferred marginal p(Y |X,Θ), all parameters of the probability dis-
tribution can be treated as being observed, and the maximization step follows.
The M step evaluates Θ′ with:

Θ′ = arg max
Θ

(∑
Y

p(Y |X,Θ) ln p(X, Y |Θ)

)
(8)

The two steps are iterated successively to update the estimation of the model
parameters. In the proposed architecture the M step is replaced by a MAP
estimation step, which integrates the message of the lower layer into the factor
potential in each time step in (7). Therefore, the belief of the state – represented
by the parameters of the factor potential – is updated sequentially by splitting up
the sums of the arg max operation in (8) into local operations in each time step
of a dynamic factor graph. The MAP estimation step of discrete distributions
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using conjugate priors is equivalent to a weighted sum of the distributions [2]. For
limΔx→0 we can transfer this observation to arbitrary distributions. Therefore, in
case of hardly manageable conjugate priors of arbitrary distributions we suggest
to approximate the MAP estimation step (operation ⊕ in (7)) by a weighted
sum. In case of manageable conjugate prior distributions on hyperparameters a
regular MAP estimation step can be applied instead. The iterations of the loopy
belief propagation correspond to the iterations of EM algorithm. Additionally,
the hyperfactor node in the upper layer introduces a transition model, that has
to be considered in the estimation process.

3.3 Transition Model

Generating the transition model is very intuitive, because it acts directly on the
variables of the factor potentials instead of the hyperparameters of the model.
For convenience, we assume Gaussians for variable X with p(x|μ,Σ). One re-
ceives similar results by using discrete or mixed distributions [2]. When using an
identical transition model the common MAP estimation can be utilized to add
the current observation to the estimation in the upper layer like in (7).

After N observations, there should exist estimations for the parameters μ and
Σ with μ̂N and Σ̂N. The parameter of the Gaussian after the integration of the
new observation X = xN+1 result in:

μ̂N+1 =
N

N + 1
μ̂N + (1 − N

N + 1
) xN+1

Σ̂N+1 =
N

N + 1
Σ̂N +

N

(N + 1)2
(μ̂N+1 − xN+1)(μ̂N+1 − xN+1)T . (9)

Intuitively, the new observation xN+1 is added to the estimation and weighted.
The weight accounts for the prior knowledge about the location and form of
the distribution given the previous observations. We introduce an additional
weighting factor α = [0, 1] to weaken the influence of the former observations of
the MAP estimation step in the upper layer in (7). Thus the term N

N+1 of (9) is
weighted as follows:

αN

αN + 1
. (10)

The weighting factor α is set to 1 if the transition model is identical:

p(ΘN |ΘN−1) =

{
1 , if ΘN = ΘN−1

0 , else
(11)

Once the transition model is non identical, it blurs the unknown parameters of
the distribution in the hyperfactor nodes of every time step. Hence, the weight
of former observations has to be adopted by decreasing α. The weighting factor
is calculated empirically depending on the uncertainty of the transition model.
Therefore, α constitutes the difference between keeping previous learned known-
ledge or integrate new knowledge into the model given by an observation.
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4 Discussion and Conclusion

The used loopy belief propagation only provides an approximation of the true
marginals. Additionally, the convergence of loopy belief propagation is not proven
for arbitrary graph structures. Because the concept is closely related to EM, it
is not guaranteed that the algorithm converges to the global maximum. The
weighting of the current observation in (10) when using non identical transition
models is hardly possible if the upper layer of the extended factor graph contains
loops. This is primarily induced by circulating messages in the upper layer, which
make it nearly impossible to find an adequate value of α. The algorithm works for
arbitrary distributions as long as the MAP estimation operation of one observa-
tion to the distribution is defined or a weighted sum can be approximated. Last
but not least, the algorithm is only real time capable for small graphs with few
nodes. Otherwise, loopy belief propagation algorithm needs many computational
expensive iterations to converge.

This paper presented a concept to allow handling of online state estimation
represented by dynamic probability distributions without the need for conju-
gate priors or hyperparameter transition models. The proposed approximative
method extends loopy belief propagation in factor graphs. The key idea is to
substitute the ML in the M step of EM by a MAP estimation, which can be
applied recursively. The E step is done locally and the iterations of the EM
algorithm are shifted into the iterations of loopy belief propagation. Despite of
MAP estimators that do not work with hidden parameters or EM algorithm that
needs the complete data set of observations, our algorithm offers the possibility
to track complex non-stationary system states over time, even if they depend on
hidden parameters.
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Abstract. Programming of complex motor skills for humanoid robots
can be a time intensive task, particularly within conventional textual or
GUI-driven programming paradigms. Addressing this drawback, we pro-
pose a new programming-by-demonstration method called Kinesthetic
Bootstrapping for teaching motor skills to humanoid robots by means of
intuitive physical interactions. Here, “programming” simply consists of
manually moving the robot’s joints so as to demonstrate the skill in mind.
The bootstrapping algorithm then generates a low-dimensional model of
the demonstrated postures. To find a trajectory through this posture space
that corresponds to a robust robot motion, a learning phase takes place
in a physics-based virtual environment. The virtual robot’s motion is op-
timized via a genetic algorithm and the result is transferred back to the
physical robot. The method has been successfully applied to the learning
of various complex motor skills such as walking and standing up.

1 Introduction

Research in robotics and AI has lead to the emergence of increasingly complex
anthropomorphic robots, such as humanoids and androids. In order to be mean-
ingfully applied in human inhabited invironments, anthropomorphic robots need
to possess a variety of physical abilities and skills. However, programming such
skills is a labour and time intensive task which requires a large amount of expert
knowledge. In particular, it often involves transforming intuitive concepts of mo-
tions and actions into formal mathematical descriptions and algorithms. Even
in GUI-based programming environments where complex robot movements are
specified as sequences of robot postures defined in the graphical user interface,
much time is usually spent for parameter tweaking. Due to their relatively large
number of degrees of freedom, this process becomes particularly cumbersome for
the case of humanoid robots. To reduce the complexity of this task, more natural
and intuitive approaches to programming robot skills are called for.

This paper presents a new programming-by-demonstration method for boot-
strapping robotic motor skills through kinesthetic interactions. A human teacher
instructs the robot by manually moving the robot’s joints and body to postures
that approximate the intended movement. Then, an automatic optimization
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phase takes place during which the robot learns a motor skill that still resembles
but also compensates for likely imperfections of the demonstrated movement.
This learning phase makes use of a physics-based virtual enviroment, where a
large amount of movement variations can be tried out very quickly without the
need for human intervention. In this way, the Kinesthetic Bootstrapping method
introduced in this paper both simplifies and reduces the time for programming
of robotic motor skills.

2 Related Work

The work presented in this paper can be regarded as a variant of imitation learn-
ing. In the context of robotics, the goal of imitation learning is to allow human
teachers to program robotic agents by conveying a demonstration of the desired
behavior. This is often realized using expensive motion capture or virtual real-
ity techniques in order to record the example motions. In [1] the walking gait
of a human demonstrator is first recorded through motion capture and then
adapted for imitation by a small humanoid robot. However, such approaches
need to tackle the correspondence problem: the question of how to map the joint
information of the user onto the robot’s body [2]. A variation of this approach
can be found in [3]. Here, actions are recorded while the human demonstrator is
interacting with a virtual reality environment using a data glove. Recently, more
intuitive approaches to programming by demonstration have been pursued. In
[4], direct kinesthetic interaction with humanoid robots has been used for teach-
ing manipulation skills. In this approach, the instructor has to repeatedly convey
demonstrations and provide corrective feedback to the learning robot. A similar
approach has been used by Tani et al. [5] to encode demonstrated behaviors using
recurrent neural networks. In both papers the imitated behaviors where limited
to the upper body of the robot and did not involve complex, dynamic motions.
In contrast to these works, the approach introduced in this paper works even
with a single example demonstration but can also deal with several examples.
The robot can adapt and improve the provided example autonomously, with-
out relying on any further interaction with the instructor. Further, providing
the example motion through a kinesthetic modality, allows us to increase the
naturalness of the interaction. This is closely related to “physical programming
languages” [6] found in human-computer interaction research.

3 Kinesthetic Bootstrapping

When learning a new physical skill, children are often supported by their parents.
This allows to transmit knowledge on how to solve the task at hand and, thus,
overcome learning barriers. In these situations, kinesthetic interactions serve as
a communication channel between the parent and the learning child. The bod-
ily experience resulting from these interactions helps to reduce the amount of
time needed for acquiring the skill. Still, the child has to go through an unas-
sisted learning phase in order to fully master the skill. Kinesthetic Bootstrapping
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Fig. 1. Overview of the Kinesthetic Bootstrapping approach. After kinesthetic inter-
action, a posture model is created. A simulator is used to optimize the demonstrated
skill. The result is then applied on the real robot.

applies the same principle to the programming of humanoid robots. A human
conveys a demonstration of the task at hand through kinesthetic interactions.
The bodily experience allows the robot to draw important information on the
task at hand. This information is used to “bootstrap” the robot’s knowledge,
which is then used in a learning phase to reproduce the skill without any assis-
tance. Figure 1 shows an overview of the learning approach used in Kinesthetic
Bootstrapping.

First, the teacher moves the joints of the robot in order to convey a demon-
stration of the intended motion or behavior. This is done continuously without
relying on keyframes or another kind of discretization. During the demonstra-
tion, the motor configurations of the robot are recorded with a frequency of
20 Hz. The robot used in this study is a Bioloid robot with 18 servo-motors
(i.e. 18 degrees-of-fredom). In each step, the state of each of all servo-motors
is recorded, resulting in an 18-dimensional posture vector p. Once the user fin-
ishes the demonstration, all posture vectors are collected in order to compute
a low-dimensional posture model of the skill. Next, using the extracted posture
model, different variations of the skill are evaluated. This is done in a physics-
based virtual reality simulation of the robot. The simulator allows us to optimize
the motion without harming the robot hardware and without reyling on human
assistance. In particular, when the demonstrated motion is very dynamic, such
as a standing up motion, it is important for the robot to learn how to account
for the external (stabilizing) forces previously applied by the human teacher.
Once the optimization phase is finished, the learned motion is transfered to the
physical robot and replayed outside of the simulation. In the remainder of this
section, we will explain each phase of the learning process in more detail.

3.1 Simulator

As mentioned above, learning and adaptation of the demonstrated skill is per-
formed in a physics-based virtual reality simulator. The simulator is based on
the Open Dynamics Engine (ODE) and contains a precise model of the Bioloid
humanoid robot. For calibrating the model, each motor is automatically moved
by the calibration software and the time needed to reach a given configuration
by the real and simulated robot is measured. The difference between the two
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time values, i.e. the discrepancy between the real and simulated world, is used
to adapt the values of the low-level PID controller in simulation, so as to better
fit the movements of the real robot. An important feature of this simulator is
an abstraction layer for the control of the robot. This layer allows it to control
the real or simulated robot or both using the same interface. Thus, the user can
always decide whether to apply the current program in reality or simulation.
During the learning phase, the simulator is used for reproduction of different
variations of the originally demonstrated motion. In a trial-and-error fashion
each variation is executed by the virtual robot, evaluated and the result used for
further optimization.

3.2 Low-Dimensional Posture Models

The kinesthetically recorded demonstration can be regarded as a template from
which important information about the skill in mind is inferred. More precisely,
the demonstration is used to compute a model, from which new variations of
the skill can be synthesized. In the following, such models will be referred to as
low-dimensional posture models. They are extracted by applying dimensionality
reduction techniques on the dataset P of recorded postures pi. The resulting
low-dimensional space of postures can have arbitrary dimensions d, with d <<
18. Without loss of generality, in the following explanation, we will use a two-
dimensional posture space (d = 2).

In Figure 2 (left) we see an example of a low-dimensional posture model.
The model was computed based on demonstrations of two-handed grabbing or
grasping. Different techniques such as PCA, LLE or Isomap can be used for
this purpose. Figure 2 (right) depicts the reprojection error of applying such
techniques to the robot postures. We found that for most skills, even with a
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simple PCA, 95% of the original information can be retained using only four
principal components.

Each position in the posture space corresponds to a posture of the robot.
In the figure we see the postures resulting from projecting some points back
into the space of 18 joint values. Because we get a continuous space, we can
compute interpolations and extrapolations of recorded postures. Motions can be
synthesized by simply specifying a trajectory in this space. Each point along the
trajectory reflects a posture of the robot at a particular time step of the motion.

3.3 Learning

After dimensionality reduction, machine learning techniques are used to optimize
the demonstrated skill. As a starting point for the learning algorithm, we use the
low-dimensional trajectory of the demonstration. For this, the set P is projected
into the posture space, yielding a new set P ′ of points specifying a d-dimensional
trajectory. Next, P ′ is approximated using n control points C = {c1, .., cn}
specifying a spline curve. The spline can be regarded as a highly compressed
representation of the demonstrated motion. Instead of using all points of the
original trajectory P ′ only a limited number n of control points is used for
learning.

More precisely, the control points C are used as an initializing individual of a
real-coded Genetic Algorithm (GA). A set of slightly perturbed variants of C are
created in the initial population of the GA. Each individual is then processed,
and the corresponding motion executed by the simulated robot. This is done, by
reprojecting each point along the encoded trajectory back to the original space
of joint values. Using a user-provided fitness function, each individual is then
evaluated and assigned a fitness value. Once all fitness values are determined,
the best chromosomes are selected, mated and mutated according to the typical
rules of a GA. Finally, when learning is finished, the newly learned skill is applied
on the real physical robot.

When performing dynamic motions, such as a standing up behavior, timing
plays an important role. Therefore, we add add a special time parameter for
each of the control points into the chromosome. The time parameter indicates
at which timestep each posture should be realized. Each individual in the GA,
thus, consists of the set of values {c1, t1, .., cn, tn}.

4 Experiment and Results

To evaluate the proposed approach, we conducted a set of experiment in which a
human teacher had to teach a small humanoid robot a set of skills using Kines-
thetic Bootstrapping. Among others, the robot learned to perform a headstand,
stand up by itself, and walk. In the following we will focus on the standing up and
walking skills. In all experiments, PCA was used as a dimensionality reduction
technique. The number of dimensions d was set to 4.
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The teacher was given about 15 minutes time to kinesthetically demonstrate
the respective skill. In Figure 3 we see the result of directly replaying the demon-
strated skill. Because of the missing support of the teacher, the robot failed to
stand up by itself. Next, we run the optimization as described in section 3.3. The
number of control points n was 25. For the ‘standing up’ skill, the fitness values
were determined based on the sum of the z-values (=height) of the robot’s head
position. The trial was aborted, if the robot’s head was below a given threshold,
i.e. the robot fell down during the simulation. Figure 4 shows the result of the
optimized skill in simulation, and after application on the real robot. As can be
seen, the robot learned to stand up by modifying the original motion. In par-
ticular, the hip motion was changed such that the robot can lift the torso up,
without losing balance (2. picture from right). By moving the hip backwards to
an extreme position, the zero moment point of the robot remains between the
legs. The result is an elegant solution to the problem of standing up.

For the walking skill, the fitness value of each individual was determined, using
the distance traveled from the starting position without falling down. The num-
ber n of control points was set to 12. In Figure 5(left) we see the low-dimensional
trajectories resulting from the control points of the walking skill before and

Fig. 3. Direct replay of a demonstrated standing up skill by the small humanoid robot.
The robot fails to stand up, because of the missing support forces of the human teacher.

Fig. 4. Results of applying the evolved standing up behavior in simulation and on the
real robot. The robot learned to move the hip backwards to an extreme position, so as
to pull up the torso without falling forwards.
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after optimization. The trajectories show the values of the control points in the
first and second principal component. The lower-order components, in this case
the first and second component, contain the “most important” aspects of the
data. Thus, by visualizing the first two components, we can see most important
changes to the robot motion. Figure 5(right) shows the evolution of the fitness
values during optimization. With each generation of the GA, the robot managed
to travel larger and larger distances. However, after the GA finished, we found
that the best individual in the simulation did not lead to a stable walk in reality.
This unveils a common pitfall of using a simulator: even the best simulation is
only an approximation of the real world. Fortunately, GAs allow for a simple so-
lution to this problem. By testing the best individuals of earlier generations, we
can search for solutions that are transferable to the real world. In Figure 6 we see
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Fig. 6. The result of applying the evolved walking behavior in simulation and on the
real robot. Learning this skill only involved a 5 minute kinesthetic demonstration, in
which the legs where moved by the human, and the specification of the fitness function.
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an evolved stable walking pattern. It corresponds to the fittest individual from
generation 50. In later generation, the GA exploited the characteristics of the
simulator too much and, thus, generated an individual that was not applicable
on the real environment.

5 Conclusion

Up to now, the standard method for creating new motions and behaviors is
through low-level programming or through the use of graphical user interfaces.
Both approaches are labour intensive and do not support the automatic opti-
mization of the specified behavior. In this paper we presented a new approach to
programming humanoid robots, which relies on physical interaction between a
human teacher and a learning robot. By optimizing the demonstrated behavior
in a virtual environment we can speed up learning times and reduce the need
for human intervention. Further, by introducing low-dimensional posture mod-
els, we were able to integrate human knowledge into the learning process. In the
future we will investigate the use of low-dimensional posture models in conjunc-
tion with other learning techniques such as Reinforcement Learning or Neural
Networks. We also plan to use the described technique on more sophisticated
android robots with more degrees of freedom.
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Abstract. Aiming to increase the believability of intelligent virtual
agents, this paper describes the implementation of a parameterizable
gaze behavior system based on psychological notions of human gaze. The
resulting gaze patterns and agent behaviors cover a wide range of pos-
sible uses due to this parametrization. We also show how we integrated
and used the system within a virtual environment.

1 Introduction

The Virtual Beer Garden is a 3D environment implemented with the Horde3D
GameEngine [6]. It serves as a meeting place for virtual agents which can engage
in social interaction with each other. Agents can stroll through the beer garden,
meet other agents by moving towards them, and interact with them using ges-
tures, facial expression and synthesized speech. Furthermore, agents can interact
with the environment itself, such as sitting down on a bench or drinking from a
mug. Both kinds of interactions are driven by desires previously assigned to the
agents, such as hunger, thirst or sociability.

In previous work, we investigated how to successfully integrate a user’s avatar
into this environment, letting them partake in the agents’ social group dynamics
(see [16]). However, the agents were lacking natural gaze behaviors. When a user
navigated his avatar through the environment, other agents did not seem to take
notice of the avatar and vice versa. We felt that this greatly reduced believability,
both of the agents themselves and the virtual environment in general.

As a consequence we present a gaze behavior system that generates natural
gaze behaviors for agents in the Virtual Beer Garden. The main challenges in
this endeavor are owed to the fact that the Virtual Beer Garden is a detailed and
dynamic environment. It contains an abundance of perceivable entities, many of
which can also be moving. Also, the perceiving agents might be moving as well.

With this work, we try to achieve two main goals: The first is to counter the
above-mentioned lack in believability, while the second is to move towards au-
tonomous behavior generation for user-controlled avatars in virtual environments.
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2 Related Work

There are several psychological notions of human gaze and attention which we
should take into account when creating gaze behaviors for virtual characters.
One is the control of gaze which can be either top-down or bottom up. Top-
down or endogenous control comes from within, is based on an active decision
and serves a task- or goal-oriented purpose. Bottom-up or exogenous control is
created by an external stimulus, such as a sudden motion (see Posner [15], Wolfe
[19], Neisser [9]).

The second is the orientation of attention and how attention can be shifted.
Overt attention is the process of actually directing the eyes towards a target,
thus shifting the entire field of view. Covert attention, on the other hand, is the
mental process of just focusing on a target without moving the eyes (see [15]).

Finally, Wolfe [19] states that a human’s visual field contains far more infor-
mation than the perceptual system can handle. He describes two ways to solve
this: One is to limit the amount of information that is sensed, the other is to
limit the amount of sensed information that is actually perceived.

Plenty of previous work exists on gaze behavior for virtual characters.
Table 1 shows the related work as well as our approach, with the behavior of
the respective characters characterized by the following criteria: Embodiment
(Talking Head, Torso or Full Body), Number of agents with gaze behavior, Au-
tonomy (completely autonomous agents or semi-autonomous user avatars), Kind
of Interaction (towards the user or other characters, with “User (*)” indicating

Table 1. Related Work on Virtual Characters

Embodiment Agents Autonomy Interaction Locomotion

Bee et al. [1] Head 1 Comp. User No
Cohen et al. [2] Head 2 or Semi User and No

Many Character
Gillies and Ballin [3] Full 2 Semi Character No
Gillies and Dodgson [4] Full 1 Comp. – Yes
Hill [5] – 1 Comp. – –
Khullar and Badler [7] Full 1 Comp. – Yes
Pedica and Vilhjálmsson [10] Full Many Semi Character Yes
Pelachaud and Bilvi [11] – 2 Comp. Character –
Peters and O’Sullivan [12] Full 1 Comp. Character Yes
Peters et al. [13] – 2 Comp. Character –
Poggi et al. [14] Head 1 Comp. User (*) No
Vilhjálmsson and Cassell [17] Torso 2 Semi User Yes
Vinayagamoorthy et al. [18] Full 2 Semi User Yes

Our Work Full Many Comp. User or Yes
or Semi Character
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one-way-communication without input from the user) and Locomotion (whether
the characters in question move around). An entry of ‘–’ means that a criterion
is not applicable or not explicitly specified. Our system features many fully
embodied agents that move around the environment. Their behavior can be
either completely autonomous or semi-autonomous. Comparing this to the other
entries in the table, we see that our approach covers a wide range of features
(such as the possibility to switch the interaction target and autonomy) which
makes the resulting agents and their behavior suitable for an equal wide range
of applications and scenarios for experiments.

3 Implemented Gaze Behavior System

3.1 Field of View

While a human’s visual field (i.e. the area in which the existence of other entities
can be perceived) extends to about 95 degrees on either side (see [8]), we chose
to limit our agents’ field of view to an area in which entities can actually be
identified. The corresponding parameter in our model is an angle that extends to
either side of a centered and straight “focus line” affixed to the agent’s forehead.
Thus, as the agent’s head turns, its field of view will shift as well.

Besides this horizontal limitation, the agent’s field of view is also limited in
regard to the distance at which entities can be identified: Each agent can have
a certain number of perception areas, each defined by a radius around the agent
and an identification probability. The closer an area (and any entities in it) is
located to the agent, the higher the probability of successfully identifying an
entity. Usually, this probability should be 100 percent for the area closest to the
agent, and linearly decreasing in every further area. Outside of the last specified
area the probability is zero and thus proper identification is no longer possible.

Figure 1 shows an agent along with its cone-shaped field of view, divided into
four perception areas.

Fig. 1. An Agent’s Field of View
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3.2 Perception and Identification

In our gaze behavior system, the perception and identification process is dis-
tributed across three different modules: The monitoring module surveils an
agent’s field of view, checking whether other entities enter it, either because
they moved on their own or because the agent itself moved or turned its head.
The identification module tries to identify such entities, using the identification
probability of the respective perception area within the field of view. Finally,
the memory module keeps track of perceived entities and the area they were
perceived in by putting them in one of two lists, depending on whether the iden-
tification was successful. These lists are used to ensure two things: First, there
will be no further identification attempts for an already identified entity. Second,
the next identification attempt for an unidentified entity will only happen if the
entity appears in a nearer perception area. The reason behind this is that it
would be unrealistic if the agent, after not being able to identify a target, could
suddenly identify it from the same or a greater distance.

3.3 Implemented Gaze Patterns

We implemented four different kinds of gaze patterns for our virtual agents:

– Looking straight ahead: This is an agent’s basic gaze behavior, it will just
gaze straight ahead without shifting its field of view.

– Idle-viewing: After standing still for a certain, specified amount of time,
an agent’s gaze will start wandering around, performing what we call idle-
viewing. This is done by selecting random points in space and having the
agent look at each of them one by one, slowly turning the head in between.
These points are not entirely random, however, as they are only generated
within the boundaries of the agent’s field of view, both on the horizontal and
the vertical axis. Other names for this pattern include “undirected attention”
[4] or “spontaneous looking” [12].

– Visual search: To improve an agent’s chance of spotting entities of interest,
the visual search pattern can be employed. Here, the agent will slowly turn its
head left and right, as far as the edges of its field of view. Thus, by alternately
turning until the “focus line” is aligned with the respective former edge of
the field of view, the area covered by the agent’s gaze is essentially doubled.
As an example, if the agent’s field of view was 60 degrees, a search would be
started by turning its head 30 degrees to the right. The field of view is still
60 degrees but now it covers the area from zero to 60 degrees, as opposed
to the range from -30 to 30 degrees when the agent was looking straight
ahead. After that, the agent would turn its head all the way to -30 degrees.
Altogether, the agent’s gaze now covers the area from -60 to 60 degrees,
though not at the same time.

– Fixating: When an agent perceives (but not necessarily identifies) an entity
of interest, the agent will stare at it for a short time, fixing its “focus line”
on this target. Afterwards, the agent will continue with whichever behavior
it was performing before (such as idle-viewing).



504 M. Wissner et al.

The Horde3D GameEngine contains a module for Inverse Kinematics, allowing
for agents to point to arbitrary points in space with any of their limbs. This
allowed us to very easily implement the above-mentioned patterns by simply
turning an agent’s head, along with its “focus line”, towards a specific point in
space.

3.4 Overall Agent Gaze Behaviors

By applying and combining the four gaze patterns mentioned previously, we
created three different overall gaze behaviors for our agents. Whenever an agent
is added to the virtual environment, it is given one of these behaviors which will
govern its actions. However, to create more diversity among the agents (even
those employing the same behavior), each behavior can be further customized
by adjusting the parameters explained throughout this chapter.

– Stationary: A stationary agent is just perceiving its surroundings, it is stand-
ing still and gazes straight ahead, without moving around or turning its head.
However, after having identified another entity, it will first stare at them and
then react in a previously specified manner appropriate to said entity.

– User-controlled: This agent can be directly controlled by a user and becomes
their avatar within the virtual environment. The user can navigate the agent
through the environment and the agent will gaze straight ahead while walk-
ing. As soon as the user no longer provides any input, the agent will stop
and start idle-viewing. Regardless of moving or not, the agent will always
react to other entities (as described above for a stationary agent).

– Autonomous: An autonomous agent moves around the environment on its
own by following a set of previously defined waypoints, stopping now and
then. When doing this, its gaze behavior is similar to that of a user-controlled
avatar. However, an autonomous agent can decide to enter a special search
mode. While in this mode, the agent will still move between waypoints but it
will stop and perform a visual search at some points for a specified amount
of time.

Comparing our approach with the psychological notions described in chapter 2,
we find that our system contains both endogenous (e.g. visual search) and ex-
ogenous (fixating perceived entities) causes of gaze behavior. In case of a conflict
between these, exogenous control takes precedence by interrupting other behav-
iors. Furthermore, our model includes both forms of attention, covert (agents can
perceive entities anywhere within their field of view) and overt (agents fix their
gaze on entities of interest). Also, we prevent perceptual overload by limiting
the amount of sensible entities to a predefined set.

4 Sample Application

As a show case and testing environment for our gaze behavior system, we created
a sample application within the Virtual Beer Garden.
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This sample application contains eleven stationary agents and one “protago-
nist” agent that can either be autonomous or controlled by the user. Each of the
stationary agents belongs to one of three categories in regard to its relationship
to the protagonist: The protagonist can either have positive, negative or neutral
feelings towards each of them (similar to [3], where agents’ affiliations influence
their behavior). Each agent also has a unique name that serves as an identifier.
In this scenario there are no other entities of interest besides the other agents.

The application displays additional information for the user, including which
behavior the protagonist is currently employing, its current status (moving, idle-
viewing, searching), other agents currently within its field of view along with
the respective perception areas and the last successfully identified agent. Fig-
ure 2 shows this additional information as the protagonist approaches and idly
gazes upon a group of other agents. Also note the representation of the “focus
line”. The user can either start to steer the protagonist into the beer garden
and towards the other agents or switch it to autonomous behavior. As soon
as the protagonist successfully identifies another agent, it is able to read that
agent’s name from the environmental annotation. Matching this name against an

Fig. 2. Protagonist perceiving (but not yet identifying) a Group of other Agents
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internal representation, the protagonist can then determine its feelings towards
that agent and react accordingly. This comprises waving for positive feelings, no
action for neutral feelings and suddenly averting gaze for negative feelings.

We used the sample application to conduct an informal study which showed
that the integration of our gaze system into the beer garden resulted in a higher
believability of the agent behavior: The impression, that agents can really see
other agents and can be seen by them while walking around the environment
removes of one the main impairments of believability we had with the previous
version of the beer garden. Also, although the stationary behavior might not seem
very sophisticated, we were satisfied with the results. By having the respective
agents play animations that suggested preoccupation (e.g. eating, chatting or
standing behind a counter), the fact that they were simply gazing straight ahead
did not seem to impair believability. Finally, the visual search seemed a bit too
mechanical in its current form with the agent coming to a full stop, then looking
around and then moving again.

5 Conclusion and Future Work

We implemented a gaze behavior system for virtual agents in a virtual 3D en-
vironment, covering different kinds of gaze behaviors such as idling or those
motivated by extrogenous or endogenous factors.

A main feature of our approach is the easy customization for each agent’s
behavior. This parametrization allows us to experiment with different variations
of gaze behaviors that can be used within any virtual environment.

We integrated the implemented gaze behavior system into a test application,
the Virtual Beer Garden, and conducted an informal study.

Ideas for future work include an improvement in the visual search pattern,
the addition of objects as entities of interest within the virtual environment,
testing the gaze behavior system with multiple moving agents, an addition of
gaze behavior for communicative purposes as well as a user studies to obtain a
formal evaluation of our system and substantiate our findings.
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Abstract. To be sociable, embodied interactive agents like virtual characters or
humanoid robots need to be able to engage in mutual coordination of behav-
iors, beliefs, and relationships with their human interlocutors. We argue that this
requires them to be capable of flexible multimodal expressiveness, incremental
perception of other’s behaviors, and the integration and interaction of these mod-
els in unified sensorimotor structures. We present work on probabilistic models
for these three requirements with a focus on gestural behavior.

1 Introduction

Intelligent agents are nowadays employed as assistants to desktop interfaces, as chatbots
on webpages, as instructors in entertainment systems, or as humanoid robots that shall
assist household tasks. In in all of these contexts they embody (part of) the user inter-
face with the goal to elevate the interaction between the human and the machine toward
levels of natural conversation. However, embodied agents are yet to master a number
of capabilities, the most crucial of which are (1) being conversational, i.e., capable of
multimodal face-to-face dialogue, (2) being cooperative in reciprocal interaction and
joint tasks; (3) being convergent, i.e., able to mutually adapt to and coordinate with a
user on a short timescale as well as over longer periods of time, and (4) being compan-
ionable, i.e. meet the social dimensions of the former three. All four requirements are
inter-connected and must be considerd equally important for agents to become socia-
ble. The first one has been tackled in particular in the field of embodied conversational
agents (ECAs [1]), the second one in the realm of collaborative systems [2]. In this
paper we focus on the third requirement, being convergent.

Natural interaction is characterized by many inter-personal coordinations when indi-
viduals feel connected and communicate with ease. For example, behavior congruence,
linguistic alignment, interactional synchrony, or fluent back-channeling have been re-
ported (cf. [3]). These mechanisms help to enhance coordination between interacting
individuals and significantly eases their joint task of exchanging meaning with signals
[4]. We refer to this state as one of “social resonance” to underline the importance of
real-time coordination and mutual contingency in the behaviors and mental states of the
participants, as well as the dynamics of this interplay. Now, the research question is can
we achieve and leverage on such qualities for embodied human-agent interaction? In
Sect. 2 we start by analysing which coordinations mechanisms embodied agents would
need to be endowed with to that end. We argue that this cannot pertain to a single
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level of reciprocating to a particular behavior, but ultimately implies global design cri-
teria for the construction of conversational agents or robots. In Section 3, we focus on
three of them with an application to communicative gestures: flexible multimodal ex-
pressiveness, incremental understanding through mirroring, and the integration of these
models such that the production and the perception of conversational behavior ground
and coalesce in the same sensorimotor structures. We present current work that em-
ploys state-of-the-art AI techniques to bring these principles to bear in building blocks
for interactive agents.

2 Requirement Analysis

Starting from the concept of “social resonance”, we note that it embraces many phe-
nomena of face-to-face interaction that have three things in common: (1) they are in-
teractively contingent, i.e. their occurrence is causally linked to the interaction context
including the partner, (2) they act in a coordinative fashion between the interactants, and
(3) their occurrence correlates with both the communicative success, e.g., fewer misun-
derstandings, faster goal attainment, less effort in relation to gain, as well as the social
success of the interaction, e.g., affiliation, prosocial behavior, likelihood of interacting
again. The behavioral patterns we are referring to have been described in literature with
a lot of of different, often overlapping terms (see [4] for a detailed review). A closer
inspection suggests a grouping of different components. In the perspective of conver-
sation as joint action [5] for example, cooperation and collaboration are essential for
continued dialogic exchange. There, one important coordination device to build a shared
basis of common ground, increase familiarity, or lend support is appropriate linguistic
and embodied feedback (e.g., backchannels, head-nods). With it, interlocutors continu-
ously show whether they hear and understand each other (or not) and what their attitude
towards the speakers current utterance is. Listeners give feedback incrementally (while
an utterance is still ongoing) and on different levels of perception and understanding, in
order to collaboratively provide closure for single communicative acts and to support
the speakers in communicating their thoughts as best as they can – given the situation.
Another way of coordinating crops out as convergence and synchrony of numerous as-
pects of the behavior of interaction partners (e.g. lexical choice, phonologic features,
duration of pauses, body posture, mimicry). Such phenomena occur fast and lead to
behaviors that resemble those of another individuals when we evaluate them positively
and when we want to be evaluated positively by them.

Altogether, three kinds of mechanisms can be differentiated, acting on different time
scales and serving different coordinative functions: (1) Behavior coordination (BHC)
lets interactants assimilate their behavior in form, content or timing; (2) Belief coordi-
nation (BLC) leads to compatible assumptions and convictions, about each other and
about specific domains or tasks; (3) Relationship coordination (RC) regulates the atti-
tudes and feelings individuals have toward each other. These three kinds of mechanisms
bring about inter-personal coordination implicitly and work in parrallel (and jointly)
with the commonly conceived exchange of dialog acts. Notably, they are not indepen-
dent, but connected and inter-related (cf. [4]): BLC is required for RC, as feedback and
common ground are prerequisites for establishing familiarity, trust, and rapport. The
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other way around, a positive relationship (RC) eases belief coordination and fosters
task collaboration. BHC correlates with RC, as mimicry and synchrony are selective
and correlate with rapport or affiliation. BHC and BLC are connected, as aligned com-
municative behavior facilitates person understanding and reflects shared mental repre-
sentations and common ground. In sum, it is the triad of the coordination mechanisms
that creates a state of closeness between interactants that makes the subjective process
of constructing meaning-bearing singals better comprehensible and predictable for each
other.

Evidence suggests that humans assume, up-front, such qualities also in interactions
with artificial interlocutors. It is commonly acknowledged that computers are social
actors and this holds in particular for embodied agents, which are known to induce
numerous social effects comparable to those when interacting with real humans [6].
Indeed, a growing body of work on embodied agents that can live up to these expec-
tations has started. The most sophisticated technical accounts have been proposed in
the realm of “relational agents” [7] and collaborative systems, targeting longer-term
qualities like solidarity and companionship. This work pushes standard models of com-
munication by augmenting messages with “social meaning”. This allows for deliberate
relationship coordination (RC), e.g., by choosing to avoid face threads or to employ so-
cial dialogue moves. Others have built agents that recognize or express affective states
and show emotional empathy [8,9], but this is yet to be tied up with the bigger picture
of coordinations in dialogic exchange. With regard to short-term behavior coordination
agents that mimic a user’s head movements are indeed rated more persuasive and pos-
itive [10]. Gratch et al. [11] developed a story-listening agent that performs head nods
and postural mirroring as rule-based contingent feedback, which was found to increase
instant user rapport and to comfort users with social anxiety.

Unlike others [7], we opt for starting with the short-term components of social res-
onance, i.e., the behavior and knowledge coordinations that facilitate communication
right from the start. There is only little modeling work on this topic, and existing sys-
tems basically employ simple mapping rules, mainly for the purpose of enabling evalu-
ation studies (e.g. [11]). Like others in social robotics [12], we want to build embodied
agents capable of rich social interactions and we explore how we can, to that end, ben-
efit from adopting ”design principles” as suggested by recent research on embodied
communication [13,14]. One central principle is to model an unified sensorimotor basis
of socio-communicative behavior, and to employ this basis for an incremental behavior
perception and understanding, a flexible production of meaningful social actions, and
the simulation of coordination mechanisms that are likely to be mediated by this basis.
In the following section, we describe approaches that try to bring this principle to bear
in work on actual building blocks of sociable embodied agents.

3 Social Behavior Perception-Production Integration

Modeling social resonance requires, on the one hand, to flexibly generate conversational
behavior from communicative intentions (top-down). On the other hand, perceiving other
agent’s social behavior has to be grounded (bottom-up) in the same sensorimotor struc-
tures, to connect first-person with third-person knowledge and hypothesize likely
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interpretations and appropriate responses [14]. We focus on gestural behavior as object of
investigation and briefly present in the following probabilistic models for these processes
as well as their fusion.

3.1 Behavior Generation with Bayesian Decision Networks

To endow virtual agents with flexible expressiveness we developed a generation model
that turns communicative intent into speech and accompanying iconic gestures. Our
architecture simulates the interplay between these two modes of expressiveness by in-
teractions between modality-specific modules at each of three stages (Fig. 1, right; for
details see [15]): First, Image Generator and Preverbal Message Generator are con-
cerned with content planning, i.e., they select and activate knowledge from two kinds
of knowledge representation. For speech this is a propositional representation of con-
ceptual spatial knowledge. For gesture, we employ Imagistic Description Trees (IDTs;
[16]), a computational representation for modeling visuo-spatial imagery of objects
shapes. Second, specific planners are integrated to carry out the formation of concrete
verbal and gestural behavior. The Speech Formulator employs a microplanner using a
Lexicalized Tree Adjoining Grammar (LTAG) to generate natural language sentences.
The Gesture Formulator composes and specifies, on-the-fly, the morphology of a ges-
ture as a typed attribute-value matrix. Finally, Motor Control and Phonation are con-
cerned with the realization of synchronized speech and gesture animations.

Especially challenging is the task of gesture formulation as, in contrast to language
or other gesture types such as emblems, iconic gestures have no conventionalized form-
meaning mapping. Rather, recent findings indicate that this mapping is determined not
only by the visuo-spatial features of the referent, but also by the overall discourse con-
text as well as concomitant speech, and its outcome varies considerably across different
speakers [15]. As illustrated in the left of Fig. 1, we employ Bayesian decision net-
works (BDNs) whose structure and probability distributions is learned from empirical
corpus data (25 dyads, ∼5000 gestures) and then supplemented with decision nodes
(red boxes). Influences of three types of variables manifest themselves in dependencies
(edges) between the respective chance nodes: (1) referent features, (2) discourse con-
text, and (3) the previously performed gesture (for details see [17]). BDNs are suitable

Referent
Features

Previous
Gesture

Discourse Context

Gesture Formulator

Preverbal Message 
Generator

Image Generator

Speech Formulator

PhonationMotor Control

Communication
Planner

Fig. 1. Overview of the speech and gesture generation model (right), and a zoom in onto the
Bayesian decision network for gesture formulation (left)
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for gesture formation since they provide a way to combine probabilistic (data-driven)
and model-based decision-making. Another rationale of using this method, as discussed
shortly, is to prepare the design principle of model integration in order to ground the
top-down generation process modeled here in sensorimotor structures that are also the
basis of bottom-up gesture perception. Such a model is described next.

3.2 Probabilistic Resonances for Embodied Behavior Perception

Embodied behavior perception entails to recruit and actively involve one’s own motor
structures into the observation of other’s behaviors, such that the motor representations
that correspond to an observation immediately start to“resonate”. We propose a hier-
archical sensorimotor system whose layers span from kinematic movement features
towards the goal and meaning of a behavior (see Fig. 2(a)). We differentiate between
three major levels of a unified sensorimotor representation, modeled as hierarchically
connected graphs: (1) The motor command graphs represent motor primitives (control-
ling small segments of a gestural movement) as edges and the intermediate states as
nodes, separately for each body part; (2) a motor program captures the whole move-
ment of a body part performing a gesture and equals a path in the corresponding motor
command graph; (3) the motor schema level groups different allowed variants (motor
programs) of a gesture into a single cluster. Such a generalization allows to forward the
problem of interpreting a gesture from a pure feature analysis to a concurrent, incre-
mental mapping of different aspects of an observation onto own experiences.

Bayesian inference is applied in utilizing these hierarchical levels for movement per-
ception [18]. A hierarchical Bayesian network (Fig. 2(b)) models the causal influences
in-between the different levels. At each level, forward models make probabilistic pre-
dictions of the continuation of the movement if it were an instance of a particular mo-
tor command, program, or schema, given the evidence at hand and current a priori
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probabilities. The resulting conditional probabilities refer to the agent’s certainty in ob-
serving a known movement (see [18] for results when applied to real gesture data). In
the case of observing a novel gesture (i.e. probabilities fall below a threshold), inverse
models are employed to analyze and then acquire the observed movement into the three
representation levels of motor knowledge.

3.3 Towards Integrating Top-Down and Bottom-Up Processing

The integration of the two models for top-down behavior generation and bottom-up
perception is subject of ongoing work, confined to an application domain of object and
route descriptions. Here we discuss how using a single representational system for both
sensory and motor aspects of gestural behavior provides a substrate for perception-
action links and, as a result, an architecture for embodied gesture understanding, imita-
tion, and inter-personal coordination of gesture production.

In the latter case, an utterance is planned starting from a communicative goal such as
“describe-construction entity-1 subpart-3”. As described in Sect. 3.1, the activated parts
of the imagistic and propositional content represenations build the basis for speech- and
gesture formulation processes (see Fig. 1). The BDN is employed to derive a suitable
gesture by specifying a representation technique with certain morphological features,
such as handshape, hand orientation or movement trajectory. Now, these values are not
handed on to a motor planner, but assigned to the corresponding motor levels in the hier-
archical sensorimotor system (see Fig. 2). As a first approach we conceive of assigning
these values directly to motor programs in the agent’s repertoire (e.g. for drawing a
circular trajectory or forming a fist). These activiations percolate probabilistically top-
down to the motor command level, which details the planned movement trajectories
and postures to be performed. This approach calls for a detailed motor repository of the
agent, which becomes mitigated when starting to exploit the motor schema level, e.g.,
by mapping a general representation technique to a certain motor schema and specify-
ing only the remaining, context-dependent aspects.

This architecture also models an embodied approach to gesture understanding. As
described above, perceived movements of the relevant body parts (wrist positions and
postures of both hands) activate the most likely motor commands via the forward mod-
els. These activations percolate in the Bayesian motor network up to the motor schema
level, and only decrease gradually over time. As in the generation case, the winner
schema and its related motor programs are associated with morphological features
which are now associated with the corresponding leaf nodes in the gesture generation
BDN. Bayesian networks naturally allow for bi-directional inference, to calculate the
likely consequences of causal node states (causal inference) or to diagnose the likely
causes of dependent node values (diagnostic inference). Doing the latter the agent can
derive likelihoods for a number of contextual parameters that shape gesture use, notably,
the visuo-spatial features of the referent object, the discourse context (information struc-
ture, information state), and the communicative goal of the speaker. This inference can
be further supported by simply inserting the evidence about the user’s previous gesture.

Note that some of the geometrical features of the referent are not encoded in the BDN
as chance nodes, but enter gesture generation via rule-based decision nodes. Problem-
atic here is that the use of diagnostic inferences reveals the fact that some nodes feed
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into both conditional chance nodes and rule-based decision nodes. Consequently, when
used in the inverse direction the problem of arbitrating between two value hypothesis
arises, one of which is not quantified in terms of certainty. Here, we will employ the
form-meaning mapping rules described in [16] to transform morphological features into
imagistic representations (IDTs) that will help to disambiguate the determination of the
respective features. In the medium term, the solution must be to replace the decision
nodes in the generation BDN with chance nodes and to acquire the required larger set
of training data in a social learning scenario between the agent and humans. We also
note that the resulting imagistic representation will be underspecified in accord with the
iconic gesture’s vague, evanescent form and characteristically underspecified meaning.

In sum, connecting the generation BDN with the probabilistic sensorimotor struc-
tures leads to an agent architecture that grounds social behavior in resonant sensorimotor
structures: top-down generation of coverbal gestures results in activations at the motor
level, and motor resonances induced by observing a gesture yield its likely interpreta-
tions bottom-up. Either way, activation values (probabilities) are not reset directly after
perception/generation. Rather we let them decline following a sigmoidal descent towards
default values. In this way, the agent’s behavior production is biased towards previously
perceived behavior (accounting for the so-called perception-behavior expressway [19])
and thus allows an embodied agent to engage in gestural alignment and mimicry phe-
nomena between interlocutors (cf. [20]). The other way around, gesture perception is
biased towards previously self-generated gestures, which amounts to perceptual reso-
nance [21], another suggested mechanism of coordination in social interaction.

4 Conclusion

In this paper, we have analysed which inter-personal coordination mechanisms embod-
ied agents may need to be able to engage in to become sociable. We have pointed out
that, as suggested by the sensorimotor grounding of social behavior and intersubjectiv-
ity, such agents utlimately need to be based on close integration of models for behavior
perception and generation, and an incremental processing on various levels of modu-
larity in a cognitively plausible agent architecture. One stepstone in this direction is the
development of a sensorimotor basis in which flexible generation and incremental per-
ception of socio-communicative behavior are grounded in. The work we have outlined
here has yielded promising first results and is underway to bring these principles to bear
in the development of important building blocks for sociable embodied agents.
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Abstract. We propose a computational model for building a tactile body schema
for a virtual human. The learned body structure of the agent can enable it to
acquire a perception of the space surrounding its body, namely its peripersonal
space. The model uses tactile and proprioceptive informations and relies on an al-
gorithm which was originally applied with visual and proprioceptive sensor data.
As there is not only a technical motivation for devising such a model but also
an application of peripersonal action space, an interaction example with a virtual
agent is described and the idea of extending the reaching space to a lean-forward
space is presented.

Keywords: virtual agents, virtual environment, body schema, peripersonal space.

1 Introduction and Related Work

In order to carry out sophisticated interaction tasks in a spatial environment like a virtual
world, one requisite is to perceive how far away objects in the peripersonal space are
in relation to the protagonist’s own body. The peripersonal action space is the space
which immediately surrounds our body, in which we can reach, grasp and manipulate
objects with our limbs without leaning forward. It is thus to be conceived of as a sensory
space to be delimitated from social perception of space as in social proxemics. The
ability of virtual humans to perceive and adapt to their peripersonal space enables them
to manipulate and also to avoid objects while moving their limbs through this space.
Additionally, it raises more interpersonal interaction possibilities with other agents or
with human partners.

In humans the representation of peripersonal space is intimately connected to the
representation of the body structure, namely the body schema [6]. The most compre-
hensive definition of the body schema, as a neural representation, which integrates sen-
sor modalities, such as touch, vision and proprioception, was provided by Gallagher
[3]. This integration or mapping across the different modalities is adaptive and explains
phenomena like tool use as an integration of tools into the body schema [9]. Learn-
ing of body schema is very versatile. We can not only learn configurations of a body
structure, but according to Holmes and Spence [6] it also supports learning of the space
surrounding the body.
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To our knowledge, work on reaching space for embodied agents has yet been done
isolated from body schema acquisition. In work by Goerick et al. [4] the concept of
peripersonal space is used in order to structure the visual field of a robot. Work of Zhao
et al. [13] and Huang et al. [7] aim at enabling a virtual agent to carry out reaching
movements in their virtual workspace. Both approaches neither regard reaching space
as represented in body-centered coordinates nor do they consider a body schema as
basis for reaching or peripersonal action space, respectively. Although the topic of body
schema acqusition is mainly treated by roboticists (e.g. [2]) and has yet not been applied
to virtual agents, we want to point out how learning a body schema can also further the
design of virtual humans and characters.

In this paper we will show how to model a tactile body schema for a virtual agent and
how this can be used to build a representation of its peripersonal action space. Precon-
ditions for the tactile body schema are our work on building touch sensors and motor
abilities for a virtual agent. For learning a body schema, we base our computational
model on the algorithm proposed by [5]. Unlike their approach, we will not use vision
but will feed touch and joint information into the algorithm, in order to learn a tactile
body schema, which therefore gets along without any visual information. Combining it
with motor abilities, the virtual human is able to perceive its peripersonal space. This
can also be regarded as a proof of concept which shows that the spatial representation
of the body and peripersonal space, respectively, are not bound to visual information,
since congenitally blind people are also able to perceive their peripersonal space.

For a fuller description of these ideas see [11]. Beyond this, the present paper de-
scribes how a virtual human’s peripersonal space is related to reaching space and how
it extends, by bending the torso, to a “lean-forward space”.

The remainder of this paper is organized as follows. In the next section, we describe
how virtual sensors were realized and prepared in order to feed our model of tactile
body schema, described in Section 3. In Section 4 we present a demonstration scenario
in which the tactile body schema can make an impact on peripersonal space. Finally,
in Section 5 we give a brief conclusion and an outlook on future work concerning the
interaction abilities of our virtual human Max.

2 Touch Perception and Proprioception for a Virtual Human

In this section we will first describe how a virtual sense of touch was realized for the
virtual human Max [12]. In order to feed our computational model which we present in
Section 3, we had to prepare the sensory data from the touch modality and complement
it with sensory data from the motor modality.

The touch receptors were developed and technically realized for Max’s whole vir-
tual body. These receptors allow for differentiating between different qualities of tactile
stimulation. Findings from studies on the human tactile systems were incorporated to
build an artificial sense of touch for Max. Max has a segmented body, i.e. his virtual
graphical embodiment consists of several geometry parts. Around every geometry rep-
resenting a limb of Max’s body, 17 proximity geometries were added forming a “prox-
imity aura”. Below the proximity aura, the surface of Max’s body is covered with a
virtual “skin”. The virtual skin consists of flat quadrangle geometries varying in size,
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Fig. 1. Tactile body schema learning: For each random posture, sensory consequences are output
by the sensory systems. The touch sensor provides an ID of the receptor the limb it is attached to,
and the position in the frame of reference (FOR) of the corresponding limb. Angle data for the
involved joints are output by the motor system, representing the proprioceptive information.

each representing a single skin receptor (see Figure 1). In humans, the somatosensory
modality is represented in body-part-centered reference frames [6]. This aspect is also
modeled by the virtual proximity auras. Each skin receptor is assigned to a unique
body limb, that means, the receptors’ locations and distances are not centrally encoded.
Any geometry’s collision with a skin receptor is regarded as tactile stimulus. This also
includes skin receptors colliding with each other which is crucial for identifying self-
touch. In the computational model described in Section 3, for each triggered skin recep-
tor, the touch sensor provides the assignment to the unique body limb and its position
in the frame of reference (FOR) of that corresponding limb.

In addition, we need proprioceptive information about Max’s body, i.e. his sense of
the orientations and positions of his limbs in space. We will refer to it as the angle
configuration of the joints in Max’s body skeleton. The virtual agent’s body has an
underlying anthropomorphic kinematic skeleton which consists of 57 joints with 103
Degrees of Freedom (DOF) altogether [8]. Everytime Max is executing a movement,
the joint angle informations of the involved joints are output. Synchronously with the
tactile informations, the proprioceptive informations can be observed. In Figure 1 we
can see the data for a sample posture, where Max is touching his own arm. In the next
section we will explain how these input data can be integrated to form a body schema.

3 A Computational Model of Peripersonal Space

For the purpose of perceiving and acting in peripersonal space, a tactile body schema
is sufficient. We do not need a precise representation of the physical properties of the
body, rather we need the kinematic structure and functions of the body for controlling
and predicting the sensory consequences and movements with regard to tactile stimula-
tions coming from objects located within the reaching space. In this section we present
our model on how to learn a tactile body schema for our virtual human Max. The idea is
to integrate tactile and proprioceptive information from his virtual body. In a first step,
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Max executes random motor actions resulting in random body postures. For each pos-
ture he perceives proprioceptive data from his joints and tactile stimuli when touching
himself (see Fig. 1).

Following Hersch et al. [5] we consider the body schema as a tree of rigid trans-
formations. The kinematic tree is prescribed by the skeleton of the virtual human Max
with the hip joint as the root node. In this tree each node corresponds to a joint in Max’s
skeleton and each edge corresponds to a limb between two joints (for more details see
[11]). In our model the touch receptors are attached to the limbs (see Section 2) and
their position is represented in the limb’s FOR. In the kinematic tree representation,
the touch receptors can therefore be represented as located along the edges. Following
any path linking one joint to another represents a kinematic chain which transforms
the FOR centered on one joint to the FOR centered on the other joint. Max’s skeleton
prescribes the hierarchy of the FOR transformations. We can transform the position for
one touch receptor, given in the FOR of the corresponding limb, into any other touch
receptor position also given in the FOR of its corresponding limb. Following an edge
in direction to the root node a FOR translation Ti and a rotation Ri associated to the
respective joint i (numbers are free chosen) have to be carried out, in the other direction
we use the inverse FOR transformation (see Figure 2).

So far, we use the number of joints and the hierarchy of Max’s skeleton as prior
knowledge about his body structure. However, what is not yet known is the position
and orientation of these joints which also determine the limb lengths. This is where the
algorithm proposed by Hersch et al. (see Eq. (14) and (15) in [5]) comes in. We can
use the algorithm straightforward, since it provides a new and general approach in on-
line adapting joint orientations and positions in joint manipulator transformations. Our
challenge in using this algorithm is the adaptation to a case different from the one it was

Fig. 2. Kinematic schema of Max touching himself. The following composition transforms the
position v (given in the FOR centered on joint 3) of a touch receptor into the FOR centered on
joint 5: R−1

5 ◦ T−1
5 ◦ R−1

4 ◦ T−1
4 ◦ T2 ◦ R2 ◦ T3 ◦ R3. Note that retracing the same chain in

the opposite direction transforms the position of the other touch receptor v’ (given in the FOR
centered on joint 5) into the FOR centered on joint 3.
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originally applied to. In our case we do not use visual and joint angle data but instead,
replace all visual by tactile information in order to update all the rigid transformations
along the generated kinematic chains. In order to use the algorithm, we have to start
with an onset body schema which is an initial guess of Max’s target body schema. It
is described on the one hand by known parameters and on the other hand by initially
guessed parameters. The parameters which are not known yet are the joint orientations
and their positions (ai and li for joint i), determining the body segment lengths. Thus
we choose the orientations randomly and assign the segment lengths with small values.
The randomly assigned parameters can then be adapted and updated by the algorithm.

Algorithm 1. Pseudo code: Tactile learning process
1: repeat
2: for all torso joints do
3: choose random angle θ
4: set torsojoint of current body schema to θ
5: end for
6: if two touch receptors trigger then
7: posi ← position of touch receptor with ID i
8: pos j ← position of touch receptor with ID j
9: jointn ← joint of limb n where posi is attached to

10: jointm ← joint of limb m where pos j is attached to
11: end if
12: Set Transformation T ← kinematic chain (startnode ← jointm, endnode ← jointn)
13: pos j = T ( posi )
14: for k = startnode to endnode do
15: update Δ li
16: update Δai
17: end for
18: if pos j not transformed yet then
19: Set T ← kinematic chain (startnode ← jointn, endnode ← jointm)
20: posi = T ( pos j )
21: GOTO 14
22: end if
23: until (pos j - T(posi)) = 0

For modeling peripersonal space we start with learning the schema for Max’s torso,
which includes all nodes above the hip joint to the wrist joints. We then have to choose
random joint angle configurations for the torso. For each randomly generated posture
where skin receptors are touching each other the sensor data is processed. The algorithm
takes as input a given position vn in a FOR attached to one joint, its given transform
v’n in a FOR attached to another joint, and the corresponding rotation angles θi at joint
i. In our case the input data are the positions of two touch receptors touching each
other in the FOR of their corresponding limbs, both provided by the touch sensor (see
Figure 2). Interestingly, both positions can take over the role of the input vectors vn

and v’n. This is also illustrated in the pseudo code for the tactile learning process in
Algorithm 1. Additionally, the angle values of the joints involved in the current posture
are input to the algorithm. It then takes the sensor data for updating its guesses of
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the joint orientations (Δai) and positions (Δ li) of the involved kinematic chain. In the
adaptation process the idea is to use the update algorithm from Hersch et al. two times
for each posture (see Algorithm 1, Line 18-22). In a first process the transformation of
the position vn of one touch receptor is transformed into the FOR of the other touch
receptor (Line 13). This is used to update the current body schema (Line 14-16), in a
second pass the angles of the postures stay the same, but the kinematic chain linking the
two touch receptors is retraced to transform the position v’n of the other touch receptor.
Note that this “double-use” is only possible in the case of learning a tactile body schema.
After completion the learned body schema expectedly contains the kinematic functions
derived from the sensory input. This can be used to control Max’s movements with
regard to tactile stimuli.

4 Peripersonal Space in Interaction

Based on the work presented in Section 2, we devised the computational model in
Section 3 for building a body-representation for the virtual humanoid Max. This model
can enable him to acquire a perception of his peripersonal space. In an interaction sce-
nario Max is to interact in a CAVE-like environment with a human partner as shown in
Figure 3. In our test scenario both partners are standing at a table with several objects
located on it. Let us assume that Max is (technically) “blindfolded”. The interaction
partner, aware of Max’s inability to see, asks him to reach out for an object near to his
body. Max then explores his peripersonal space with one hand. As soon as he touches it,
the partner could ask him to carry out tasks, such as touching the object with the other
hand or putting it as far away from him as possible. The first task is supported by the
tactile body schema which contains the kinematic transformations relating two touch
receptors. This can be used to compute a movement to the respective position.

The task of putting or reaching an object as far away as possible is an interesting as-
pect relating to peripersonal action space. McKenzie et al. [10] showed that at the age

Fig. 3. Virtual agent Max with a human interaction partner standing around a table in a CAVE-
like Virtual Reality environment. By means of his peripersonal space Max may perceive objects
located on the table in front of him as near or far away from his body.
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Fig. 4. Peripersonal space as subspace of Reaching space (spanned by body rotation) which ex-
tends to Lean-forward space (dashed line) by employing the hip joint

of 8 months, human infants perceive that leaning forward extends their effective reach-
ing space in order to grasp objects, moreover at the age of 10 months they addition-
ally perceive the effective limits of leaning and reaching. Applied to Max this means he
has to learn the kinematic function of leaning forward in order to shift his peripersonal
space. We can distinguish two cases similar to the work of Huang et al. [7]: Reaching ob-
jects within the peripersonal space, only using the arms and reaching objects outside of
the reaching space, moving the whole torso. We refer to the latter case as “lean-forward
space” shown in Figure 4. We can model the cases by relating the joint movements to
human movement behavior; humans tend to adopt joint angle configurations which are
comfortable [13]. The cases differ in the amount of joints included: In the first case shoul-
der, elbow and wrist joints are needed, whereas in the second case the hip joint supple-
ments the movement. It is for example unlikely to lean forward when a target is near to
the body and easy to reach, since we need more effort for bending the whole torso.

Our approach is to model this effort by using cost functions assigned to joints, similar
to work of Cruse et al. [1]. Unlike them, we want to describe locations in peripersonal
space depending on the distances in relation to certain body parts. The summed cost
values depend on all involved joints of a whole posture. The more proximate an object
is in relation to the body, the lower are the total costs. More distant locations can e.g.
only be reached by including the hip joint, therefore the cost for moving it is high.
Associating cost with peripersonal action space, hence, brings in a “feel” for the effort
involved to reach an object.

5 Conclusion and Future Work

In this paper, we proposed a computational model for building a tactile body schema
for the virtual humanoid Max, which can enable him to acquire a perception of his
peripersonal space. The proposed computational model uses tactile and proprioceptive
informations and relies on an algorithm, which was originally applied with visual and
proprioceptive sensor data. In order to feed the model, we presented work on obtaining
the nessessary sensory data from touch sensors and the motor system. Based on this,
we described the learning process for a tactile body schema. The proposed approach of
learning the body structure can not only be applied to other virtual agents but also to
robots, provided that they have tactile sensors. The next step in our work will be to test
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the proposed model for its online learning features. This is especially very relevant for
sophisticated computer games where players can design and predefine creatures even
with more unusual kinematic structures, not comparable to humanoid ones. Therefore
methods which take this pre-knowledge for learning body structures lend themselves
for an immediate use in character animation. Based on the motivation to gain an un-
derstanding on how humans develop a sensation for the space surrounding their body,
in future work we will investigate how spatial perspective models of two agents can
be aligned. The aspect of computer games and the planned work on spatial perspective
models are discussed in some more detail in [11].
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Abstract. Embodied agents can be a powerful interface for natural
human-computer interaction. While graphical realism is steadily increas-
ing, the complexity of believable behavior is still hard to create and
maintain. We propose a hybrid and modular approach to modeling the
agent’s control, combining state charts and rule processing. This allows
us to choose the most appropriate method for each of the various behav-
ioral processes, e.g. state charts for deliberative processes and rules for
reactive behaviors. Our long-term goal is to architect a framework where
the overall control is split into modules and submodules employing ap-
propriate control methods, such as state-based or rule-based technology,
so that complex yet maintainable behavior can be modeled.

1 Introduction

Embodied agents (or anthropomorphic agents or avatars) can be a powerful user
interface. The characters communicate with the human user using verbal and
nonverbal channels (such as gaze, gestures or facial expressions), they efficiently
handle turn-taking and can express their emotions and personality [1]. Virtual
characters have already been applied to education, computer games, training
environments, sign language communication, interactive drama, and therapy.
With the rise of the 3D internet and social online platforms and games they
may become a universally present device in the near future.

Virtual character applications must control all aspects of agent behavior, from
low-level reactions to higher level reasoning. Low-level behaviors include gesture,
gaze behavior, distance regulation or avoiding obstacles. Higher-level reasoning
includes path planning, dialogue management or managing emotions. This mod-
eling of the agent’s mind has been approached in different fields like virtual
characters, multi-agent systems, robotics and cognitive sciences. The approaches
differ in how far they integrate a theory (cognitive architectures) or remain com-
pletely generic (multi-agent systems). Highly generic approaches leave the whole
development work to developers and are unsuitable for non-experts, and theory-
driven approaches may necessitate cumbersome workarounds for situations not
covered in the theory. Since in our previous work we have created applications
with heterogeneous control paradigms – using plan-based, rule-based and state-
based approaches – we are now aiming at creating a unified framework where
various technologies can be used in a complementary yet integrated fashion to

B. Mertsching, M. Hund, and Z. Aziz (Eds.): KI 2009, LNAI 5803, pp. 524–531, 2009.
c© Springer-Verlag Berlin Heidelberg 2009



Hybrid Control for Embodied Agents Applications 525

allow intuitive and maintainable authoring of complex, interactive behavior. The
modules we suggest for implementing different aspects of control are: extended
state charts (XSC), rule-based modules and a hybrid module that combines the
two former ones. Since our approach is highly motivated by pragmatic concerns,
we plan to iterate through a number of interactive applications that will serve
as a testbed for our framework. The first of these applications is an e-learning
system since pedagogical scenarios have been shown to benefit greatly from the
presence of virtual characters [2,3]. ITeach, a virtual vocabulary trainer, which
we will introduce in this paper. While ITeach has specific requirements (e.g. man-
aging linguistically rich representations and a pedagogical module) we derive a
first sketch of a general architecture from it.

2 Related Work

In robotics, the dichotomy between reactive and deliberative behavior has be-
come much more obvious early on. While Brooks’ subsumption architecture
[4] made a radical shift toward reactive behaviors, Gat [5] suggested a three-
layered architecture to unify reactive and deliberative tasks. The three layers
are the controller (reactive behaviors), the deliberator (planning), and the se-
quencer (managing the realization of actions). These architectural entities find
their counterparts in our approach, however we do not restrict the developer in
how many modules (e.g. multiple reactive modules) to implement and in which
programming paradigm (rules, finite state, scripting).

To clarify what we mean by “different paradigms” we will briefly review our
previous work in this respect. The CrossTalk [6] system was a multi-party in-
teraction between a human user and three virtual characters. Part of the in-
teraction was modelled with finite state machines, another part was natively
plan-driven, but both parts ran seamlessly in a final plan-based system. It was
an early attempt to integrate plan-based processing with FSMs. COHIBIT [7] is
an edutainment exhibit for theme parks in an ambient intelligence environment.
Visitors interact with two virtual characters whose dialogue is controlled by a
large hierarchical finite state machine (HFSM). ERIC is an affective embodied
agent for realtime commentary on a horse race [8], based on parallel rule engines
for reasoning about dynamically changing events, generating natural language
and emotional behavior. In IGaze [9], a semi-immersive human-avatar interac-
tion system of an interview scenario, it was shown that finite state machines can
nicely model reactive gaze behavior.

The Scenemaker authoring tool facilitates the development of embodied agents
systems [10]. In Scenemaker, the control flow of the interaction is separated from
content, such as speech utterances, gestures, camera motion etc. The content is
organized into indexed scenes that are controlled by a scene flow, a hierarchical
finite state machine, similar to state charts [11]. Parts of our approach (see
Sec. 4.1) can be seen as a direct continuation and extension of the Scenemaker.
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3 Use Case: The ITeach Application

Our control framework is motivated from an example e-learning application,
ITeach, where an interactive vocabulary trainer presents flash cards with vocab-
ulary using speech, gesture and images (Figure 1). The user interacts face-to-face
with the life-size agent.

Fig. 1. The ITeach agent “Gloria” (left) and a simplified hybrid module (right)

The flash card learning system is a question/answer game where a card with
an expression in a foreign language is presented by the agent and the user answers
with an equivalent in his/her native language (or vice versa). The user then rates
the answer with respect to how well the word was known. A simple yet effective
pedagogical model now moves the cards between multiple bins depending on this
rating and regulates the time interval between repetitions.

The ontological vocabulary representation connects linguistic information
(e.g. grammar, categorical relations) with meaning. Such knowledge allows the
agent to generate gestures from semantic components of the word and to answer
additional user questions about, e.g., the past tense or synonyms. The agent’s
believability is increased by employing gaze strategies [9] and regulating the
agent-user distance based on the user’s location. The pedagogical module moni-
tors the user’s progress and gives feedback using verbal comments, facial expres-
sions and gestures. The agent is equipped with an emotion model that allows to
generate surprise, joy, disappointment etc. depending on user performance and
the agent’s personality. Furthermore, we are planning to increase the setup’s in-
strumentation by giving the user pen and tablet for writing the words. Pen and
tablet are being tracked for automatic recognition of user actions (start/finish
writing) and steering the agent’s gaze (looking at tablet).

In this scenario, we identified the following requirements for the control task:

– Dialogue Management: How to specify the overall user-agent interaction,
e.g. QA dialogues, taking the past interaction history into account.

– Interactivity: The “regular” interaction can be interrupted at any time,
(e.g. user questions), must be met by an appropriate reaction and then return
to the previously interrupted sequence.
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– Domain Intelligence: The agent has background knowledge about the
topic, maintains knowledge about the world and is aware of the past actions.
For instance, the agent knows that the currently presented word, an apple,
is a fruit and can enumerate not yet presented fruits with similar shape.

– Reactive Behavior: Behaviors, that respond immediately to changes in the
environment (e.g. user’s position), make the user-avatar interaction a tightly
coupled feedback loop and ultimately increase believability.

– Varied and non-repetitive behavior: The agent’s behavior should be
varied and non-repetitive using composition and randomization.

– Multimodal Input Processing: Continuously monitor several input chan-
nels such as user position, button events or pen/tablet writing, fusing the
input information and reacting to it.

– Multimodal Output Generation: Based on the current state of the sys-
tem, the agent’s emotional state and user’s input, generate character’s ges-
tures, facial expression, speech, camera position, gaze plus graphics and text
relevant to the presented word.

– Visual Authoring Tool: In order to make the development accessible to
non-experts (i.e. pedagogical advisors, professional authors), the authoring
tool should have an intuitive visual interface.

Each requirement implies a different, best suited modeling technique. For in-
stance, basic reactive behaviors (e.g. looking at user if user moves) are best im-
plemented as a set of rules, whereas the overall flow of the interaction (welcome
– learning – repetition – . . . ) is best modeled as a state chart. Our framework
allows to combine different techniques, encapsulated in modules.

4 System Framework

The ITeach system is a processing pipeline as depicted in Fig. 2. Inputs like user
location, button events, hand/pen position are pre-processed by the Input In-
terpretation modules (e.g., translate to system coordinates) and passed through
the Input Fusion Module (e.g., recognize writing begin/end events) to the rel-
evant Control module(s). The Control Modules are divided into a deliberative
and a reactive layer. The reactive layer contains gaze control, implemented as an
extended state chart (XSC, cf. Sec. 4.1), and distance regulation, implemented
using rules (Sec. 4.2). The deliberative layer contains the main control module,
a hybrid between XSC and rules (Sec. 4.3), which models the dialogue between
user and agent, manages the vocabulary ontology and the pedagogical model,
and handles interrupt events such as user asked a question or user pressed rating
high button. Another deliberative module is an OCC emotion model implemented
in JESS [12]. It receives emotion eliciting conditions (e.g. user knows right word
→ good event) and outputs an emotion state (joy, disappointment, satisfaction
etc.) that is used for behavior generation (smile, frown, body posture etc.). Both
reactive and emotion modules can be easily reused in another application.
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Fig. 2. Overall architecture of the ITeach system

The Output Generation module receives functional commands from the Con-
trol modules, such as present a question, play a scene script or avert gaze and
translates them to low-level behavior commands for the Avatar engine. The play
a scene script command executes a script [10] that resembles a movie script with
dialogue utterances and stage directions for controlling, for instance, gestures or
facial expressions. Scenes can be clustered into groups, where one is randomly
chosen each time the group is called, to increase variety and avoid repetitive
behavior. Note that the functional commands are independent from the Avatar
engine so that different avatar engines can be connected. Currently, we use both
a commercial engine from Charamel1 and our own research prototype engine
called EMBR (Embodied Agents Behavior Realizer) [13].

In general, the underlying framework of the ITeach application is a system that
loosely integrates modules of different technologies. The modules run in parallel
and communicate via messages. Each module can be implemented using a control
technology described in the following sections and the framework transparently
handles data conversions among them.

4.1 Extended State Chart (XSC) Module

Our extended state charts (XSC) extend traditional state charts [11] with transi-
tion types from the SceneMaker system[10]: probabilistic, timeout and interrupt
transitions. Our extensions are fully embedded in the SCXML standard2, an
emerging W3C standard for describing Harel’s state charts.

Behavior is represented by states and transitions. Actions are attached to
either state or transition and executed as the graph is traversed. A state can
be a superstate containing another state chart. The transitions may have an
event and/or a condition attached. An incoming message triggers a transition
with a satisfied condition, a matching event or with both satisfied condition and
matching event. If no transition can be selected for the current state, transitions
of the parent superstate will be checked. The state chart maintains a context
memory containing variables scoped by the state hierarchy. These variables are

1 http://www.charamel.de
2 http://www.w3.org/TR/scxml/
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used in the conditions and the actions. Inspired by the SceneMaker [10] we added
three new transition types: Timeout edges model wait behavior. If mixed with
standard edges, either an event arrives and/or a condition is satisfied until the
timeout expires, or the timeout edge is taken. Probabilistic edges model random
branching by randomly selecting an outgoing transition; they cannot be mixed
with standard edges. Interrupt edges are attached to supernodes and handle
interruptive events. The execution of the supernode is terminated if an event
matching the interrupt edge arrives and a conditional constraint is satisfied.

In the ITeach application, the main deliberative module is modeled using an
XSC. The visual nature of the XSC intuitively models the dialogue. Interrupt
edges can handle unexpected user events for increased interactivity. Probabilistic
edges are used to add variability. Additionally, the gaze module of ITeach is also
modeled with an XSC according to [9]. Advantages of the XSC are that they are
fast and easy to debug. The drawbacks are the need to model all possible varia-
tions as states, although this is alleviated with the help of superstates that wrap
complex functionality and interruptive edges that are inherited by all substates.

4.2 Rule-Based Module

In a rule-based system the behavior is declaratively encoded in a knowledge base
containing initial facts and condition-action rules. Our framework uses JESS
(Java Expert System Shell) [14] as a rule processor. An incoming message in-
serted into the working memory as a fact and processed by JESS. Triggered rules
can dispatch commands to the Output Processor. Rule-based systems are partic-
ularly useful for two task types. First, for encoding and using expert knowledge.
The ITeach system uses JESS along with an ontology in Protégé 3 to reason
about vocabulary (e.g. selecting the next word depending on the topic of the
current word). Second, for behavior systems that are based on intensive if-then
branching, it is easier to understand and maintain them if written in a rule-
based language. This is the case for some kinds of low-level behavior such as
Distance regulation module of the ITeach system. However, if the knowledge
base becomes large rule-based technologies can be difficult to maintain and de-
bug. For such cases it is better to use state charts (Section 4.1). However, in
some cases one may want to use both state charts and rules in an integrated
fashion (Section 4.3).

4.3 Hybrid Module

A hybrid module is an XSC module (Section 4.1) with rules written in JESS (see
Fig. 1). The framework transparently updates the JESS knowledge base (KB)
from/to the XSC context memory before and after executing a JESS action. The
synchronization is designed in such a way that the JESS rules can reason about
XSC variables and, in the other direction, the conditions and actions of the XSC
can use variables that mirror JESS facts. The mapping is done as follows:

3 http://protege.stanford.edu
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XSC variable type JESS type

primitive type (integer, float...) ordered fact: (varName value)

boolean simple fact: (varName)
struct unordered fact with struct fields as slots:

(varName (field1 val1) (field2 val2) ..)

set (struct type) set of unordered facts:
(varName (field1 valA1) ..)

(varName (field1 valB1) ..) ..

This data synchronization preserves the state hierarchy of the XSC: the JESS
facts are scoped in the same way as the XSC variables and the JESS facts are
organized into modules corresponding to (i.e. named after) the (super)states of the
XSC. In the ITeach system, various actions in the main deliberative module are
implemented in JESS, for instance, card selection (reasoning based on card history
and ontological representation of vocabulary) or user rating of cards (intensive if-
then branching). The hybrid approach offers two advantages: (1) an appropriate
technology for actions that involve reasoning or intensive if-then branching, and
(2) runtime modifications of the actions since JESS is a scripted language.

One of the challenges is maintaining the knowledge of the hybrid model (partly
represented as JESS facts, partly as XSC variables, partly synchronized) and
keeping track of activated rules when a rule in state A actives rules in state B
of the XSC. Making this more robust and intuitive (e.g. by visual feedback) is
part of ongoing work.

5 Conclusion and Future Work

Controlling interactive embodied agents is a challenging problem requiring di-
alogue management, interactivity, domain intelligence and reactive behavior.
Different programming paradigms are appropriate for implementing low-level re-
active behavior on the one hand and high-level reasoning on the other hand. We
try to console these different requirements in a hybrid and modular architecture.
This means splitting the control into independent modules, each implemented
using a control technology appropriate for the given task: Extended state charts
(XSC) allow intuitive and visual coding of low-level reactive behaviors such as
gaze. Rule-based systems can elegantly process knowledge items and represent
behaviors with intensive if-then branching, in our case reactive behaviors, or
input fusion/output fission procedures. We propose a third hybrid module, an
XSC with rule processing useful for implementing the deliberative module, i.e.
modeling the overall flow of the application, including the user-agent dialogue,
along with simple reasoning and knowledge management at certain states of the
interaction. The architecture and application presented in this paper is the first
step in a long-term iterative development and research towards an authoring
framework for embodied agents. In future work, we want to extend our control
approaches by a planning module, e.g. for generating dialogue. Additionally, we
will design a visual interface, that simplifies the development and debugging,
and enables non-experts users to author embodied agents applications.



Hybrid Control for Embodied Agents Applications 531

Acknowledgements. This research has been carried out within the framework
of the Excellence Cluster Multimodal Computing and Interaction (MMCI), spon-
sored by the German Research Foundation (DFG). We would also like to thank
to Charamel GmbH for providing us with their Avatar engine.

References

1. Vinayagamoorthy, V., Gillies, M., Steed, A., Tanguy, E., Pan, X., Loscos, C.,
Slater, M.: Building Expression into Virtual Characters. In: Eurographics Con-
ference State of the Art Report, Vienna (2006)

2. Lester, J.C., Converse, S.A., Kahler, S.E., Barlow, S.T., Stone, B.A., Bhogal, R.:
The persona effect: Affective impact of animated pedagogical agents. In: Proceed-
ings of CHI 1997 Human Factors in Computing Systems, pp. 359–366. ACM Press,
New York (1997)

3. Bailenson, J., Yee, N., Blascovich, J., Beall, A., Lundblad, N., Jin, M.: The use
of immersive virtual reality in the learning sciences: Digital transformations of
teachers, students, and social context. The Journal of the Learning Sciences 17,
102–141 (2008)

4. Brooks, R.A.: Intelligence without representation. Artificial Intelligence (47),
139–159 (1991)

5. Gat, E.: Integrating reaction and planning in a heterogeneous asynchronous archi-
tecture for mobile robot navigation. In: Proceedings of the National Conference on
Artificial Intelligence (AAAI), pp. 809–815 (1992)

6. Klesen, M., Kipp, M., Gebhard, P., Rist, T.: Staging exhibitions: Methods and tools
for modeling narrative structure to produce interactive performances with virtual
actors. Virtual Reality. Special Issue on Storytelling in Virtual Environments 7(1),
17–29 (2003)

7. Ndiaye, A., Gebhard, P., Kipp, M., Klesen, M., Schneider, M., Wahlster, W.: Am-
bient intelligence in edutainment: Tangible interaction with life-likeexhibit guides.
In: Maybury, M., Stock, O., Wahlster, W. (eds.) INTETAIN 2005. LNCS (LNAI),
vol. 3814, pp. 104–113. Springer, Heidelberg (2005)

8. Strauss, M., Kipp, M.: Eric: A generic rule-based framework for an affective em-
bodied commentary agent. In: Proceedings of the 7th International Conference on
Autonomous Agents and Multiagent Systems (2008)

9. Kipp, M., Gebhard, P.: Igaze: Studying reactive gaze behavior in semi-immersive
human-avatar interactions. In: Prendinger, H., Lester, J.C., Ishizuka, M. (eds.) IVA
2008. LNCS (LNAI), vol. 5208, pp. 191–199. Springer, Heidelberg (2008)

10. Gebhard, P., Kipp, M., Klesen, M., Rist, T.: Authoring scenes for adaptive, inter-
active performances. In: Proceedings of the Second International Joint Conference
on Autonomous Agents and Multiagent Systems, pp. 725–732 (2003)

11. Harel, D.: Statecharts: A visual formalism for complex systems. Sci. Comput. Pro-
gram. 8(3), 231–274 (1987)

12. Ortony, A., Clore, G.L., Collins, A.: The Cognitive Structure of Emotions.
Cambridge University Press, Cambridge (1988)

13. Heloir, A., Kipp, M.: Embr - a realtime animation engine for interactive embodied
agents. In: Proceedings of the 9th International Conference on Intelligent Virtual
Agents, IVA 2009 (2009)

14. Friedman-Hill, E.J.: Jess, the java expert system shell, Livermore, CA. Distributed
Computing Systems, Sandia National Laboratories (2000)



Towards System Optimum:
Finding Optimal Routing Strategies in

Time-Dependent Networks for Large-Scale
Evacuation Problems
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Abstract. Evacuation planning crucially depends on good routing
strategies. This article compares two different routing strategies in a
multi-agent simulation of a large real-world evacuation scenario. The first
approach approximates a Nash equilibrium, where every evacuee adopts
an individually optimal routing strategy regardless of what this solution
imposes on others. The second approach approximately minimizes the
total travel time in the system, which requires to enforce cooperative
behavior of the evacuees. Both approaches are analyzed in terms of the
global evacuation dynamics and on a detailed geographic level.

1 Introduction

The evacuation of whole cities or even regions is a problem of substantial prac-
tical relevance, which is demonstrated by recent events such as the evacuation
of Houston because of Hurricane Rita or the evacuation of coastal cities in the
case of tsunamis.

The development of evacuation simulations relies strongly on results obtained
in the field of transportation modeling. Like in transportation, one can distin-
guish static approaches, e.g., [18], and dynamic approaches, e.g., [16]. A typical
static evacuation simulation is MASSVAC [7]. The obvious shortcoming of static
models is that they do not capture dynamic effects, which are highly relevant
in evacuation situations. Consequently, many dynamic traffic assignment (DTA)
models have been applied for evacuation simulations, e.g., MITSIM [8], DYNAS-
MART [10], and PARAMICS [3].

Another aspect according to which transportation models may be classified
is their granularity: Microscopic models represent every trip-maker individually,
whereas macroscopic models aggregate traffic into continuous streams. All of
the above DTA packages rely on microscopic traffic models. Further microscopic
approaches that have been applied to the simulation of evacuation dynamics

B. Mertsching, M. Hund, and Z. Aziz (Eds.): KI 2009, LNAI 5803, pp. 532–539, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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are cellular automata [9] and the social force model [6]. Random utility models
are also applicable to the microscopic modeling of pedestrian dynamics, however,
they are yet to be applied in evacuation scenarios [2]. Examples of software pack-
ages based on macroscopic models are ASERI [17] and Simulex (www.iesve.com).

This paper evaluates the following two routing strategies with a learning-
based multi-agent (micro)simulation in a real-world evacuation scenario: 1. A
strategy where every agent learns an evacuation route of minimal travel time,
regardless of the consequences for others. This selfish learning behavior leads
towards a Nash equilibrium, where nobody can gain by switching to a different
route. This strategy is called “user optimal” in transportation. 2. A “system
optimal” strategy, where the total travel time of all agents is minimized. Here,
learning agents are no longer optimizing their individual travel times only but
in some way also care about others.

The added value of the agent-based approach is its natural representation of
individual travelers as software agents that interact in a simulated version of the
real world (a virtual environment). The agent-based approach has an edge over
macroscopic models in that it allows (at least technically) for a much higher
model resolution. However, this comes at the price of greater difficulties in its
mathematical treatment. The agent-based routings presented in this article are
therefore only of an approximate nature, and they are enforced exclusively by
modifying the information provided to replanning agents.

The remainder of this article is organized as follows. Section 2 outlines the
simulation framework. Section 3 describes the investigated routing strategies in
detail. Section 4 presents simulation results, and Section 5 concludes the article.

2 Simulation Framework

We implement our experiments in the MATSim simulation framework. Since the
details of this system are described elsewhere, e.g., [11] and www.matsim.org,
only a brief description is given here.

MATSim always starts with a synthetic population, which is based as much
as possible on existing information such as census data. Every synthetic individ-
ual possesses one or several plans. These plans represent the different traveling
intentions of that individual. In an evacuation context, a plan corresponds to a
route from an individual’s current location to a safe place. Plans are generated
by an iterative learning mechanism. In every iteration, one plan is selected by
every agent for execution in the virtual environment. The learning logic tests
different plans, eventually discards inferior plans, and sometimes generates new
plans [4].

The virtual environment is a pedestrian traffic flow simulation, where each
street (link) is represented by a first-in/first-out queue with three parameters
[5]: minimum link traversal time, maximum link outflow rate (in evacuees per
time unit), and link space capacity (in evacuees). The link space capacity limits
the number of agents on the link and generates spillback if the link is filled up.
In the context of a tsunami evacuation, an additional difficulty results from the
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Algorithm 1. Nash equilibrium routing
1. initialize τa(k) with the free-flow travel time for all links a and time steps k
2. repeat for many iterations:

(a) recalculate routes based on link costs τa(k)
(b) load vehicles on network, obtain new τa(k) for all a and k

fact that a flooded link becomes unavailable. Reference [11] describes in detail
how this issue is resolved.

3 Routing Solutions

Each agent iteratively adjusts its evacuation plan during the simulation. After
each iteration, every agent calculates the cost of the most recently executed
plan. Based on this cost, the agent revises its plans. Some agents generate new
plans using a time-dependent Dijkstra algorithm. The other agents select an
existing plan, which they have previously used. This selection is realized through
a Multinomial Logit model, e.g., [1], that stabilizes the simulation dynamics by
allowing somewhat inferior plans to be considered for execution as well.

In the following, we discuss two different cost functions that approximately
lead either to user optimal or to system optimal routing solutions. Note that
we modify the agents’ routing behavior only by adjusting the costs based on
which the routing and the plan choice are conducted, but we do not change
the replanning logic itself. For simplicity, we subsequently omit the attribute
“approximate” in conjunction with either strategy.

3.1 Nash Equilibrium Approach

In a Nash equilibrium, no agent can gain by unilateral deviation from its current
plan [14]. The cost function provided to replanning agents in the Nash equilib-
rium approach only comprises travel times. Formally, the real-valued time is dis-
cretized into K segments (“bins”) of length T , which are indexed by k = 0...K−1.
The time-dependent link travel time when entering link a in time step k is de-
noted by τa(k). Alg. 1 drafts the Nash-equilibrium routing logic.

3.2 System Optimal Approach

A system optimal routing solution minimizes the total travel time in the sys-
tem. Although a system optimum is a cooperative routing strategy, it can be
obtained by the same self-serving routing logic that is employed to calculate a
Nash equilibrium. The only difference is that for a system optimum, the travel
time based on which agents evaluate their routes needs to be replaced by the
marginal travel time [15]. The marginal travel time of a route is the amount by
which the total system travel time changes if one additional vehicle drives along
that route. It is the sum of the cost experienced by the added vehicle and the
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cost imposed on other vehicles. The latter is denoted here as the “social cost”.
The subsequently developed approximation of the social cost term is based on
continuous quantities and ignores for simplicity the interrelations of different
links in the network. A discretized version is given at the very end.

Assume that the “causative” agent (unit) for which we would like to calculate
the social cost it generates is of mass (size) dn and enters the considered isolated
link at time t0. If there is no congestion on the link, the agent can leave the link
unhindered after the free-flow travel time τ free and does not incur any cost on
other agents further upstream. If there is congestion, however, there also is a
positive social cost, which can be calculated in the following way.

The effect of the causative agent persists only as long as the queue it went
through persists – the only trace it can possibly leave in the system is a changed
state of this queue. Assume that the queue encountered when entering the link
at t0 dissolves at te(t0). Now, consider another “affected” agent that enters the
link at t1 > t0, and assume that this agent leaves the link before te(t0). Denote
by n(t1) the occupancy (in agent units) of the link at the affected agent’s entry
time t1 and by Qout(t) the accumulated outflow (in agent units) of the link until
time t. The exit time t2 of the affected agent solves

Qout(t2) − Qout(t1) = n(t1)
⇒ t2 = (Qout)−1(n(t1) + Qout(t1)). (1)

Denote by dτ(t1) the additional travel time experienced by the affected agent
because of the causative agent. If the latter had not entered the link, the following
would hold:

Qout(t2 − dτ(t1)) − Qout(t1) = n(t1) − dn

⇒ t2 = dτ(t1) + (Qout)−1(n(t1) − dn + Qout(t1)). (2)

A combination of (1) and (2) yields

dτ(t1) = (Qout)−1(n(t1) + Qout(t1)) − (Qout)−1(n(t1) − dn + Qout(t1)). (3)

In order to calculate the social cost C(t0) generated by the causative agent, these
terms are integrated over the entire span of entry times during which the queue
at the downstream end of the link is encountered:

C(to) =
∫ te(t0)−τfree

t1=to

dτ(t1)qin(t1)dt1 (4)

where qin(t1) is the entry flow rate at t1 such that qin(t1)dt1 is the affected agent
mass entering at t1.

In the following, a simplification of (4) is presented. Stationary flow conditions
are assumed in that qin(t) ≡ qout(t) ≡ q̄, which implies Qout(t) ≡ q̄t and Qin(t) ≡
q̄t + n(0), where n(0) is the occupancy of the link at time t = 0. A substitution
of this in (3) yields dτ(t1) ≈ dn/q̄ and, when substituted in (4),

C(t0) ≈ dn/q̄ · (Qin(te(t0) − τ free) − Qin(t0)). (5)
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Algorithm 2. System optimum approach
1. initialize Ca(k) ≡ 0 and τa(k) ≡ τ free

a for all links a and time steps k
2. repeat for many iterations:

(a) recalculate routes based on link costs τa(k) + Ca(k)
(b) load vehicles on network, obtain new τa(k) for all a and k
(c) for all links a, identify congestion durations:

i. ke = K
ii. for k = K − 1...0:

A. if τa(k) = τ free
a then ke = k

B. Ca(k) = max{0, (ke − k) · T − τ free
a }

This expression is straightforward to evaluated in a microsimulation context,
where dn = 1 corresponds to the mass of a single agent and the difference in
accumulated flows is easily evaluated by counting the agents leaving the con-
sidered link between t0 and te(t0) − tfree. A further simplification is obtained
by replacing the accumulated flows in (5) by their linear approximations, which
results for dn = 1 in

C(t0) ≈ te(t0) − τ free − t0. (6)

An application of this result to a system optimal route assignment requires to
calculate Ca(t0) for every link a and entry time t0 in the network, and to add
this term to the time-dependent link travel time that is evaluated in the route
replanning of every agent. Alg. 2 outlines the arguably most straightforward
implementation of this approach in a time-discrete multi-agent simulation.

4 Experimental Results

This section presents the result of a simulation-based comparison of the two
presented routing approaches. The simulation setup is based on a real-world
evacuation scenario for the Indonesian city of Padang. Padang faces high risk
of being inundated by a tsunami wave. The city has approximately 1,000,000
inhabitants, with more than 300,000 people living in the highly endangered area
with an elevation of less then 10 m above see level. An overview map of the city
is shown in fig. 1 (left). The area more than 10 m above sea level is assumed to
be safe (in dark color). A detailed description of the evacuation scenario can be
found in [12].

Two simulations are conducted: Run 1 implements the Nash equilibrium ap-
proach described in sec. 3.1. Run 2 implements the system optimal approach
described in sec. 3.2. Both simulations run on a network with 6,289 nodes and
16,978 unidirectional links. The synthetic population consists of 321,281 agents.
This is the number of people living less than 10 m above see level. Both simu-
lations are run for 200 iterations on a 3 GHz CPU running JAVA 1.5 on Linux.
For run 1 the overall runtime is 9:31 hours and for run 2 it is 17:00 hours.

Fig. 2 (left) compares the learning progress of both approaches. In run 1, the
average evacuation time per agent converges to 1718 seconds, and in run 2 it
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Fig. 1. Left: Overview map of downtown Padang. The safe area with an elevation of
more than 10 m is in dark color, all other area is defined as unsafe. Right: Differences
in evacuation time between Nash equilibrium approach and system optimal approach.
In green parcels (X,O,+), the system optimal approach evacuates faster than the Nash
approach, whereas red parcels (*) indicate the opposite.

converges to 1612 seconds1. This means that each agent gains on average 106
seconds in the system optimal approach. In both cases, the average evacuation
time drops very fast in the first iterations, but from iteration 10 on it increases
again. This effect is caused by the fact that in the first iterations not all agents
manage to escape the tsunami, and agents that are caught in the flood wave
are not considered in the calculation of the evacuation time. Since in the early
iterations many agents starting in the coastal area with relatively long evacuation
routes do not manage to escape, the average evacuation time is lower than during
mid-iterations, where these agents have learned better evacuation routes.

Fig. 2 (right) compares the evacuation curves of run 1 and run 2 after 200
iterations of learning. The evacuation curve of run 2 is steeper than the evacua-
tion curve of run 1, which implies a higher outflow rate. The overall evacuation
time of run 2 is about 66 min, which is 3 min faster than in run 1. However,
not all agents benefit from the system optimal approach. Fig. 1 (right) shows
that mainly agents in the hinterland of Padang lose time in the system optimal
approach, whereas many agents in the costal area of the city benefit by more

1 The smoothing of the learning curves after iteration 150 results from a deactivation
of the router, such that in iterations 150–200 the agents only select from previously
generated routes, which stabilizes the simulation.
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Fig. 2. Left: Average evacuation time per agent over the learning iteration number.
Right: Comparison of the evacuation curves of run 1 and run 2.

than 10 min. This can be explained in the following way: The agents starting
their trips in the hinterland are technically in front of the multi-link queues that
spill back from the safe area to the coastal area. Consequently, they have the
greatest effect on the total travel time. In system optimal conditions, the hin-
terland agents account for what they impose on the coastal agents by effectively
giving way to them.

5 Conclusion and Outlook

This article demonstrates that multi-agent simulations can be used to identify
efficient evacuation strategies. Our results show that mathematically motivated
cooperative routing solutions can be obtained with an acceptable computational
overhead even in a purely simulation-based system. The presented cooperative
routing approach, which approximates a system optimal solution, generates a
substantially higher evacuation throughput than an alternative non-cooperative
routing strategy. Even though the results from the system optimal approach do
not reflect real human decision making, they serve as benchmark solutions and
help to identify routing recommendations (e.g., placement of evacuation signs).
The presented experiments with more than 300,000 evacuees show the feasibility
of our approach even for large evacuation scenarios. Our ongoing research focuses
on more precise system optimal routing strategies.
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Abstract. Crucial for action coordination of cooperating agents, joint
attention concerns the alignment of attention to a target as a conse-
quence of attending to each other’s attentional states. We describe a for-
mal model which specifies the conditions and cognitive processes leading
to the establishment of joint attention. This model provides a theoret-
ical framework for cooperative interaction with a virtual human and is
specified in an extended belief-desire-intention modal logic.

Keywords: cooperative agents, attention, alignment, BDI, modal logic.

1 Introduction

A foundational skill in human social interaction, joint attention is receiving in-
creased interest in human-agent interaction. Attention has been characterized
as an increased awareness [1] and intentionally directed perception [2] and is
judged to be crucial for goal-directed behavior. Joint attention can be defined
as simultaneously allocating attention to a target as a consequence of attending
to each other’s attentional states [3]. In contrast to joint perception (the state
in which interactants are just perceiving the same object without further con-
straints concerning their mental states), the intentional aspect of joint attention
has been stressed, in that interlocutors have to deliberatively focus on the same
target while being mutually aware of sharing their focus of attention [2] [4].

The computational modeling of joint attention mechanisms or prerequisites
thereof, such as perceptional attention focus, convincing gaze behavior, gaze
following skills, has been addressed in cognitive robotics, e.g. [3] [5], and research
on virtual humans and embodied conversational agents, e.g. [6] [7]. However,
aspects of intentionality and explicit representation of the other’s mental state
are not accounted for in these approaches altogether.

In this paper, we address the cognitive challenges of joint attention in action
coordination of cooperating agents [8]. According to Pickering and Garrod [9]
successful communication is based on joint processes, called alignment, which
realize action coordination between interlocutors without an explicit exchange
of information states. In previous work we have argued [10] that one central con-
dition of such alignment processes consists of joint attention and that activation
of a dynamic working memory and a partner model are crucial constituents.
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We investigate joint attention in a cooperative interaction scenario with the
virtual human Max, where the human interlocutor meets the agent face-to-face
in 3D virtual reality. The human’s body and gaze are picked up by infrared
cameras and an eye-tracker [11]; e.g., Max can follow the human’s gaze. The
agent’s mental state is modeled in the BDI (Belief-Desire-Intention) paradigm.
In order to establish joint attention, the interlocutors need to be aware of each
other’s current epistemic activities. The human interlocutor’s focus of attention
is inferred from her overt behaviors, and focused objects are activated as salient
in the agent’s dynamic working memory; for detail cf. [10].

In this paper we describe a formal model which specifies the conditions and
cognitive processes leading to the establishment of joint attention. This model
provides a theoretical framework for a cooperative interaction scenario with the
virtual human Max and the CASEC cognitive architecture introduced in [10]. In
Section 2, we firstly introduce the use of activation values in modal logic and de-
rive a definition of attention in Section 3. In Section 4, a formal definition of joint
attention with regard to the required mental states is presented. In Section 5, we
formally examine the action chain and skills involved bringing about the mental
states requisite for joint attention. Section 6 presents a conclusion.

2 Formal Specification

To establish joint attention an agent must employ coordination mechanisms of
understanding and directing the intentions underlying the interlocutor’s atten-
tional behavior, cf. [10]: The agent needs to (r1) track the attentional behavior
of the other by gaze monitoring and (r2) derive candidate objects the interlocu-
tor may be focusing on. Further, the agent has to (r3) infer whether attentional
direction cues of the interlocutor are uttered intentionally. The agent has to (r4)
react instantly, as simultaneity is crucial in joint attention and in response should
(r5) use an adequate overt behavior which can be observed by its interlocutor.

Important in our approach is a dynamic working memory, which is inspired
by Oberauer [12] who conceptualizes working memory in three successive levels
characterized by increased accessibility for cognitive processes: (1) The activated
part of long-term memory pre-selecting information over brief periods of time; (2)
the region of direct access keeping a limited number of representational “chunks”
available for ongoing cognitive processes; (3) the focus of attention holding the
particular chunk selected for the immediate cognitive operation to be applied.

2.1 Beliefs

Our CASEC architecture (Cognitive Architecture for a Situated Embodied Co-
operator) [10] adopts the BDI paradigm of rational agents [13] applying modal
logic as a specification language, but additionally integrates a dynamic working
memory. The formalism used to specify goals and beliefs builds on the possible
worlds approach. We use a (doxastic) modal logic KD45 for modeling beliefs.
In accordance with [13], we use the three modal connectives BEL, GOAL, and
INTEND as atomic modalities.
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Definition 1. Any first-order formula is a state formula. If ϕ1 and ϕ2 are state
formulae then also ¬ϕ1 and ϕ1∨ϕ2. If ϕ is a formula then BEL(ϕ), GOAL(ϕ),
and INTEND(ϕ) are state formulae [13]. If i is an agent, then (BELi ϕ) is an
abbreviation denoting that agent i believes formula ϕ [14].

Hereafter “formula” is to mean “state formula”. To account for the dynamics
of agent i’s beliefs, we extend the formalism to include activation values (for
further motivation cf. Section 3).

Definition 2. If (BELi ϕ) is a formula, then also (BELi ϕ a), a ∈ �+ is a
formula. Acti(BELi ϕ a) = a returns the formula’s current activation value a.

Also terms are extended to contain an activation value:

Definition 3. For a given formula ϕ with n terms, let t set(ϕ) denote the set
of terms of ϕ, t set(ϕ) := {ei|ei term of ϕ, i = 1, ..., n}. Each term ei with term
value ‖ei‖ is augmented by an activation value a. Therefore we define ê to consist
of: ê := (‖e‖, a), a ∈ �+. The function Acti(ê) = a returns the term’s current
activation value.

Activiation values influence the beliefs’ accessibility for mental operations. They
are calculated by an ACT-R-like function for modelling recency effects and decay.
Additionally, automatic activation impulses of different origins with own decay
rates are included to model the overall saliency of a belief.

The activation value of a formula ϕ consists of the average of the contained
terms’ activations, #ei denoting the number of terms (i=1,...,n):

Acti(ϕ) =
∑ Acti(êi)

#ei
, ei ∈ t set(ϕ) (1)

The set of current beliefs is defined as follows:

Definition 4. Let Beliefsi denote the entire set of agent i’s beliefs. Then we
define curBelsi := {bk|bk ∈ Beliefsi ∧ Acti(bk) > θBELacti, k = 1, ..., n}.

θBELacti represents a threshold which is dynamically tuned so that only a lim-
ited number of items reside in the set of curBelsi modeling the region of direct
access of Oberauer’s working memory model (see Section 1). Figure 1 illustrates
the extension of the classical set of beliefs to a dynamic model including acti-
vation values. Activation values can be seen as adding an additional dimension
which allows for filtering mechanisms. Thus we model “increased awareness” by
use of activation values for aligning a candidate set of mental operations to the
current context as well as to the interaction partner.

In addition to the modal connectives introduced above, we follow [15] in
adding HAPPENS and DONE to the atomic modalities. If α is an action then
(HAPPENS α) states that action α will happen next and (DONE α) means
that action α has happened. These basic temporal operators are augmented by
the operator “;” responsible for describing event sequences e.g. (α; β) denotes
that first action α and then action β is executed. Additionally, <> denotes the
modal operator possibly and [ ] the modal operator always [14].
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Fig. 1. Extending beliefs to dynamic beliefs with activation values

2.2 Goals - Intentions - Plans

Like [16] we see intentions as not reducible to beliefs and goals but as primitive
modal connectives. However, they can be decomposed as follows (the modal
operators PLAN, COMMIT are not formally introduced here).

Definition 5. An intention is decomposed into the respective goal, the adopted
plan and the commitment to use this plan as a means to achieve the goal:

(INTENDi ϕ) ::= (GOALi ϕ) ∧ (PLANi ϕ)
∧ (COMMITi((GOALi ϕ), (PLANi ϕ)))

Whereas commitment is not directly relevant for the focus of attention, the
parameters of the goal and the plan formulae directly apply to it. To cover the
object related aspects of the formulae the function t set (see Def. 3) is applied.

Definition 6. The termsets of the modal connectives dissolve to the termset of
the respective formula involved: t set(GOALi ϕ) := t set(ϕ), t set(PLANi ϕ) :=
t set(ϕ). The termset of an intention derives from the termset of the current goal:
t set(INTENDi ϕ) := t set(CurrentGoali(INTENDi ϕ)).

The CurrentGoal is the highest activated goal of the set of goals associated with
the current intention. This set of goals consists of the intention’s goal specifica-
tion and the subgoals invoked in executing the adopted plan.

3 Defining the Focus of Attention

Like beliefs, also intentions and plans are qualified by activation values. We use
activation values as a measure for saliency, i.e. an object with a higher activation
value is more salient than one with a lower one. Whenever an object gets in
the agent’s gaze focus or is subject to internal processing, activation values are
increased. That is, the set of curBelsi models the region of direct access proposed
by Oberauer [12]. Depending on the processing step a new derived belief, a
chosen intention, or an executed action of a plan corresponds to the focus of
attention. We define the current belief and intention by use of activation values.
The current plan step corresponds to the action of the currently adopted plan,
an acyclic graph of nested goals covering the actions to be executed next:
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Definition 7

curBELi := {bx|bx ∈ curBelsi ∧ ∀b ∈ curBelsi ∧ b �= bx : Acti(bx) > Acti(b)}
curINT i := {nx|nx ∈ Intsi ∧ ∀n ∈ Intsi ∧ n �= nx : Acti(nx) > Acti(n)}

curPLAN STEP i := {actionx|(COMMITi(GOALi ϕ), curPLAN i ϕ)
∧ actionx ∈ Acy graph(curPLAN i ϕ)) ∧ (HAPPENSi actionx)}

As these processes of perception and cognition run concurrently, we conjoin all
three aspects in our concept of focus of attention.

Definition 8

ATTi := {t set(curBELi) ∪ t set(curINT i) ∪ t set(curPLAN STEP i)}

The focus of attention is part of dynamic working memory and is modulated by
the changing beliefs and intentional states of the agent. Figure 2 illustrates the
classical BDI model extended by the incorporation of activation values.

beliefs
propositions goals

goals +
action plans

desires intentions

focus of attention

a
c
ti
v
a
ti
o
n

Fig. 2. BDI and Focus of Attention

4 A Definition of Joint Attention

In accordance with [2] we conceive of joint attention as an intentional process.
Meeting the requirements of Sec. 2, we describe the mental state required for an
agent i to believe in joint attention while focusing conjointly with its interlocutor
j on a certain target ϑ (see Figure 3 for illustration and explanation next page).

Definition 9. (BELi(JOINT ATT i j ϑ)) iff

1. (being aware of other)BELi(ATTj ϑ) ∧ BELi(INTENDj(ATTj ϑ))
2. (ascribing goal) BELi(GOALj(ATTi ϑ ∧ ATTj ϑ))
3. (adopting goal) GOALi(ATTi ϑ ∧ ATTj ϑ)
4. (feedback) BELi(BELj(ATTi j))
5. (focus state) HAPPENS(< T (ϑ) >i ∧ < P (< T (ϑ) >j) >i)

(1) (being aware of other). By representing the explicit belief about the in-
terlocutor’s focus of attention BELi(ATTj ϑ) the agent meets requirement (r1).
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Fig. 3. Joint attention from agent i’s perspective

To meet (r3) the agent additionally needs to infer whether the interlocutor inten-
tionally draws its focus of attention on the object, BELi(INTENDj(ATTj ϑ)).
(2) (ascribing goal). Agent i must believe that agent j has the goal that both
agents draw their attention focus to the target BELi(GOALj(ATTiϑ∧ATTjϑ)).
This belief can be evoked by an initiate-act of agent j e.g. by gaze-alternation.
(3) (adopting goal). The agent then needs to adopt the interlocutor’s goal
GOALi(ATTi ϑ ∧ ATTj ϑ). To meet requirements (r4) and (r5), the agent as a
recipient needs to employ an observable respond-act.
(4) (feedback). But for mutual belief, an additional respond-act is required
from the initiator j so that agent i comes to believe BELi(BELj(ATTi j)).
(5) (focus state). When agent i draws its focus of attention on the target
(< T (ϑ) >i) while perceiving that its interlocutor also focuses on the target
(< P (< T (ϑ) >j) >i), then from agent i’s perspective a joint attention state has
been established. For definition of T (test-if ) and P (perceive-that) see Sec. 5.

5 Grounding Modal Connectives in a Logic of Action

After defining the mental state required for joint attention, we need to specify
the epistemic actions that lead to the respective beliefs and goals. To this end,
a logic of action is required. Like [14] we adopt standard propositional dynamic
logic. In this logic, epistemic actions of perceptual kind are applicable to all
formulae (propositions and actions) but do not allow direct perception of mental
states. However an agent can perceive overt actions of its interlocutor as well as
propositions of objects. We adopt the definition of two epistemic actions of [14]:

– Perceive-that : Action of perceiving some ϑ in the external world.
< P (ϑ) >j ϕ (always ϕ is true after agent j has perceived ϑ)

– Test-if : (precursor of Perceive-that) Test-if actions observable and testable
from other agents as they are expected to have an observable counterpart.

By default we assume that, whenever an agent perceives something, it believes
what it has perceived: [P (ϑ)]i → (BELiϑ). As time constraints and coordination
are crucial in joint attention, a representation of time is needed.
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Definition 10. For α being an action expression, Begin(α) := time tbegin at
which execution of α starts, End(α) := time tend at which execution of α ends.
The duration resolves to Dur(α) := End(α)−Begin(α). We write (α)j[tbegin ,tend]
to describe the points in time of agent j’s action α beginning and ending.

Test-action. While an agent’s test-if actions are observable [14], additional in-
formation is required to resolve the target. We use the dynamic working memory
as a source of background information marking relevant objects and a partner
model to account for the interlocutor’s perspective. The candidate set of target
objects are the objects in the interlocutor’s line of gaze. Incorporating activation
values in the reference resolution allows a fast and easy adjustment of the can-
didate set (meeting requirement (r2)). If the agent perceives the interlocutor’s
behavior as a test-action and is able to resolve a candidate object, the agent
infers that the interlocutor’s focus of attention must reside on that object.

< P (< T (ϕ) >j) >i → (BELi(ATTj ϕ)) (2)

Beliefs about the interlocutor’s focus of attention are updated dynamically, lead-
ing to new beliefs or increasing a belief’s activation respectively. If the interlocu-
tor focuses several times on an object (or for a long duration) the agent interprets
this as the attention focus being intentionally drawn upon the target (cp. [10]):

< P (< T (ϕ) >j) >i; < P (< T (ϕ) >j) >i→ (BELi(INTENDj(ATTj ϕ)))(3)

Initiate-actions. One way to perform an initiate-act consists of gaze alterna-
tion. An object has to be the focus of attention for several times with additional
short glances addressing the interlocutor inbetween (triadic relation).

< P (< T (ϕ) >j) >i ; < P (< T (i) >j) >i ; < P (< T (ϕ) >j) >i ;
< P (< T (i) >j) >i → (BELi(GOALj(ATTi ϕ)) ∧ (ATTj ϕ)) (4)

Respond-actions. Respond-actions play a crucial role to backup the actions
the agents have sought to perform. They can consist of smiling at, focussing on,
and nodding to the interlocutor. The respond-actions can be applied to establish
mutual understanding between the interlocutors. E.g. after agent i performed a
respond-act, it checks whether agent j has noticed its response:

(DONE(< T (j) >i)[tend] ∧ (HAPPENS < P (< T (i) >j) >i)[tbegin] ∧
(Dur(< T (j) >i ≥ 2s)) ∧ ((tbegin − tend) ≤ 5s) → BELi(BELj(ATTi j)) (5)

(Heuristics: Empirical research, not quoted here, has shown that the recipient’s
response to an agent initiating joint attention needs to take place in a 5s time
frame, with a signal duration of more than 2s.)

6 Conclusion

We presented work on equipping a cooperative agent with capabilities of joint
attention. To this end, a formal definition of joint attention has been introduced.
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The required initiate- and respond-acts have been specified and grounded in a
logic of action. The formalizations provide a precise means as to which require-
ments need to be met and which inferences need to be drawn to establish joint
attention by aligning the mental states of cooperating agents. Implemented in
the CASEC cognitive architecture [10] for our virtual human Max, they form
the basis for the study of joint attention in a cooperative interaction scenario.
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Abstract. Selfish agents in a multiagent system often behave subopti-
mal because they only intend to maximize their own profit. Therefore a
dilemma occurs between the local optimum and the global optimum (i.e.
optimizing the social welfare). We deal with a decision process based on
multiple criteria to determine with whom to cooperate. We propose an
imitation-based algorithm working locally on the agents and producing
high levels of global cooperation. Without global knowledge the social
welfare is maximized with the help of local decisions. These decisions are
influenced by different meme values which are transmitted through the
population.

1 Introduction

Cooperation can be found in groups of humans or companies in a firm network.
In both scenarios this cooperation leads to higher benefit for the whole group
and to higher benefit for the individuals. Mostly, the group members have a
common goal but different motivations to join them [9] or to stay in them [2].
Companies build networks to achieve their goals [8] and moreover good supply
chains are helpful to produce qualitative products [11]. Reciprocal behavior is
one of the characteristics of such networks [12]. Another aspect is altruism which
is a kind of help without being payed for [1], although the help could produce
costs [7,13]. The decision to cooperate or not is often based on different criteria
like kin selection or subjective criteria such as social cues.

Cooperation is also needed in multiagent systems where the agents have a
common goal. We want to model the cooperation determination with the help of
memes each influencing some criterium. If all criteria are fulfilled, the agent will
cooperate with an agent asking for help. We will see that our local algorithm
leads to high cooperation rates with the help of imitation-based learning.

We model a multiagent system with agents having local knowledge and being
assigned jobs to fulfill. These jobs require cooperation in most cases because the
agents only have a limited set of skills which only allows them to complete a
small fraction of all possible jobs. In our model cooperation will produce costs
for agents who help others. But completing a job leads to a reward for the agent
to which the job was assigned. Therefore we have a dilemma that the local best
strategy leads not to the global optimum of optimizing the social welfare.

B. Mertsching, M. Hund, and Z. Aziz (Eds.): KI 2009, LNAI 5803, pp. 548–555, 2009.
c© Springer-Verlag Berlin Heidelberg 2009



Towards Determining Cooperation Based on Multiple Criteria 549

Richard Dawkins firstly introduced the term meme in his book “The Self-
ish Gene” [3], which deals with cultural evolution. Since then many articles
concerning learning with different kinds of memes and similar approaches have
been published. A meme is a particular thought or idea which transfers itself
from individual to individual. During this process a meme could be changed or
mutated. Therefore, Dawkins used the term meme as an analogy to gene.

In [10] there is an approach of combat learning through imitation. Simple
rules are broadcasted to other agents in the population. Based on a utility value
new rules replace old rules in a rule set. In addition these rules are slightly
changed through mutation. This imitation-based learning approach outperforms
a previously used evolutionary algorithm.

In [5] and [4] David Hales experiments with agents equipped with one skill
out of a specific skill set. Agents are given resources which they could harvest
only, if the required skill of the resource matches their own skill. Otherwise the
agent could pass the resource to another agent. The agents also have a so called
tag τ ∈ [0, 1] and a threshold 0 ≤ T ≤ 1. An agent D could only give a resource
to another agent R if |τD − τR| ≤ TD holds. Harvesting resources is rewarded
with a payoff of 1 and searching for another agent is rewarded with a negative
payoff where the height depends on the searching method. Hales’ approach uses
an evolutionary algorithm with tournament selection and slightly mutation. The
results show high donation rates for good searching methods.

In [6] Hales presents a protocol for a decentralized peer-to-peer system called
SLAC (“Selfish Link and Behavior Adaptation to produce Cooperation”). There,
agents have simple skills and are awarded jobs. Each job requires a single skill,
only. If the agent does not provide the required skill, it asks an agent from its
neighborhood to complete the job. A boolean flag indicates whether or not an
agent behaves altruistically. Altruists have to cooperate, if another agent asks for
it. Completed jobs are rewarded with benefit of 1 and cooperation produces costs
of 0.25. Agents are allowed to exchange jobs within their neighborhoods, which
are modeled as a subset of the population. During the simulation agents are
pairwise compared and the agent with lower utility value in a simulation round
is changed. This means, that the neighborhood is totally destroyed and the agent
creates a link to the better performing agent and copies its neighborhood and
strategy (altruist or not). With some probabilities the agent also mutates its skill,
the altruism flag and the neighborhood after this step. These drastic changes in
the network structure lead to good results concerning the job completing rate.

The next section provides a formal description of our basic model while
Sec. 3 will describe the considered scenario. Section 4 shows some experiments
and discusses their results. The last section will draw a conclusion and ends with
the presentation of an outlook to future work.

2 The Model

In this section we want to describe our basic model. To allow different granu-
larities of jobs we model a job j ∈ J as a finite set of tasks j = {t1, t2, . . . , tn}
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with ti ∈ T , tmin ≤ n ≤ tmax. J denotes the set of jobs and T a finite set of
tasks in the system. A task t = (st, pt) is a pair of a required skill st ∈ S and
a specific payoff pt ∈ R+

0 , where S is a finite set of possible skills. A task could
only be handled by an agent a, if a offers the required skill in its skill set Sa.

The agents are assigned to different jobs, which should be fulfilled. To finish
a job, each task has to be completed. Therefore an agent has to search for
cooperation partners in its neighborhood, if it does not incorporate all required
skills. The neighborhood Na of agent a is a subset of the population which
is defined as a symmetric relation. All agents share a finite set of memes M,
with |M| = m. A meme represents an opinion or idea like “I like wearing a hat”.
Each agent a has a m-dimensional vector Va ∈ [0, 1]m which assigns values to the
memes. The values could be interpreted as confidences on the memes’ meanings.
V i

a = 1 means that agent a agrees with meme i and V i
a = 0 means that the

agent disagrees. To model different degrees of willingness to cooperate an agent
a owns a threshold vector Ta ∈ [0, 1]m, which is the basis for decision making
whether to cooperate or not. An agent a will only cooperate with an agent b if
the inequality

|V i
a − V i

b| ≤ T i
a (1)

holds for every meme i ∈ {1, 2, . . . , m}. V i is the i-th component of the meme
value vector and T i is the i-th component of the thresholds vector. It follows
that all m inequalities constitute the criteria for cooperation. While the meme
values are observable markers, the thresholds are not visible to others. If the
inequality is met for every meme, we say that a is culturally related to b, de-
noted by cr(a, b) = true, since their meme values are very similar. Note that
the cr-Relation is not symmetric and only computed from the viewpoint of a
specific agent. Cooperation produces payoff dependent costs of cf · pt for a task
t with a cost factor cf ∈ R−

0 . This models that the cooperating agent gives its
computational power and resources to the other agent without being responsible
for the job fulfillment. Since we currently do not consider load balancing and
capacity constraints, an agent could handle an arbitrary number of tasks in a
single step.

3 Scenario Description

In our scenario in each step 10·N jobs are generated and distributed to randomly
chosen agents, N denoting the population size. If an agent is not able to fulfill
all tasks, it searches for cooperation partners. After all jobs were generated and
distributed to the agents an adaptation phase starts which consists of two parts.
Each agent a calculates the elite set Ea of the ε best agents in its neighborhood
depending on their utility values. If the agent is not in this set, it is said to be
unsatisfied and adapts itself by moving its meme value vector into the direction
of the best agent’s vector to be more like it in the first part of this phase. Let
a∗ be the best agent of a’s neighborhood. Then the adjusted meme value vector
of a is calculated via

Vnew
a ← Vold

a + η · (Vold
a∗ − Vold

a ) (2)
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Algorithm 1. Simulation
1: Initialize N agents and their neighborhoods randomly
2: loop
3: Produce 10N jobs and allocate them to randomly chosen agents
4: for all agents a ∈ A do
5: Ea ← ε best agents of Na ∪ {a}
6: if a /∈ Ea then
7: a∗ ← best agent of Na

8: Va ← Va + η · (Va∗ − Va) /* adaptation */
9: with probability PN : replace r unrelated neighbors by r randomly chosen

agents /* social networking */
10: end if
11: end for
12: end loop

where η is an important, exogenous parameter of the simulation, which specifies
the adaptation strength. The idea behind this step is, that the better agent is
believed to be more successful due to better meme values. Therefore the agent
wants to change its values to be more like a∗. As an result the agent a is more
likely to be culturally related to a∗ than before this step.

After this part social networking will follow with a probability of PN as the
second part of the adaptation phase. The agent chooses r agents out of its
neighborhood which are not culturally related and replaces them by r randomly
chosen ones from the population. If there are less than r agents, which are not
culturally related, all of them are replaced. By replacing them the situation
could not worsen but only improve for the agent. This is due to the fact that all
agents, which are not culturally related to this agent are replaced by randomly
chosen ones, with a non-zero probability of selecting culturally related agents.
Note that only culturally related agents will help this agent, as stated above.
The described approach is summarized in Algorithm 1.

4 Experiments and Results

In this section we describe some experiments and their results. We simulated 1000
agents over 200 generations with an initial neighborhood size of 20. Because of
the social networking phase the neighborhoods could grow but we fixed them
to a maximum size of 30. The growth of neighborhoods is due to the fact a
chosen agent is not allowed to reject the new interaction link. Each agent was
equipped with only one skill (i.e. |Sa| = 1) and the whole skill set S contained
five elements. We set the number of memes to m = 2. To ease the analysis of
the results we fixed the number of tasks per job such that every job contains
exactly three tasks (tmin = tmax = 3). The payoff for all tasks t ∈ T was set to
pt = 1. The probability for executing the social networking step was set to 0.01.
These parameters were derived from previously hand-made experiments. Given
the jobs containing three tasks and agents only have a single skill out of a set
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of five skills, it is easy to see that the probability of completing a job without
cooperation is only 0.008. This means that high percentages of completed jobs
necessarily imply high cooperation.

In this paper we want to examine the influence of the cost factor cf ∈
{0.0,−0.25,−0.5,−0.75,−1.0} for the cooperation, the adaptation factor η ∈
{0.0, 0.1, 0.3, 0.5, 0.7, 0.9, 1.0}, the elite set size ε ∈ {2, 4, 6, 8} and the number of
replaceable agents r ∈ {1, 2, 3, 4}. Based on a base set of parameter values we
compare the algorithm’s behavior for these varying parameters. The base setup
is the set of underlined values. We expect that higher cooperation costs lead
to lower levels of cooperation and thus to lower percentages of completed jobs.
Since the jobs contain exactly three tasks, each with a payoff of 1, completed
jobs are rewarded with 3 units of utility. η = 0.0 means that the meme value
vector is not changed at all and η = 1.0 would mean copying the meme value
vector of the best agent of the neighborhood. Both are extreme values for the
adaptation step. The third examined parameter is the size of the elite set to
calculate whether the agent is satisfied with the situation or not. The greater
the elite set of the agent the lower the probability that the agent is not satisfied
and intends to adapt. The probability of being unsatisfied is maximal for ε = 2
since only one other agent is allowed to have a higher utility value.

Figure 1 shows the results of all four simulation sets. The results are mean
values of 30 individual runs all with different random seeds. The left hand side
shows the percentage of completed jobs and the right hand side the percentage
of jobs that could not be fulfilled because of missing culturally related agents.
Note that in those cases the required skill was available.

As we can see in Fig. 1a there are two contrary developments. While the
number of completed jobs increases for cf = 0 and cf = −0.25, this rate decreases
for all cf < −0.25. If cooperation is for free than there is high motivation for
cooperation. We observe quite high values (∼ 98%) of completed jobs. Low
costs of about −0.25 lead to 95%. Note that cf = 0.0 is not compatible with our
environmetal constraints, but we wanted to show that cost-free cooperation is not
that better in our approach. With increasing cooperation costs the motivation
for cooperation decreases. Agents who did not help anybody but received a lot
of help have very high utility values and become very attractive for adaptation
to them. Therefore, the meme value vectors of agents with lower utility values
are moved into this direction which leads to the observed development. Figure
1b shows the percentages of jobs that could not be completed because there were
no culturally related agents in the neighborhood that offer the required skill. As
we see this percentage converges to zero for cf = 0 and cf = −0.25 but always
remains greater or equal 10% for all other settings. From this it follows that for
cf < −0.25 the agents neighborhoods are not able to become highly related.

A main idea of our model is the adaptation step described in Sec. 3. The
strength of this adaptation depends on the parameter η. The results for different
values of this parameter are shown in Fig. 1c. For better readability we omit the
results for η = 0.1 and η = 0.9, because they show same behavior like for η = 0.0
and η = 1.0. The best results are achieved for η = 0.5. In all other experiments
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Fig. 1. Simulation results. The x-axis give the generation number.
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the results are significantly worse. The worst results are obtained for η = 1, which
means that the agents copy the vector of the best agent in their neighborhoods.
The behavior of not adapting (i.e. η = 0) also leads to worse results, though
they are higher than perfect imitation. 0.5 seems to be optimal as the next
closest values, 0.3 and 0.7, lead to the second best and third best results. This
is why we belief that half step sizes are the best choice for this adaptation step.
This assumption is verified in Fig. 1d where only for η = 0.5 the percentages of
unrelated neighbors converges to zero. In all other sets this state is not reached.
Indeed, for η = 1 this value is always slightly higher than 20%. This shows that
too strong adaptation does not lead to highly related neighborhoods.

The results of the variation of the elite set size ε are shown in Fig. 1e. Obvi-
ously the best results are achieved for ε = 4. This seems to be a sufficient size for
the elite set. If it is smaller (i.e. ε = 2) we get the second best results. Large elite
sets lead to more satisfied agents but the percentage of completed jobs is lower.
Only about 70% of all jobs could be completed if ε = 8. In constrast, ε = 4 leads
to percentages of about 95%. This is also reflected by the percentage of missing
culturally related agents. For ε = 2 and ε = 4 this percentage converges to zero
but for higher values we get significantly more neighborhoods where the agents
are not highly related.

Finally, Fig. 1g shows the results for the variations of r which is the number
of unrelated agents to replace in a single social networking step. Note that we
obtain the best results if only one agent is replaced. In all other settings the
percentage of completed jobs is significantly lower. It is particularly noticeable
that r has no influence on the adaptation step because all settings lead to highly
related neighborhoods as Fig. 1h suggests.

All in all we can conclude that our approach leads to very high job completion
rates which indicates the high cooperation between neighbored agents. Perfect
imitation does not perform well which seems to be the result of getting too close
to only a small number of agents. For all other parameters we obtained good
results and observed the influence of these four important parameters.

5 Conclusion and Future Work

In this paper we proposed a novel approach to model culturally relatedness with
the help of meme value and threshold vectors. Without mutation in the culturally
evolution process we obtained very good results concerning the percentage of
completed jobs in a job allocation environment. The jobs consist of three different
tasks whereas each tasks requires a certain skill, leading to a scenario where an
agent can solitarily complete an entire job with a probability of 0.008, only.
We evaluated four parameters of our imitation-based algorithm and found good
parameter values. We showed the importance of the meme vector movement in
the adaptation step for the results. Without imitation and perfect imitation the
system is unable to reach high job completion rates. The parameter η has its
optimum at 0.5 which leads to the conclusion that for half step towards the best
agent the adaptation works best in our approach. For all other parameters the
algorithm was proven to be very robust.
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In future work we will examine the influence of the other parameters to get an
idea of the parameter space and its optima. We also intend to formally analyze
our system to get better insights into the systems behavior. After this we want to
evaluate other adaptation steps, for example only adapting to some of the meme
vector values. Another point of investigation is the application of the approach to
more complex domains like the RoboCup Domain or other comparable domains.
The next steps after this will also effect the model itself. Currently, the model
leaks support for agent capacities, load balancing constraints and boundaries for
parallel processing of tasks. We want to examine different scenarios, where the
job requests are not uniformly and the agents are only allowed to handle a fixed
number of tasks in parallel at once. These different scenarios will help to develop
a better understanding for cooperation determination based on multiple criteria
like the process is known from human societies.
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Abstract. SEASALT (Sharing Experience using an Agent-based Sys-
tem Architecture LayouT) presents an instantiation of the Collaborating
Multi-Expert Systems (CoMES) approach [1]. It offers an application-
independent architecture that features knowledge acquisition from a
web-community, knowledge modularization, and agent-based knowledge
maintenance. The paper introduces an application domain which ap-
plies SEASALT and describes each part of the novel architecture for
extracting, analyzing, sharing and providing community experiences in
an individualized way.

1 Introduction

The development and expansion of Web 2.0 applications in the last years has
resulted in the fact that formalized and structured documents have been largely
replaced by individually structured and designed documents and experiences.
Instead of using ready-made forms or templates to express their opinions, Web
2.0 participants present their experiences and ideas individually - for example
via blog or forum posts, on mailing lists or in wikis. In order to keep up with
the development towards more sophisticated social software applications, the
techniques and approaches for intelligent information systems have to develop
further as well. Traditional approaches like strictly structured monolithic data
bases or highly specialized Text Mining approaches cannot deal sufficiently with
the wealth of experiences provided in todays Word Wide Web.

In this paper we present a novel architecture for extracting, analyzing, sharing
and providing community experiences. Our architecture is geared to real world
scenarios where certain people are experts in special domains and the knowledge
of more than one expert as well as the composition of a combined solution are
required in order to solve a complex problem.

The core methodology for the realization of SEASALT (Sharing Experience
using an Agent-based System Architecture LayouT), is Case-Based Reasoning
(CBR) [2]. CBR has already been successfully applied in many industrial and
academical applications [3,4]. Moreover, CBR is a technology for reusing expe-
riences [5] and the technologies used within a CBR system can be customized
according to a given domain.
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2 docQuery: An Application Based on SEASALT

Travel medicine is the prevention, management and research of health problems
associated with travel play a major role alongside with individual aspects con-
cerning the health status of the traveler and the desired destination. Therefore,
information about the a traveler’s home region as well as the destination region,
the activities planned and additional conditions have to be considered when giv-
ing medical advice. Travel medicine starts when a person moves from one place
to another by any kind of transportation and ends after returning home healthy.
In case a traveler gets sick after a journey a travel medicine consultation might
also be required.

Nowadays it is easier than ever to travel to different places, experience new
cultures and get to know new people. In preparation for a healthy journey it is
important to get a high quality and reliable answer on travel medicine issues.
Both laymen and experts should get information they need and, in particular,
they understand. For that reason we would like to introduce docQuery - a med-
ical information system for travelers. Whether somebody travels frequently or
occasionally, on business or for leisure, individually or with the whole family,
docQuery should be able to provide individualized knowledge. The docQuery
project focuses on high quality information that can be understood by every-
body and maintained by a number of travel medicine experts, supported by
intelligent methods executed by agents. Furthermore, the various and heteroge-
neous fields require independently organized knowledge sources. In comparison
to traditional approaches that mostly rely on one monolithic knowledge resource,
the docQuery system will adapt to the organization of knowledge given by the
expert. An analysis of the expert’s tasks shows that the information gathered
from different channels (mailing lists, web forums, literature) has to be organized,
analyzed, and synthesized before it can be provided. docQuery concentrates on
a web community in which experts exchange and provide qualified information.
docQuery can be used by inserting the key data on a travelers journey (like
travel period, destination, age(s) of traveler(s), activities, etc.) and the system
will prepare an individual composed information leaflet right away. The traveler
can take the information leaflet to a general practitioner to discuss the planned
journey. The leaflet will contain all the information needed to be prepared and
provide detailed information if they are required. In the event that docQuery
cannot answer the travelers question, the request will be sent to the expert
community who will answer it.

3 The SEASALT Architecture

The SEASALT Architecture provides an application-independent architecture
that features knowledge acquisition from a web-community, knowledge modu-
larization, and agent-based knowledge maintenance. It consists of several com-
ponents which will be presented in the following sections, ordered by their role
within general information management, and exemplified using the docQuery
project.
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Fig. 1. The SEASALT architecture, the individual components are grouped into layers
according to their function in knowledge management

3.1 Knowledge Sources

An interdisciplinary application domain such as travel medicine needs to draw
information from numerous knowledge sources in order to keep up to date. Be-
yond traditional knowledge sources such as data bases and static web pages the
main focus of SEASALT are Web 2.0 platforms. The SEASALT architecture is
especially suited for the acquisition, handling and provision of experiential knowl-
edge as it is provided by communities of practice and represented within Web
2.0 platforms [5]. Within our implementation of SEASALT we used a web forum
software that was enhanced with agents for several different purposes. We chose
a forum since it’s a broadly established WWW communication medium and pro-
vides a low entry barrier even to only occasional WWW users. Additionally its



The SEASALT Architecture 559

contents can be easily accessed using the underlying data base. The forum itself
serves as a communication and collaboration platform to the travel medicine
community, which consists of professionals such as scientists and physicians who
specialize in travel medicine and local experts from the health sector and private
persons such as frequent travelers and globetrotters. The community uses the
platform for sharing experiences, asking questions and doing general network-
ing. The forum is enhanced with agents that offer content-based services such as
the identification of experts, similar discussion topics, etc. and communicate by
posting relevant links directly into the respective threads such as in [6].

The community platform is monitored by a second type of agents, the so called
Collector Agents. These agents are individually assigned to a specific Topic Agent
(see 3.2), their task is to collect all contributions that are relevant with regard to
their assigned Topic Agent’s topic. The Collector Agents pass these contributions
on to the Knowledge Engineer and can in return receive feedback on the delivered
contribution’s relevance. Our Collector Agents currently use the information
extraction tool TextMarker [7] to judge the relevance of a contribution. The
Knowledge Engineer reviews each Collector Agent’s collected contributions and
implements his or her feedback by directly adjusting the agents’ rule base.

The SEASALT architecture is also able to include external knowledge sources
by equipping individual Collector Agents with data base or web service protocols
or HTML crawling capabilities. This allows the inclusion of additional knowledge
sources such as the web pages of the Department of Foreign Affairs or the WHO.

3.2 Knowledge Formalization

In order for the collected knowledge to be easily usable within the Knowledge
Line (see 3.3) the collected contributions have to be formalized from their tex-
tual representation into a more modular, structured representation. This task is
mainly carried out by the Knowledge Engineer. In the docQuery project the role
of the Knowledge Engineer is carried out by several human experts, who carry
out the Knowledge Engineer’s tasks together. The Knowledge Engineer is the
link between the community and the Topic Agents. He or she receives posts from
the Collectors that are relevant with regard to one of the fields, represented by
the Topic Agents, and formalizes them for insertion in the Topic Agents’ knowl-
edge bases using the Intelligent Interface. In the future the Knowledge Engineer
will be additionally supported by the Apprentice Agent. The Intelligent Interface
serves as the Knowledge Engineer’s case authoring work bench for formalizing
textual knowledge into structured CBR cases. It has been developed analogous
to [8] and offers a graphical user interface that presents options for searching,
browsing and editing cases and a controlled vocabulary.

The Apprentice Agent is meant to support the Knowledge Engineer in for-
malizing relevant posts for insertion in the Topic Agents’ knowledge bases. It
is trained by the Knowledge Engineer with community posts and their formal-
izations. The apprentice agent is currently being developed using GATE [9] and
RapidMiner [10]. We use a combined classification/extraction approach that first
classifies the contributions with regard to the knowledge available within the
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individual contributions using term-doc-matrix representations of the contribu-
tions and RapidMiner, and then attempts to extract the included entities and
their exact relations using GATE. Considering docQuery’s sensitive medical ap-
plication domain we only use the Apprentice Agent for preprocessing. All its
formalizations will have to be reviewed by the Knowledge Engineer, but we still
expect a significantly reduced workload for the Knowledge engineer(s).

3.3 Knowledge Provision

SEASALT’s knowledge provision is realized using the Knowledge Line approach
[11]. The Knowledge Line’s basic idea is a modularization of knowledge analogous
to the modularization of software in the Product Line approach within software
engineering [12]. Within the SEASALT architecture this knowledge modulariza-
tion happens with regard to individual topics that are represented within the
respective knowledge domain. Within the docQuery application domain travel
medicine we identified the following topics: geography, diseases, pharmaceutics,
constraints caused by chronic illnesses, vacation activities, local health facilities,
and local safety precautions.

These topics are represented by Topic Agents. According to the SEASALT
architecture the Topic Agents can be any kind of information system or service
including CBR systems, databases, web services etc. Within docQuery we used
the empolis Information Access Suite e:IAS [13], an industrial-strength CBR
system, for realizing the individual agents [14]. We additionally extended the
Topic Agents’ CBR systems with Case Factories, which take care of the individ-
ual agents’ case maintenance. The Case Factory approach is presented in more
detail in [15]. Within SEASALT the Case Factory is used as a knowledge main-
tenance mechanism, comprising a number of agents that each carry out a simple
maintenance task on an individual Topic agent’s case base such as adding new
cases, preserving consistency, or generalizing redundant cases [16].

The Topic Agents are orchestrated by a central Coordination Agent. The
Coordination Agent receives a semi-structured natural language query from the
user, analyses it using a rule-based question handler and subsequently queries the
respective Topic Agents using incremental reasoning, that is using one agent’s
output as the next agent’s input. In doing so the Coordination Agent’s course of
queries resembles the approach of a human amateur trying to answer a complex
travel medical question. Confronted, for instance, with the question “Which
safety precaution should I take if I want to go diving in Alor for two weeks
around Easter?” and being no expert on the field an average person would first
consult someone or something in order to find out that Alor is an Indonesian
Island. Reading up on Indonesia the person would then find out that the rain
season in Indonesia ends around Easter and that there is a hightened risk of
Malaria during that time. The person would then look up information on Malaria
and find out that the risk of contracting Malaria can be significantly reduced
using prophylactic drugs. Knowing this he/she would the go on and acquire
information on Malaria preventions and so on and so forth. This approach is
mimicked by the Coordination Agent’s approach. The world knowledge needed in
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order to carry out this incremental reasoning process is represented within the so
called Knowledge Map, which provides formal representations of all Topic Agents
and possible output/input connections encoded in a graph-like structure. The
Coordination Agent’s implementation is described in detail in [11], its theoretic
foundations are described in [17]. Finally the Coordination Agent uses the query
results and prefabricated templates to compose an information leaflet to be given
to the user.

3.4 Knowledge Representation

Since the miscellaneous agents operating on the community platform (see
Section 3.1), the Knowledge Engineer’s tools (see Section 3.2) and the CBR sys-
tems of the individual Topic Agents (see Section 3.3) deal with the same knowl-
edge domain(s), it makes sense to join their underlying knowledge models. This
does not only greatly facilitate knowledge model maintenance but also allows
for an easier interoperability between the individual components. SEASALT’s
knowledge representation includes rules, vocabulary, ontologies, and taxonomies,
some of which were handmade for the purpose of the docQuery project, some
are external, such as for instance WordNet (http://wordnet.princeton.edu/)
or ICD10 (http://www.who.int/classifications/icd/en/).

3.5 Individualised Knowledge

The user interacts with docQuery via a web-based interface. The web based
interface offers a semi-structured input in the form of different text fields used
for entering information on the destination, the traveler, the time of travel and
so on. The docQuery system provides individualized knowledge to its users by
generating information leaflets as PDFs that only include information which is
relevant to the respective user and its journey and can be used by the traveler
to consult a physician for final advice and prescriptions.

4 Evaluation

A comparative evaluation of the SEASALT architecture in general is difficult,
since the tasks within the docQuery project were executed manually until we
started to introduce the system. Also we think that a purely local evaluation with
regard to performance and runtime would be of little value to fellow researchers.
Because of this we chose to do a practical evaluation within our first application
domain travel medicine. The domain required a modularization of knowledge
sources because the practitioners do not only use medical knowledge, but also
need for instance regional and political information. This requirement is met by
the concept of the Knowledge Line, because the Topic Agents represent an ex-
pert and their collaboration the composition of information leaflets. Especially
the regional and political information have to be up-to-date and therefore we are
able to extract knowledge about such topics from web communities and provide

http://wordnet.princeton.edu/
http://www.who.int/classifications/icd/en/
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them within docQuery. The developed knowledge acquisition process optimizes
the time until this information is available. Our application partner’s current best
practice is the manual assembling of information leaflets, mostly copy-pasting
recurrent texts (like general information and warnings) from prepared templates
and external sources. The application partner has been compiling these informa-
tion leaflets for several years and has in the meantime optimized the process as
far as possible. Using this approach a trained medical practitioner needs about
an hour to create a complete leaflet. First tests have shown that the docQuery
system offers a significant time saving and takes a lot of repetitive tasks from the
medical practitioner. Even when counterchecking every generated leaflet and, if
necessary, adding corrections or additional information the process of composi-
tion of information leaflets is significantly accelerated using docQuery.

5 Summary and Outlook

In this paper we presented the SEASALT architecture and described and ex-
emplified its individual components using SEASALT’s first instantiation, the
docQuery project. The SEASALT architecture offers several features, namely
knowledge acquisition from web 2.0 communities, modularized knowledge stor-
age and processing and agent-based knowledge maintenance. SEASALT’s first
application within the docQuery project yielded very satisfactory results, how-
ever in order to further develop the architecture we are planning to improve it in
several areas. One of these are the Collector Agents working on the community
platform, which we plan to advance from a rule-based approach to a classification
method that is able to learn from feedback, such as for instance CBR, so more
workload is taken off the Knowledge Engineer. Also to this end more work will
go into the Apprentice Agent, which is currently being developed. Another area
of research that we currently look into are trust and provenance of information.
SEASALT incorporates information from a large number of sources and we are
currently looking into methods for making the source of the individual pieces
of information more transparent to docQuery’s users and thus improve the sys-
tem’s acceptance and trustworthiness. Finally we are planning to also apply the
architecture in other application scenarios in order to further develop it and also
ensure its general applicability in different application scenarios.
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R., Wess, S. (eds.) Developing Industrial Case-Based Reasoning Applications, 2nd
edn. LNCS (LNAI), vol. 1612, pp. 35–70. Springer, Heidelberg (2003)

4. Bergmann, R., Althoff, K.D., Minor, M., Reichle, M., Bach, K.: Case-based reason-
ing - introduction and recent developments. Künstliche Intelligenz: Special Issue
on Case-Based Reasoning 23(1), 5–11 (2009)

5. Plaza, E.: Semantics and experience in the future web. In: Althoff, K.-D.,
Bergmann, R., Minor, M., Hanft, A. (eds.) ECCBR 2008. LNCS (LNAI), vol. 5239,
pp. 44–58. Springer, Heidelberg (2008)

6. Feng, D., Shaw, E., Kim, J., Hovy, E.: An intelligent discussion-bot for answering
student queries in threaded discussions. In: IUI 2006: Proc. of the 11th Intl. Con-
ference on Intelligent user interfaces, pp. 171–177. ACM Press, New York (2006)
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Abstract. This paper presents our knowledge-intensive Case-Based
Reasoning platform for diagnosis, COBRA. It integrates domain knowl-
edge along with cases in an ontological structure. COBRA allows users
to describe cases using any concept or instance of a domain ontology,
which leads to a heterogeneous case base. Cases heterogeneity compli-
cates their retrieval since correspondences must be identified between
query and case attributes. We present in this paper our system archi-
tecture and the case retrieval phase. Then, we introduce the notions of
similarity regions and attributes’ roles used to overcome cases hetero-
geneity problems.

Keywords: Case-based reasoning, Ontology, Heterogeneous case base,
Similarity measures, Similarity regions.

1 Introduction

In industrial sites concerned by the SEVESO directive, risks exist due to the pres-
ence of hazardous substances and processes. To reduce such risks, safety barriers
are set up depending on the type of process and on the hazardous situation to
control as well as on the local environmental conditions. However, barriers may
not work properly, and thus hazards may arise. In such a case, industrial experts
intervene to diagnose the barriers failure basing mostly on past failure experi-
ences occurred in similar situations. The hypothesis of experts here is that “if a
barrier did not work correctly in a past similar situation, it is strongly probable
that it does not work, in the current situation, for similar reasons”. To simulate
the experts’ activity, we use a Case-Based Reasoning (CBR) approach [1]. CBR
is a problem-solving approach used to solve a new problem (target case) by re-
membering a previous similar situation (source case) and by reusing information
and knowledge of that situation [2]. In the diagnosis activity, when no obvious
cause of failure is found, experts may realize that more information is needed
to find the right cause of failure. This led us to apply a conversational CBR
approach where cases are enriched as experts advance in the diagnosis.

The system was first applied to the diagnosis of the failure of gas sensors
installed in industrial plants. Such sensors are intended to detect certain gases
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so that if there is a leak somewhere in the site, a safety action can be undertaken.
In this context, a case represents a diagnosis of the failure of a gas sensor in a
given industrial environment.

In this paper, we introduce our platform COBRA (Conversational Ontology-
based CBR for Risk Analysis), an ontology-based CBR platform. It allows to
capitalize and reuse past failure experiences based on ontological models describ-
ing the domain and case structures. One of the interesting features of COBRA
is that it allows a dynamic representation of cases; i.e., users can define their
cases’ attributes at run time, which leads to a heterogeneous case base. However,
this heterogeneity complicates the case retrieval phase. We describe in this paper
the case retrieval phase as well as the similarity measures used. In addition, we
present our approach to overcome the cases heterogeneity problems.

2 Related Work

The integration of general domain knowledge into knowledge-intensive CBR sys-
tems was an important aspect in several projects. In the creek architecture [3],
we find a strong coupling between case-based and generalization-based knowl-
edge. Thus, cases are submerged within a general domain model represented as
a densely linked semantic network. Fuchs & Mille proposed a CBR modeling
at the knowledge level [4]. They distinguished four knowledge models: 1) the
conceptual model containing the concepts used to describe the domain ontology
regardless of the reasoning process; 2) the case model that separates the case
into three parts: problem, solution, and reasoning trace; 3) the models describ-
ing the reasoning tasks; 4) and the reasoning support models. Dı̀az-Agudo &
Gonzàlez-Calero [5] proposed a domain-independent architecture that helps in
the integration of ontologies into CBR applications. Their approach is to build
integrated systems that combine case specific knowledge with models of general
domain knowledge. So, they presented CBROnto [6], a task/method ontology
that provides the vocabulary for describing the elements involved in the CBR
processes, and that allows to integrate different domain ontologies. CBROnto
was reused later by jcolibri, a powerful object-oriented framework for building
CBR systems [7]. It splits the case base management into two concerns: persis-
tence and in-memory organization, which allows different storage mediums of
cases (text/xml files, ontology, etc.) accessed via specific connectors. However,
jcolibri does not allow the treatment of dynamic and heterogeneous case bases.
In this work, we decided to keep the interesting aspects of jcolibri, and to add
our own layer that allows to work with heterogeneous case bases.

3 COBRA Architecture

Several CBR architectures have been presented in the literature [2,8]. Inspired
by these architectures, COBRA architecture is composed of two main layers [9]:

– Processes layer: it contains the off-line process, case authoring, along with the
reasoning processes: Elaborate, Retrieve, Diagnose, Enrich, Revise,
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and Retain. In the “diagnose” phase, the system tries to identify failure
causes from the retrieved similar cases. If no cause is found, or even if the
diagnosis proposed by the system was not validated by the user, the system
asks the user to “enrich” his case description, and thus new similar cases can
be retrieved. This cycle is repeated until a relevant diagnosis is proposed by
the system, or no solution is found.

– Knowledge containers layer: it contains three main containers: vocabulary,
case base, and similarity measures. In knowledge-intensive CBR systems,
ontologies play an important role in representing these containers. They can
be used as the vocabulary to describe cases and/or queries, as a knowledge
structure where the cases are located, and as the knowledge source to achieve
semantic reasoning methods for similarity assessment [7]. The vocabulary
and the case base rely on two knowledge models, the domain and case models
respectively.

3.1 Domain Model

This model represents the knowledge about safety barriers, our current domain of
application, in an ontological structure. Following the classification proposed by
Oberle [10], we have developed two types of ontologies : a core ontology that con-
tains generic concepts about industrial safety such as Equipment, Dangerous

phenomenon, Safety barrier, Effect, etc. A domain ontology describing
the domain of safety barriers, in particular gas sensors. Its concepts are special-
izations of other concepts of the core ontology, and contains concepts such as:
Gas sensor, Safety function, Environmental condition, etc. Ontologies
are represented in OWL Lite and have been developed by several experts of the
ineris, the French national expertise institute on industrial safety, with the help
of an ontology expert [11].

3.2 Case Model

A case in our system represents a diagnosis experience, and thus consists of
three main parts: a description part describing the context of the experience,
a failure mode part describing the type of failure, and a cause part describing
the different possible causes of this failure. A case in general is described by a
pair (problem, solution). Accordingly, the description and failure mode parts of
our model correspond to the problem part, and the cause part corresponds to
the solution part. Inspired by the approach of jcolibri, in order to enhance the
communication between the case base and the domain model, the case model is
represented within an ontology that integrates the domain model. This ontology
contains the main following concepts (Figure 1): 1) cbr-case that subsumes the
various case types that may exist in the system; 2) cbr-description that sub-
sumes the case main parts, failure mode and cause; and 3) cbr-index allowing
to integrate the domain model concepts used to describe cases.

Cases are thus represented by instances of the ontology and can have two
types of attributes: Simple attributes corresponding to data-type properties of
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Fig. 1. Case model

the ontology, and Complex attributes corresponding to instances of the ontology
that have, in turn, their own simple properties. In the case authoring phase,
we realized that cases do not share always the same attributes. Thanks to the
developed platform, experts were allowed to use any concept from the domain
model to describe their cases [9]. This led to a heterogeneous case base, which
complicated the case retrieval phase.

4 Case Retrieval

In this phase, similarity measures are employed to retrieve similar cases for a user
query. Generally, with object-oriented case structures, similarity measures follow
the “local-global principle” [12,13]. This principle is followed in our work since
cases are represented by instances of the ontology. The similarity computation
of two ontology concepts can be divided into two components [12,7]: a concept-
based similarity that depends on the location of concepts in the ontology, and a
slot-based similarity that depends on the fillers of the common attributes between
the compared objects.

4.1 Weighted Similarity Measures

Sometimes, query attributes may not have the same importance (weight) in the
similarity computation. In this work, weights can be assigned to simple attributes
(ignore or exact), and/or to complex attributes (in the interval [0, 1]).

Let Q = {qi : 1 ≤ i ≤ n, n ∈ N∗} be the user query, where qi is a simple or
a complex attribute, and let Ω = {Cj : 1 ≤ j ≤ k, k ∈ N∗} be the case base,
where Cj = {cjl : 1 ≤ l ≤ mj , mj ∈ N∗}. The concept-based similarity measure,
simcpt, is defined as follows: For each complex attribute, q ∈ Q and c ∈ C,

simcpt(q, c) = wq ∗
2 ∗ prof(LCS(q, c))
prof(q) + prof(c)

(1)

where wq is the weight assigned to q, prof is the depth of a concept (or an
instance) in the ontology hierarchy, and LCS is the Least Common Subsumer
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concept of two instances. In a special case, when q and c represent the same
instance in the ontology, we have: prof(LCS(q, c)) = prof(q).

The slot-based similarity measure, simslt is defined as follows:

simslt(q, c) =
∑

s∈CS sim(q.s, c.s)
|CS| (2)

where CS is the set of common simple attributes of q and c, |CS| is the set cardi-
nality, q.s (or c.s) represents the simple attribute s of q (or c), and sim(q.s, c.s)
is the similarity measure between the two simple attributes. For the moment,
we consider only the first two weights (ignore, exact), and thus sim(q.s, c.s)
can be defined as:

sim(q.s, c.s) =
{

1 if (wq.s = exact) ∧ (vq.s = vc.s)
0 otherwise

where wq.s is the weight of the simple attribute q.s, and vq.s is its value.
Now, it is time to define the global similarity measure of the two complex

attributes, q and c, which is given by the following formula [14]:

sim(q, c) = (1 − α) ∗ simcpt(q, c) + α ∗ simslt(q, c) (3)

where α is an experience parameter (at present, α = 0.4).
To compute the similarity between a case and a given query, each complex

attribute of the query is compared to its corresponding attribute in the case.
In homogeneous case bases, all cases share the same predefined structure, and
thus, corresponding complex attributes are already identified. On the other side,
heterogeneous case bases contain cases with different structures. Therefore, be-
fore computing the similarity, we need to determine the corresponding complex
attributes.

For each complex attribute q′ ∈ Q, let c′ ∈ Cj be the corresponding complex
attribute in the case Cj ∈ Ω. To determine c′, we considered first that it is the
attribute with which q′ has the maximum similarity in the case Cj :

sim(q′, c′) = max
1≤l≤mj

(sim(q′, cjl)) (4)

However, we realized that this definition of corresponding attribute is not suffi-
cient, and that more conditions must be satisfied. The problem is that c′ may
have a maximum similarity with q′ while, in reality, q′ may have no corresponding
attribute in Cj . The first improvement that we propose is to compare the ob-
tained similarity sim(q′, c′) with the maximum similarity obtained for q′ within
the whole case base. This leads to the following condition:

sim(q′, c′)
max1≤j≤k,1≤l≤mj (sim(q′, cjl))

≥ β (5)

where β is a specific threshold calculated after experimentations (β = 0.6).
This condition led to better results, but it was not however sufficient in special

cases. Thus, we propose to consider the following interesting notions:
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4.2 Similarity Regions

We consider that the similarity measures are not always applicable to each pair
of concepts (or instances) of the ontology. For example, a gas instance must not
be compared at all with an equipment instance. To prevent such comparisons,
we propose to define the notion of similarity regions. A similarity region is a sub-
branch of the ontology hierarchy where concepts and instances are comparable
with each other (Figure 2). The definition of such regions is manual and depends
on the target application. To compute the similarity between a query attribute
and a case attribute, it must be verified first if these two attributes belong to
the same similarity region.

Fig. 2. Example of similarity regions

4.3 Roles of Attributes

For a given query attribute, several corresponding attributes may be found some-
times. Let’s take, for example, the following excerpt of a case description: “At
an industrial site, an infrared sensor was used to detect the methane. Other
gases were present at the site such as the hydrogen. The sensor did not work as
expected, and there was an explosion consequently”. Now, let’s suppose a query
looking for cases where a gas sensor was used to detect the hydrogen. Following
the approach presented till now, we find that the hydrogen of the case is the at-
tribute corresponding to the hydrogen of the query. However, it is not the aimed
result since we look for the hydrogen when it is the gas to be detected, which
means that its actual corresponding attribute must be the methane.

To solve this ambiguity, we propose to describe the role of case attributes that
may give rise to ambiguous situations. For example, the hydrogen of the case is a
gas present at site, and the methane is the gas to be detected. Thus, attributes
that have same roles are identified first. Then, for the other attributes, we follow
the proposed approach (Formulas (4), (5) along with similarity regions).
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5 Results and Conclusion

This work led to the development of COBRA, a domain-independent CBR plat-
form, as a Java application (Figure 3). It is based on jcolibri, but it extends it
with a layer that allows the treatment of dynamic and heterogeneous case bases.
Thanks to the platform architecture, developing a new CBR system is made by
supplying its domain ontology and reconfiguring some xml files. COBRA is used
currently for two parallel objectives: to capitalize knowledge about gas sensor
failures, and to provide support to experts and safety engineers to diagnose fail-
ure causes of gas sensors in industrial conditions. Experts can use any concept
or instance of the domain model to describe their cases, which leads to a hetero-
geneous case base. Cases heterogeneity implicated that corresponding complex
attributes, between a query and other cases, are complicated to identify. In this
paper, we introduced the notions of similarity regions and attributes’ roles to
overcome this problem.

Fig. 3. COBRA platform

To evaluate the proposed approach, cases have been added to the case base.
They correspond to real situations observed in industry or to tests realized in
the Ineris during campaigns for qualification of sensors. These cases allowed
us to do a preliminary validation of the case retrieval phase, which gave very
satisfying results. The validation has been done to show the quality of results
when adopting each of the improvements proposed; i.e., Formula 5, similarity
regions, and attributes’ roles. We have also developed the “diagnose” phase of
the CBR processes (out of the paper’s scope). Then, more complex cases have
to be added to the case base to allow validating our system. This validation will
be done by experts at two levels:

– the first level concerns the CBR architecture: to what end the case structure
and the reasoning processes are close to the real experts’ activity? What
other concepts should be added to the ontology? etc.
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– the second level concerns the quality of diagnosis returned by the system for
some given queries.
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A Computational Approach to Ethology
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Abstract. Behaviour Monitoring and Interpretation is a new field that
developed gradually and inconspicuously over the last decades. With
technological advances made at the sensory level and the introduction
of ubiquitous computing technologies in the nineties this field has been
pushed to a new level. A common methodology of many different re-
search projects and applications can be identified. This methodology is
outlined as a framework in this paper and supported by recent work.
As a result it shows how BMI automates ethology. Moreover, by bring-
ing in sophisticated AI techniques, it shows how BMI replaces a simple
behaviour-interpretation mapping through computational levels between
observed behaviours and their interpretations. This is similar to the way
of how functionalism and cognitive sciences enabled new explanation
models and provided an alternative approach to behaviourism in the
early days of AI. First research results can be finally given which back
up the usefulness of BMI.

1 Introduction

This paper gives an introduction to the field of Behaviour Monitoring and Inter-
pretation, BMI for short. BMI picks up problems investigated by ethologists: On
the one hand, ethology is a branch of knowledge dealing with human character,
with its formation and evolution. On the other hand, ethology is the scientific
and objective study of animal behaviour especially under natural conditions [22].
BMI opens up a new trend in ethology, namely that ethological problems are
tackled by means of a computational methodology. This opens up new chances
and opportunities.

It is the ultimate goal of BMI to make intentions, desires, and goals explicit;
more generally, every kind of information which is implicit in observable phenom-
ena, in particular behaviours of man and beast. While this has been the realm of
ethologists before computers entered the scene, technological advances approach
problems in this field with electronic devices which get ever more accurate and
precise, and even allow the acquired data to be evaluated with a great body of
methods developed in computer science, especially Artificial Intelligence. The
annual BMI workshop is a forum for discussing advances in this field [9,10].

Section 2 gives an overview of a number of applications which pertain to the
BMI field, showing what BMI is about. At the same time, a framework is outlined
according to which BMI applications usually adhere. On this basis, in Section 3, we
are able to argue why it makes sense to introduce the notion of BMI. Conclusions
drawn from these considerations are eventually provided in Section 4.
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2 The BMI Framework

A number of BMI applications are provided as an introduction to this field. A
common framework and typical AI methods employed in this area are identified.

2.1 Example Scenarios

Two initial examples illustrate the objective of BMI. Behaviour patterns of mice
living in a semi-natural environment are investigated by [18]. They compare mo-
tion behaviours of mice who have a genetic predisposition to develop Alzheimer’s
disease with their wild-type conspecifics. Aim of this project is the systematic
support of behavioural observations by humans. For this purpose an RFID sys-
tem is installed in the cage where the mice live in order to capture their positions.
The cage comprises a number of different levels; at the highest level a video mon-
itoring system is installed capturing more precisely the motion behaviours. The
left part of Fig. 1 shows how this research project partitions into different ab-
straction layers with the bottom layer representing the behaviours of interest.
By contrast, the top layer shows the interpretation of the observed behaviours.
All intermediate layers mediate between observation and interpretation.

Another example, which at first sight looks somewhat different, fits into this
very same schema. In [24] motion patterns of pedestrians going shopping are
investigated. First, people are observed without knowing anything about it; for
this purpose a hand-tracking tablet computer with a digital map is used in order
to record the paths of the pedestrians in this map. Second, the people who have
been observed get interviewed in order to let them tell a little bit about them-
selves, their intentions and social background. Finally, they get further tracked,
this time equipped with a Bluetooth Smartphone or a GPS logger for indoor
and outdoor tracking, respectively. The acquired data is analysed by clustering
the obtained trajectories and by using speed histograms. As a result there are

Reality

Observation

Necessary &
Sufficient Data

Property
of Interest

Abstraction level

Mouse Movements

RFID, Scale, Optical Tracking System

Date, Antenna IDs,
Transponder IDs, Weights, Positions

Movements, Directions, Speed, Contacts,
Changing Floors, Duration of Stay at some Level

Semantics Home Range, Dominance Patterns, 
Drinking and Emigration Behaviours

Actual Walking Behaviours

Hand-Tracking with Digital Maps,
Indoor: Bluetooth System; Outdoors: GPS

Coordinates of Smoothed Trajectories

Clustering Techniques, Speed Histograms

Swift, Convenient, Passionate Shopper

BMI level

Object of
observation

Measurement
tools

Representation

Analysis

Interpretation

Fig. 1. Abstraction layers of two BMI scenarios
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basically three types of shoppers identified, namely swift, convenient, and pas-
sionate shoppers. The right part of Fig. 1 summarises this study.

Both studies show the usual sequence of abstraction layers which can be found
in each typical BMI application. The bottom layer represents the reality, and
thus, the object of interest, in our examples, movements of mice and pedestrians.
The second layer is about the observation of the object of interest, here by means
of such techniques as RFID, Bluetooth, or GPS. The acquired data is frequently
preprocessed (e.g. smoothing, detection of outlier) and data representations are
chosen for storing the data in an appropriate structure, at the third layer; here,
for trajectory positions and other positional information, such as RFID antennas
as path landmarks. The fourth layer is about analysing the data, for example in
order to determine the duration of staying at some level in the cage or to cluster
similar trajectories of different pedestrians. Eventually, the top layer represents
the result one is looking for, that is the home range of a mouse or its drinking
behaviour or to tell apart swift shoppers from those who enjoy going shopping.

The conventional approach in ethology looks for a (direct) mapping between
the bottom layer and the top layer. BMI is distinguished by automating this
mapping. Additionally, as opposed to the research direction of behaviourism,
BMI enables an arbitrary complex functionality mediating between observation
and interpretation. For this purpose a multitude of AI techniques is employed,
as we shall learn in the following.

2.2 The Employment of AI Techniques in BMI

From the point of view of AI the upper layers are of most interest. While the
bottom layer just represents the object of interest, the second layer from below
is about measurement tools. Smart Floors show that even this sensory level gets
ever more intelligent [34]. The three top layers are basically about knowledge
representation: while the third layer focuses on representational issues, the fourth
layer is mainly about reasoning, and the top layer again about representations.
The distinction between the third and fifth layers is that the former starts with
representing the raw sensory data while the top layer seeks for an appropriate
representation of the semantics of the observed phenomena. In the following
we shall look at a couple of BMI investigations. We learn that in fact a broad
spectrum of AI techniques is employed.

Since many BMI questions concern the spatial and temporal behaviours of peo-
ple, corresponding representations are discussed by several authors [31,19,11,39]:
[31] model concepts of human motion such as go towards, approach and stop, [19]
model topological and [39] ordinal motion behaviours.These approaches are about
the representation of movements. By contrast [17] consider their interpretation.
Employing formal grammars they map observed behaviours to intentions in such
a way that crossing dependencies of behaviours which do not directly follow each
other can be represented. Similarly, temporal sequences of hand postures are anal-
ysed by formal grammars in order to recognise hand gestures [8].

Daily life behaviours of people are analysed by means of learning techniques
to discover typical actions [5]; they look for repeating patterns of dependencies
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among sensor events. Learning techniques are also deployed by [12] for detect-
ing high-level activities, such as morning care activitis like brushing one’s teeth;
they employ an unsupervised k-means clustering approach in combination with
Hidden Markov Models for mapping cluster membership onto more abstract ac-
tivities. As opposed to the previously discussed movement representations, those
learning systems do also look at sensor events which are triggered when, for in-
stance, a cabinet door is opened. In other words, BMI does not solely take into
account the behaviours of people as they are directly observable, but also be-
haviours which are indirectly observable by means of changes in the environment.

A sophisticated behaviour recognition system based on video technology is in-
vestigated by [36]. Applied to dynamic indoor scenes and static building scenes,
they implement a number of submodules: objects must be recognised, classified
and tracked, qualitative spatial and temporal properties must be determined,
behaviours of individual objects must be identified, and composite behaviours
must be determined to obtain an interpretation of the scene as a whole. They de-
scribe how these tasks can be distributed over three processing stages (low-level
analysis, middle layer mediation and high-level interpretation) to obtain flexible
and efficient bottom-up and top-down processing in behaviour interpretation.
[36] further point out that behaviour recognition appears to be a restricted topic
with a focus on several different behaviour recognition tasks. They mention the
following typical applications: vandalism in subway stations [40], thefts at a tele-
phone booth [14], the filling up at a gas station [27], the identification of activities
at the airport [37] or the placing of dishes on a table [15].

Particular complex monitoring systems are developed in the field of dis-
tributed smart cameras. In [1] the authors propose a vision-based framework
to provide quantitative information of the user’s posture. While quantitative
knowledge from the vision network can either complement or provide specific
qualitative distinctions for AI-based problems, these qualitative representations
can offer clues to direct the vision network to adjust its processing operation
according to the interpretation state. In this way they show by example that
the proposed BMI framework is not a one-way street. One of their application
examples is fall detection.

A well appreciated area for analysing typical BMI problems is soccer, the
RoboCup community being indeed largely faced with analysing behaviours. In
their paper [41] present a qualitative, formal, abductive approach, based on a
uniform representation of soccer tactics that allows to recognise and explain the
tactical and strategic behaviour of opponent teams based on past observations.
A framework for argumentation and decision support in dynamic environments
is investigated by [33]. This framework defines arguments which refer to con-
ceptual descriptions of the given state of affairs. Based on their meaning and
based on preferences that adopt specific viewpoints, it is possible to determine
consistent positions depending on these viewpoints, allowing the interpretation
of spatiotemporal behaviours.

While AI techniques frequently aim at automating the whole process, there
are approaches which more rely on the skills of human beings. One such field
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is the area of visual analytics that combines automatic techniques to data anal-
ysis with humans skills, mainly vision and reasoning, and in this way relates
to diagrammatic reasoning. The problem which is addressed in the context of
visual analytics concerns mainly massive collections of data (as they are ob-
tained throughout BMI applications) and the problem that it is hardly possible
to do without human abilities to identify interesting patterns in the data. [3]
consider the case of large amounts of movement data. In their scenario vehicles
are equipped with GPS and they analyse typical paths and look for points of
interest which can be derived purely from the observations.

While most approaches mentioned so far concentrate on the monitoring of the
behaviours of individuals, we should also mention group behaviours, as of inter-
est in the case of disaster management. While [44] provide a general classification
scheme for behaviours of collectives, [13] investigate techniques to space-use anal-
ysis on a university campus. Regarding AI, interactions within groups, and in
particular their simulation, is the realm of Multiagent Systems [38].

3 The Role of BMI in Related Areas

There are a lot of directions in AI and a multitude of areas where AI techniques
play an essential role. The question arises whether it is necessary to talk about
yet another area, as we do with BMI. In the following we will provide a couple
of arguments for the integrating role of BMI.

First and foremost ubiquitous computing technologies have been devised in
the last decade [42]. There is a fast development in this area which is mainly
due to advances made with accurate and cheap sensor technologies. That is,
with these technologies a fundamental basis for BMI applications has been es-
tablished. Additionally the notion of ubiquitous computing closely relates to
pervasive computing. The latter followed the former, is mainly coined by indus-
try, and puts more emphasis on networks while ubiquitous computing is more
human-centred. Both directions provide essential means for the BMI field.

Applications, as we have seen in the previous section, can be found in very
different areas. One such area is the field of Ambient Intelligence (AmI) [6]:

The basic idea behind AmI is that by enriching an environment with
technology (sensors, processors, actuators, information terminals, and
other devices interconnected through a network), a system can be built
such that based on the real-time information gathered and the histori-
cal data accumulated, decisions can be taken to benefit the users of that
environment [4].

BMI should be regarded as a subfield of AmI that deals with the (real-time)
information gathering part and the evaluation of the gathered information. While
AmI is a growing field that gets ever more complex it becomes useful to identify
subfields, like BMI, that avoid losing track of things.

But there are other areas than AmI which can be found in different disciplines.
For example, there is a broad community of geographers who are interested in
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investigating spatiotemporal phenomena of moving objects, e.g. in the context
of wayfinding tasks [30,43]; and from the computational point of view [28,25,26].
Taking their work, it shows that there is a clear intersection with the AI com-
munity that investigates qualitative spatiotemporal phenomena [7]. BMI covers
this area of intersection by focusing on the methodologies for investigating spa-
tiotemporal behaviours.

Having motivated the notion of computational ethology, we should eventu-
ally mention behavioural science. This community not only employs ever new
technologies as observational tools and for data analysis, but even recognises
that research in this field often lacks a more formal approach [35]. BMI as the
mediating field should aid in bringing the AI methodology for data analysis to
the behavioural sciences, while the latter would stimulate further research at the
formal but also sensory level. A couple of investigations can already be found
that deal with genuinely ethological issues concerning both animal behaviours
[16,18,20] and behaviours of humans [21,29,30,32,43].

One important issue, we must not oversee, is that in almost all discussed areas
privacy concerns are to be considered. Ethical issues arise and have to be care-
fully taken into account. For instance, [2] argues for an approach which empha-
sises communication in the design and implementation of monitoring systems,
allowing to find an acceptable balance between potential abuses and benefits.

4 Conclusions

BMI is the computational advancement of ethology that automates the gathering
of data, data analysis and even data interpretation. Some of the used methods,
including knowledge representation and interpretation techniques, show how in
particular AI aids in this automation process. In detail, BMI

– supports precise and comprehensive descriptions of behavioural phenomena,
– automates the whole evaluation of behavioural phenomena,
– can take into account background knowledge as well as complex relationships,
– mediates between observation and prediction, and
– brings together behavioural sciences with new application fields.

The latter includes, for instance, Ambient Assisted Living, Ambient Intelligence,
Smart Environments and everything that helps to better deal with everyday
life problems, in particular of the elderly and challenged people. Some specific
examples demonstrate the added value of BMI in comparison to non-automatic
observational tools and the shallow mapping of behaviours to interpretations:

– long lasting systematic observations of behaviours [3,18],
– taking into account temporally disjoint behaviour relations [17],
– measuring behaviours indirectly [12],
– learning typical patterns of behaviours [5], and
– the bottom-up ↔ top-down interplay within the analysis process [1,36].
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Such ingenious means for analysing behaviours show the first important steps
towards a computational theory to ethology. Future efforts are necessary in order
to enable a more common view on the different BMI layers and to allow arbitrary
complex behavioural events to be considered.
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8. Goshorn, R., Goshorn, D., Kölsch, M.: The Enhancement of Low-Level Classifica-
tions for AAL. In: BMI 2008, vol. 396, pp. 87–101. CEURS (2008)

9. Gottfried, B. (ed.): Behaviour Monitoring and Interpretation, vol. 296. CEURS
Proceedings (2007)

10. Gottfried, B., Aghajan, H. (eds.): Behaviour Monitoring and Interpretation,
vol. 396. CEURS Proceedings (2008)

11. Hallot, P., Billen, R.: Spatio-temporal configurations of dynamics points in a 1D
space. In: BMI 2007, vol. 296, pp. 77–90. CEURS (2007)

12. Hein, A., Kirste, T.: Towards recognizing abstract activities: An unsupervised ap-
proach. In: BMI 2008, vol. 396, pp. 102–114. CEURS (2008)
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Abstract. In this paper we present a system which recognizes handwritten an-
notations on printed text documents and interprets their semantic meaning. This
system processes in three steps. In the first step, document analysis methods are
applied to identify possible gestures and text regions. In the second step, the text
and gestures are recognized using several state-of-the-art recognition methods.
In the fourth step, the actual marked text is identified. Finally, the recognized
information is sent to the Semantic Desktop, the personal Semantic Web on the
Desktop computer, which supports users in their information management. In or-
der to assess the performance of the system, we have performed an experimental
study. We evaluated the different stages of the system and measured the overall
performance.

1 Introduction

The paperless office, i.e., the philosophy of working with minimal amount of paper and
converting everything into digital documents, was predicted more than thirty years ago.
However, today we have not replaced all paper-based workflows with digital counter-
parts. In contrast, there is still an increasing amount of paper used by humans in their
everyday work. Using paper is motivated by several issues. First, the user is not bound to
a specific electronic device or to a specific medium. Second, paper is portable, allowing
for making notes anytime and anywhere. Furthermore, among other issues, writing on
paper is more natural to most persons making the pen their preferred writing instrument
for tasks such as brainstorming, collaborative work or reviewing documents [1].

Especially in workflows like annotating documents, users often tend to print the doc-
ument on paper, because using a pen makes it easier and faster for them to attach their
thoughts to the document. However, the interpretation of the notes is often more com-
plex compared to the situation of digital comments. If the annotations have a mean-
ing for the marked text, the problem of mapping the paper to the digital counterpart
arises. To overcome these drawbacks, several document analysis approaches have been
proposed which automatically map the documents, process human-made notes, and
transform them into digital format [2,3]. They use cameras, Wacom Graphics Tablets1,
ultrasonic positioning, RFID antennas, bar code readers, or Anoto’s Digital Pen and

1 http://www.wacom.com
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Paper technology2. The Anoto technology is particularly interesting because it is based
on regular paper and the recording of the interactions is precise and reliable.

The Semantic-eInk system is motivated by the following scenario. A knowledge
worker is flying to a meeting and still has to read and annotate relevant documents.
As working with a laptop is not alway possible during a flight, she prefers to edit and
annotate document using pen and paper. During the flight, the knowledge worker anno-
tates the printed documents with her digital pen, which records the absolut position on
the paper. She marks the important parts for her personal knowledge base. Furthermore
she writes down some concepts which should be connected to this document and adds
comments to be processed later. After the flight she synchronizes the pen data with her
computer. The Semantic-eInk system analyses the handwriting data and the gestures
and interprets the data with the knowledge of the text in between the annotations. After
the analyzed information is added to the Semantic Desktop and the knowledge worker
can access the information without manually entering the data.

In this paper we present the Semantic e-Ink system, which automatically processes
handwritten annotations on printed documents and interprets the semantic information
of these annotations. This information is expressed through formal semantics using the
individual’s vocabulary, and integrated into the personal knowledge base, the Semantic
Desktop[4]. The integration makes this knowledge searchable, reusable, sharable and
gives a context for its interpretation. Semantic eInk extends the Semantic Desktop with
a new input modality, interactive paper. Thus it supports personal knowledge work on
paper.

The motivation for integrating a document analysis system into the Semantic Desk-
top is two-fold. First, the Semantic Desktop is enhanced with a novel input modality,
allowing to maintain the knowledge base with paper-based annotations. Second, knowl-
edge from the Semantic Desktop could be used to improve the results of the document
analysis and handwriting recognition part. We believe that integrating semantic infor-
mation into the recognition is an important step for improving handwriting recognition
systems.

An early prototype of Semantic eInk has been proposed in an extended abstract [5].
In this paper, the prototype has been extended to work with any kind of electronic
documents and the document analysis tools have been improved, which is also one of
the contributions of this paper. A further contribution is a first experimental evaluation
on real data, which gives insights to the performance of the system. Finally, this paper
suggests possible improvements based on the experimental results.

The rest of this paper is organized as follows. In the next section, an overview of the
system is given. The methods used for analyzing the document and recognizing the text
are summarized in Section 3. Then, Section 4 presents the experiments and their results.
Finally, Section 5 draws some conclusions and gives an outlook to future work.

2 System Overview

With the Semantic eInk system, the user can make two types of annotations (see Fig. 1),
marks (of text), and comments. To mark a text, the user can mark the desired text

2 http://www.anoto.com
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Fig. 1. Annotations on a document which are interpreted by Semantic eInk

passage with right angle strokes (“�” “�”) (see the right-angle strokes around the first
authors’ name in Fig. 1 for an example), or by drawing a straight line (up or down) next
to the text. Subsequently, he or she can write some text as an annotation to that marked
text (e.g., “author” in Fig. 1). To make a comment, the user can write a text at any place
in the document without marking a text beforehand.

The Semantic eInk system performs in four stages. First, the raw ink data is pro-
cessed to determine which strokes are gestures and which strokes are handwritten anno-
tations. Second, the individual gesture and text notes are recognized. Next, the marked
text is identified. Finally, the recognized text and the marked text are semantically an-
alyzed, i.e., the meaning of the annotations is interpreted and the personal knowledge
base is updated. This section will describe the individual steps with more detail.

In order to retrieve written annotations from paper documents, our system builds on
the interactive paper (iPaper) framework [6]. The iPaper framework enables the capture
of user actions on paper and the activation of corresponding digital services or access
to digital resources. The documents become interactive at print time by augmenting
the paper with a special Anoto dot pattern. The Anoto pattern represents an absolute
positioning system based on (x,y) coordinates that can be read by special digital pens
such as the Magicomm G3033. After decoding the pattern, the pen transmits the (x,y)
positions to a computer either through a wireless Bluetooth connection or by docking it
on a docking station and storing the information in a file.

The next two steps, i.e., ink identification and recognition are described in the next
section. For the identification of the marked text, the pen-based annotation has to be
associated with a specific word, sentence, or section within the digital document. There-
fore, precise mapping between the digital content and its printed version has to be per-
formed. In this paper we apply a commercial OCR on the pdf-version of any printed
document and store the direct layout mapping in a specific XML-file. This task is auto-
mated by an Windows printer driver. Because of the perfect quality of the documents,
we have detected no OCR errors during our experiments described in Section 4.

3 http://www.magicomm.co.uk



584 M. Liwicki, M. Weber, and A. Dengel

In the last step the semantic information of the recognized text is interpreted in a
Semantic Analysis step. This information is expressed through formal semantics using
the individuals vocabulary, and finally integrated into the personal knowledge base, the
Semantic Desktop. In contrast to current limitations in file and application based in-
formation management, with the Semantic Desktop the user is able to create his or her
own classification system which reflects the way of thinking: it consists of projects, peo-
ple, events, topics, locations etc. Furthermore, the Semantic Desktop enables the user
to annotate, classify and relate all resources, expressing his or her view in a Personal
Information Model (PIMO) [7].

A full-featured Semantic Desktop involves many data sources, indexes the text and
metadata of all documents and categorizes them. Together with the collected facts about
the instances, a critical amount of digital information is available to the user. The Se-
mantic Desktop offers effective access to this personal memory since the information is
not only personalized, facilitating navigational search, but also machine readable. Thus
it assists the user in his or her every-day activities and the extension and maintenance
of the PIMO.

The existing resources and relations of the PIMO are matched with the recognized
annotations. If a reasonable interpretation is found, the new relations and instances are
added to the PIMO. Otherwise, the annotation is added as a comment to the document.
Since the main focus of this paper lies on the document analysis and evaluation, no
further description of the semantic analysis is presented here. For more details on this
particular step, refer to [5].

3 Document Analysis and Handwriting Recognition Methods

The processing system for handwritten annotations build on recent advantages in hand-
writing recognition and gesture recognition. The domain of handwriting recognition has
traditionally been divided into on-line and off-line recognition. In off-line recognition
the text to be recognized is captured by a scanner and stored as an image, while in the
on-line mode the handwriting is produced by means of an electronic pen or a mouse and
acquired as a time-dependent signal. Good progress has been achieved in both on-line
and off-line recognition [8,9,10].

The digital pen is able to record the sequence information of the strokes. Hence, in
this paper the data is available in on-line format. The task of handwriting processing
and recognition is considered to be easier for this format. Nowadays, commercial appli-
cations are available on the market, which are able to recognize complete handwritten
text lines with an acceptable recognition accuracy.

Our system supports the use of the recognizer from Vision Objects [11]4 or the rec-
ognizer from Microsoft [12]5. A short description of the concepts of both recogniz-
ers follows. After normalizing and pre-segmenting the handwriting into strokes and
sub-strokes, both recognizers extract feature sets using a combination of on-line and

4 http://www.visionobjects.com
5 http://www.microsoft.com/windowsxp/tabletpc/default.mspx
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off-line information. These feature sets are subsequently processed by a set of character
classifiers, which use Neural Networks and other pattern recognition paradigms. The
training set contains ink samples from thousands of people with a diverse range of
writing styles.

For the recognition of gestures, we use the E-Rubine algorithm [13]. It is an extended
version of the Rubine [14] algorithm, which automatically learns to recognize gestures
by examples, instead of describing them by a rule-based program. The extended version
introduces 11 additional single and multi-stroke features to the original Rubine feature
set (13 features). The weighted sum of the features is then taken as a confidence value.
For further details on the algorithm and features refer to [14] and [13], respectively.

The following gestures are supported by our system (compare to the allowed marks
in Section 2): up-right, down-right, left-down, and left-up (for marking the left end of
the text), up-left or down-left, right-down, and right-up (for marking the right side of
the text); up and down (for side-marks).

As mentioned in Section 2, it has to be determined which strokes are gestures and
which strokes are handwritten annotations. Therefore, we apply a set of heuristics. First,
succeeding strokes which are close to one another are put into the same group in the
annotation queue. This prevents the system from recognizing small strokes like “T”-
bars as a gesture. Next, we sequentially apply the following procedure to each group of
strokes gi:

1. If the gesture recognizer is sure that gi is a gesture, it is classified as one.
2. Otherwise, the gi is handeled as text and the succeding groups are added to gi if

they are likely to continue the text line, i.e., if they are in the same y-area, close to
gi in x-direction, and the text recognizer’s confidence does not drop.

This procedure incorporates a priori knowledge about the handwritten text as well as
the recognizers confidences.

4 Experiments and Results

We have done a set of experiments to assess the performance of the overall Seman-
tic eInk system and particular parts of it. For acquiring the data, we have asked four
volunteers to make about 100 meaningful annotations on a set of printed documents,
resulting in a total 400 annotations. The users were asked to mark the text with the
gestures mentioned in Section 3 and subsequently making the handwritten annotation
(mostly only one word per annotation). The data has been transcribed manually. There-
fore the data set is not very large. However, it is already enough data to make a rough
estimation of the performance and to find the bottlenecks of the system. Note that no
fine-tuning of any parameters has been performed and no recognizer has been trained
on writer-specific data. This ensures an objective evaluation.

For the recognition of the gestures, we used the iGesture framework [13]. The Mi-
crosoft handwriting recognition engine has been used for text recognition. The identi-
fication of the strokes has been performed as described in Section 3. A Web-Service
was implemented to interpret the recognized annotations and send them to the Semantic
Desktop.
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First, the overall system performance has been evaluated. The recognition results of
the document analysis parts appear in Table 1. An annotation is only treated as correctly
recognized, if the first three stages described in Section 2 have been performed correctly,
i.e., if the identification of the strokes, the recognition of the handwriting and gestures,
and the identification of the marked text. From the 400 annotations, 76% have been rec-
ognized correctly. Note that due to the wrong recognition of some gestures, some anno-
tations have been skipped. During the semantic analysis step all annotations have been
interpreted. Those annotations which were recognized correctly were also interpreted in
a reasonable way. The remaining annotations usually did not match any PIMO-resource
and were added as a comment. It is an open issue in the domain of knowledge manage-
ment to objectively say which annotations were interpreted correctly, because different
users might have different opinions on that.

To further analyze the individual parts, we have measured the performance of the
gesture and handwriting recognition. The results of the gesture recognition part are
presented in Table 3. As can be seen, 91% of the gestures were correctly identified and
no gesture was wrongly recognized. However, 4% of the gestures were rejected and
treated as handwriting, because the E-Rubine algorithm had a low confidence. In some
cases two succeeding gestures were merged into one gesture and treated as handwriting.
An illustration of such a case can be seen in Fig. 2. The two encircled right-angle
strokes are close to one another and recognized as 72. It is interesting to note that
2% of the gestures have not been recorded, i.e., the Anoto pen did not capture the
strokes. This often happens when the user holds the pen incorrectly or when the paper
is not completely flat. Usually, the pen gives a direct feedback by vibrating. However,
sometimes the users ignored this feedback.

The recognition rates of the handwriting recognition part appear in in Table 2. About
84% of the words were recognized correctly. This recognition rate might be too small
for practical usefulness. To analyze the potential of improvement, we have further in-
vestigated the n-best list of the recognizer. An n-best list contains the n top recognition
alternates of the recognizer. Already 98% of the correct words were present in the 5-
best list and more than 99% were in the 10-best list. Furthermore, most of the incorrect
words had nothing to do with the annotated document or with the knowledge domain

Fig. 2. Illustration of recognition errors: two gestures were connected (1), one gesture was
wrongly recognized (2)
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Table 1. Ovr. results

Percentage
correct 76 %
incorrect 21 %
skipped 4 %

Table 2. Hwr. results

Percentage
correct 84 %
incorrect 15 %
not recorded 1 %

Table 3. Gesture results

Percentage
correct 91 %
incorrect 0 %
rejected 4 %
wrong merging 3 %
not recorded 2 %

around the document. Therefore we conclude that integrating the semantic information
of the document could help to improve the recognition results.

5 Conclusions and Future Work

In this paper we presented the Semantic eInk system, which is able to automatically
process handwritten annotations on printed documents. Furthermore it interprets the
semantic information of these annotations and sends them to the Semantic Desktop,
the personal SemanticWeb. To understand the meaning of the marked text, the paper is
mapped to its electronic counterpart. Using our extension of the iPaper framework, the
system is able to handle any electronic document format.

To assess the performance of the Semantic eInk system, we have performed recog-
nition experiments on real annotation data. Finally, about three out of four annotations
were recognized and interpreted correctly. A deeper analysis has shown that the gesture
recognition is quite reliable. Most mistakes result from incorrect stroke identification.
To overcome this problem, we plan to use a dynamic programming algorithm simi-
lar to the one developed for circuit recognition in [15]. The unconstrained handwriting
recognition is the hardest part of the system. Initial tests with other recognizers did not
achieve significantly higher results. A high potential lies in using the semantic informa-
tion directly for this step, because more than 99% of the words appeared in the 10-best
list and mostly the correct words also appeared in the annotated text or in the personal
knowledge base. The use of this knowledge is a promising direction for future work.

The environment for data acquisition was quite restricted. Currently, we are collect-
ing a large database with real annotations from more than a hundred writers, where
only a few restrictions are made for the annotations. In Future Work we plan to further
support other input devices, such as the iLiad6 from iRex Technologies. This particu-
lar device integrates electronic ink and Wacom technology for viewing and annotating
documents.
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Abstract. Task segmentation from user demonstrations is an often ne-
glected component of robot programming by demonstration (PbD) sys-
tems. This paper presents an approach to the segmentation problem
motivated by psychological findings of gestalt theory. It assumes the ex-
istence of certain “action gestalts” that correspond to basic actions a
human performs. Unlike other approaches, the set of elementary actions
is not prespecified, but is learned in a self-organized way by the system.

1 Introduction

Programming a robot to achieve an individual task is a complex problem. One
promising way to ease this is to equip cognitive robots with task learning abili-
ties, that lets them learn a task from demonstrations of naive (non-expert) users.
This paradigm is widely known as Programming by Demonstration (PbD) or Im-
itation Learning. Although several systems for Programming by Demonstration
have been proposed , the problem of task segmentation has only received minor
attention. The decomposition of a task demonstration into its elements was tack-
led only in problem specific ways, and there is no consensus on how to choose
the basic actions yet.

[1] applies hand-crafted rules to detect state transitions from video sequences.
Segments are characterised through stable contact points between the objects
recognized in the scene. More formalized models use Hidden-Markov-Models
(HMMs) to segment walking or grasping actions from motion-capture data [3].
A taxonomy of action primitives is presented in [4]. These primitives of action
(mainly concerned with grasping) are learned in a supervised way which allows
to classify each frame of a task demonstration and to construct task segments
from those classifications. These segments have been transformed into petri-nets
for execution on a humanoid robot [10]. A similar way is proposed in [2] where a
user demonstration is segmented based on the most likely primitives performed
in each timestep. A new attempt to use gestalt-based neural methods for task
segmentation was recently presented in [6]. It was inspired by the work on visual
segmentation cited above, and transferred the concept of visual gestalts to the
human action domain. Our work presented here is based on the same model,
namely the Competitive Layer Model (CLM), but will not rely on the supervised
learning approach that was used to determine the shape of the applied action
gestalts.

B. Mertsching, M. Hund, and Z. Aziz (Eds.): KI 2009, LNAI 5803, pp. 589–596, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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In this paper we propose a method for the unsupervised learning of task ele-
ments and a task decomposition method. It is based on an idea that is transferred
from the visual segmentation domain to the task segmentation field. Namely, we
extend the idea of perceptual grouping via gestalt rules from the domain of vi-
sual patterns into the domain of spatio-temporal processes arising from actions.
We extend this line of thinking more deeply into the realm of task decomposition
and to explore the power of Gestalt laws for characterizing good action primi-
tives for task decomposition. Such an approach can connect the so far primarily
perception-oriented Gestalt approach with more current ideas on the pivotal role
of the action-perception loop for representing and decomposing interactions.

The following section will review the literature on action and image segmen-
tation. After that, section 2 will introduce the computational model for gestalt
based action segmentation used in the experiments in this paper. Section 4 de-
scribes a learning method to construct such models from human demonstrations
in a supervised learning setup. Section 4 reports the hardware setup and prepro-
cessing steps and the results obtained from our experiments. Finally, we conclude
this paper with a discussion and an outlook on future work.

2 The Competitive Layer Model

The Competitive Layer Model (CLM) [9] consists of L neuron layers. Each layer
α = 1 . . . L acts as a “feature map” associating its positions t with feature value
combinations mt from the chosen feature space V . In our specific application, t
represents the point of time where a feature vector mt was recorded. Figure 1
shows a simple example of a CLM with L = 3 and N = 4: Four input feature
vectors are extracted from an input trajectory. A single neuron represents that
trajectory segment in each layer. The neurons are connected laterally and colum-
narly. Identical positions t in different layers share the same input line and receive
a (usually scalar) input activity ht. In the simplest case we assume that the (pre-
specified) feature maps are layer-independent (no α index) and are implemented
in a discretized form by N linear threshold neurons with activities xt,α located at
the same set of discrete positions r in each layer α. Therefore, the system consists
of L identical feature maps that can be activated in parallel.

The idea of the CLM is to use this coding redundancy to introduce a compet-
itive dynamics between layers for the coding of features in its input pattern ht.
The outcome of this competition partitions the features comprising the input
into disjoint groups called gestalts, with each group being characterized as one
subset of features coded by activity in the same “winning layer”.

The competitive dynamics is based on two different sets of connections be-
tween the neurons of the CLM. Two timesteps t and t′ belong to the same
segment if they show simultaneous activities xtα > 0 and xt′α > 0 in a certain
layer α. In each layer, the neurons are fully connected with symmetric weights
ftt′ = ft′t. The values of ftt′ establish semantic coherence of features. Posi-
tive values indicate feature compatibility through excitatory connections while
negative values express incompatibility through inhibitory connections.
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Fig. 1. The Competitive Layer Model
Architecture for an input trajectory
with L = 3, N = 4. The solid and dot-
ted lines represent lateral and columnar
interactions respectively. Lateral con-
nections are labelled with their accord-
ing weights ftt′ . The input features
m0 . . . m3, the neurons of layer 1 and
the lateral interactions for neuron 0 in
layer 3 are labeled with the correspond-
ing notation.

(a) Sensors

(b) Camera view

(c) Frame #135

Fig. 2. Sensors and Key Frames. (a)
Sensing devices: A Cyberglove for hand
posture tracking together with a AR-
Toolkit Marker mounted on the back
of the hand. (b) The marker and the
object are tracked with an overhead
camera. Marker and color blob track-
ing is performed. (c) Sample frame of
recorded sequence in 3D-visualization.

The purpose of the layered arrangement and the columnar interactions in
the CLM is to enforce a dynamical assignment of the input features to layers
that respects the contextual information stored in the lateral interactions ftt′ .
This assignment segments the input into partitions of matching features which
links each feature t with its unique label α(r). A columnar Winner-Takes-All
(WTA) circuit realizes this unique assignment using mutual symmetric inhibitory
interactions with strength J > 0 between neural activations xtα and xtβ . Due to
the WTA coupling, only one neuron from a single layer can be active in every
column, as soon as a stable equilibrium state of the CLM is reached.

Equation (1) combines the inputs with the lateral and columnar interactions
into the CLM dynamics (see [7]):

ẋtα = −xtα + σ

⎛⎝J(ht −
∑

β

xtβ) +
∑
t′

ftt′xt′α

⎞⎠ . (1)
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Here is σ(x) = max(0, x) and ht is the significance of the detected feature t as
obtained by some preprocessing steps. For simplicity, we assume all ht to be
equal to one in this paper.

A process that updates the neural activations according to the dynamics of
equation (1) converges towards several possible stable states, as shown in [8].
These stable states all satisfy the consistency conditions∑

t′
ftt′xt′β ≤

∑
t′

ftt′xt′α̂(t), (2)

which indicate the assignment of a feature t to the layer α̂(t) with the highest lat-
eral support for that feature. This corresponds to the layer that already contains
the most features t′ compatible with t. Since every column t has only a single
α̂(t), α̂ establishes a partitioning of features into disjunctive sets of mutually
compatible features, called segments.

Given a ground truth for the segmentation α∗(t), e.g. obtained from manual
segmentation performed by a human instructor, on can calculate the segmenta-
tion accuracy aα̂ as aα̂ = argp∈P

1
N

∑
t δp(α̂),α∗ , with P being the set containing

all permutation functions over the set {1, . . . , L}. aα̂ gives a measure for how
good an obtained segmentation α̂ is, compared with α∗(t).

Compatibility of features is coded in the lateral inhibitory or excitatory weights
ftt′ . They represent the knowledge about the shape of the action gestalts or seg-
ments that are to be found in the demonstration sequence. The next section
describes, how good lateral interactions can be learned in a self-organized way.

3 Self-emergence of Action Gestalts

As the preceding section stated, the CLM converges towards a segmentation that
is determined by the lateral interactions ftt′ . These encode the characteristics of
the underlying action gestalts and can be learned in a supervised way, as [6] has
shown. However, this approach requires training examples, which are manually
labelled task demonstration sequences. Humans, when faced with a new task,
clearly do not need such structured data. They can infer both the elementary
actions (action gestalts) and their sequence from a single demonstration. This
section proposes a method for the self-organization of action gestalts by tuning
the lateral connection weights of a CLM as introduced in section 2.

All lateral connections ftt′ are initialized with small random values drawn
from a zero-mean Gaussian distribution with variance σinit. After that starts a
process of alternating CLM dynamics execution as stated in section 2 and weight
update according to the following update rule:

Δftt′ = η · f
(
−ds(t, t′)2

σs

)
· f
(
−dt(t, t′)2

σt

)
· f
(
−df(t, t′)2

σf

)
(3)

where f(x) = 2 tanh(x) + 1 represents a nonlinear activation function, η the
learning rate, σs, σt, σf scalar width constants that influence the sensitivity of
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Fig. 3. Extracted features. (a) m0, m1 (b) m2 – m4 (c) m5 – m7.

the algorithm to differences in the segmentation, time and feature domain, and
ds, dt, df various distances between two time-frames t and t′. These are described
as follows:

– ds measures the segmentation distance of two time-frames t, and t′. It is
defined as

ds(t, t′) =
{

0, if argmaxα xtα = arg maxα xt′α
1, otherwise,

that is, if two time-frames are segmented into the same CLM layer, they have
a very low distance ds(t, t′), while time-frames assigned to different segments
have a higher distance. This has the effect, that time-frames that have been
grouped together by the last iteration of the CLM dynamics receive higher
values for ftt′ . On the long run, these time-frames tend to be grouped to
the same group again in future CLM dynamics executions, leading to the
emergence of stable gestalts.

– dt measures the temporal distance and is defined as dt(t, t′) = ||t− t′||. This
reflects the fact that action gestalts are coherent over time and have a cer-
tain maximal duration that can be influenced by tuning the parameter σt.
Dropping the temporal distance term from equation (3) would lead to clut-
tered segments with “holes”. Instead, the inclusion of this term is motivated
by the fact that action gestalts should be completed in a single sweep.

– df measures the feature distance. It is defined as the mahalanobis distance
df (t, t′) =

√
(mt − mt′)T C−1(mt − mt′) between the feature vectors mt

and mt′ associated with the time-frames t and t′, where C the covariance
matrix of all feature vectors mt. The feature distance term df in equation
(3) guarantees that the emerging gestalts are grounded in the physical sensor
values or feature vectors, respectively.

Combining those three measures of similarity by multiplication leads to a iter-
ative process of weight adaption according to equation (3) alternating with the
neural CLM dynamics according to equation (1). The former produces a new set
of lateral weights, which are used by the latter to compute a new segmentation
of the input sequence, that in turn influence the next set of lateral weights.
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4 Experiments and Results

In order to obtain data from human task demonstrations, we used the following
setup: An Immersion Cyberglove [5] senses the finger joint angles in order to
capture the human hand posture and transmits them via a bluetooth connec-
tion to a computer. An ARToolKit Marker was fixed with elastic straps on the
back of the hand (see figure 2a). A Sony DFW-VL500 Firewire camera with
a resolution of 640x480 pixels tracked the scene from an overview perspective
(see figure 2b). This setting allowed us to locate a person’s hand in 6D-space
(from the ARToolKit Marker) together with its posture (from the Cyberglove
sensor readings) and estimate the actions the user performs. Figure 2a shows
this setup.

Equipped with the sensors described above, the user faced an environment
which contained various objects (i.e. apples, bananas). To obtain information
on the position and movements, we used methods for tracking colored blobs to
record object movements in the same overhead camera images that were used
for the ARToolKit tracking. The results are shown in figure 2(b).

Several sequences with lengths N varying between 350 and 400 have been
recorded with this sensory setup. A sample from one sequence used for the
experiments displayed in figure 2 (c) as a 3D reconstruction of the obtained
data. The hand position and posture together with the object positions yielded
enough information to extract the following features (see also figure 3):

1. The sum of the joint angles of the human hand: m0(t) =
∑

i θi(t). This gives
a measure for the degree of opening/closing of the hand.

2. The derivative of m0: m1(t) = ṁ0(t). This gives large values at times when
the user opens or closes a grip.

3. The velocities of the hand and the objects m2(t) = |vhand(t)|, m3 =
|vobj1(t)|, m4 = |vobj2(t)|. The velocities tend to remain positive during con-
nected segments and disappear only at points where the goal context of the
user changes.

4. The co-occurrence of parallel movements is calculated using the scalar prod-
uct of the movements of the hand with an object or between the two
objects respectively: m5(t) = vhand(t)T · vobj1(t), m6(t) = vhand(t)T ·
vobj2(t), m7(t) = vobj1(t)T · vobj2(t), These features give large values for
segments where an object moves in the same direction as the hand, or the
objects move parallel to each other.

These features are computed for each frame of a demonstration sequence.
Stacking all features of a time-frame t into a single feature vector mt =
[m0(t), . . . , m7(t)]

T yields the inputs to the CLM depicted in figure 1 and the
gestalt emergence algorithm described in section 3.

The gestalt emergence algorithm (see section 3) was run with fixed values of
0.5, 500, 50 and 0.02 for the constants σs, σt, σf and η, respectively. It was run
for 100 iterations. In each of these iterations there were 1 · 107 neural update
steps according to equation (1) during the CLM dynamics execution phase. After
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Fig. 4. Activations xtα of the CLM neurons after dynamics execution phase. The x-axis
represents the feature index t, while the activation of the winning neuron xtα is depicted
on the y-axis (note the different scale!). The winning layer is coded in the symbol: each
layer is represented by an unique combination of symbol (square, diamond, triangle,
cross, plus, star) and size (small, large).

Fig. 5. Emergence of action gestalts in lateral weights. Each pixel at position (t, t′)
represents the value of the lateral connection weight ftt′ , that is the x-axis corresponds
to values of t, while the values for t′ can be found on the y-axis. Black pixels correspond
to a weight value for ftt′ of −1, white pixesl to weights of 1. The squares surrounded
by red lines indicate areas which would be completely white for perfect action gestalts
that can be obtained from manual segmentation, that is, in each of those areas the
equation α∗(t) = α∗(t′) holds.

that, the lateral weights of the CLM were re-estimated according to equation
(3), with the number of time-frames N being 400 and L = 12 layers, and finally,
the next iteration started.

The resulting neural activations after the CLM dynamics phase are shown
in figure 4 for selected iterations. One can see, that the neural network finishes
with very low and random activations in the initial iterations which correspond to
unstable and highly cluttered segments. In iteration 30 one can see first segments
emerging, and finally, the process converges towards sharply delimited segments.
These correspond to stable action gestalts.

The development of the lateral connection weights is shown in figure 5. Ini-
tially, the weights are initialized randomly to values close to zero, which cor-
responds to a grey color. Iterating the weight update rule of equation (3), the
lateral weights become more distinctive. The small white areas around the di-
agonal after 100 iterations (figure 5c) indicate the areas with a high probability
of being grouped into the same segment.
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This experiment was performed twenty times. The segmentation accuracies
had a mean of 0.74 with a standard deviation of 0.07. Given the unsupervised
setup and the sensory inaccuracies of the experiments1, this is a quite remarkable
rate.

5 Conclusion

This paper showed a method the autonomous emergence of action symbols
(called gestalts) from time-series observations. We presented an approach that
was based on a dynamic recurrent neural network and an iterative weight update
rule and validated it on a task demonstration sequence featuring different object
transportation actions.

We found good convergence behavior in ptractice, though a theoretical proof
of convergence is yet to be found. Future work will concentrate the autonomous
estimation of feature extractors mi and speed-related shortcomings of the pro-
posed method.
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Abstract. This paper’s intention is to present a new approach for de-
composing motion trajectories. The proposed algorithm is based on
non-negative matrix factorization, which is applied to a grid like rep-
resentation of the trajectories. From a set of training samples a number
of basis primitives is generated. These basis primitives are applied to
reconstruct an observed trajectory. The reconstruction information can
be used afterwards for classification. An extension of the reconstruction
approach furthermore enables to predict the observed movement into the
future. The proposed algorithm goes beyond the standard methods for
tracking, since it does not use an explicit motion model but is able to
adapt to the observed situation. In experiments we used real movement
data to evaluate several aspects of the proposed approach.

Keywords: Non-negative Matrix Factorization, Prediction, Movement
Data, Robot, Motion Trajectories.

1 Introduction

The understanding and interpretation of movement trajectories is a crucial com-
ponent in dynamic visual scenes with multiple moving items. Nevertheless, this
problem has been approached very sparsely by the research community. Most
approaches for describing motion patterns, like [1], rely on a kinematic model for
the observed human motion. This causes the drawback that the approaches are
difficult to adapt to other objects. Here, we aim at a generic, model-independent
framework for decomposition, classification and prediction.

Consider the simple task for a robot of grasping an object which is handed
over by the human interaction partner. First of all, the grasping task has to be
recognized by the robot. We assume that this information can be gained from
the motion information. Furthermore, to avoid a purely reactive behavior, which
might lead to ‘mechanical’ movements of the robots, it is necessary to predict
the further movement of the human’s hand.
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In [2] an interesting concept for a decomposition task is presented. Like playing
a piano a basis alphabet – the different notes – are superimposed to reconstruct
the observation (the piece of music). The much less dimensional description of
when each basis primitive is used, can be exploited for further processing. While
the so-called piano model relies on a set of given basis primitives, our approach
is able to learn these primitives from the training data.

Beside the standard source separation approaches, like PCA and ICA, another
promising algorithm exists. It is called non-negative matrix factorization (NMF)
[3]. Because of its non-negative character it is well suited for e. g. audio source
separation. The system of basis vectors which is generated by the NMF is not
orthogonal. This is very useful for motion trajectories, since one basis primitive
is allowed to share a common part of its trajectory with other primitives and to
specialize later.

The next section introduces the standard non-negative matrix factorization
approach and two extensions that can be found in the literature. In section 3 the
new approach for decomposing motion trajectories is presented. The experiments
with their conditions and results are presented in section 4, while the paper
concludes in section 5.

2 Non-negative Matrix Factorization

Like other approaches, e. g. PCA and ICA, non-negative matrix factorization
(NMF) [3] is meant to solve the source separation problem. Hence, a set of
training data is decomposed into basis primitives: V ≈ W ·H Each training data
sample is represented as a column vector Vi within the matrix V. Each column
of the matrix W stands for one of the basis primitives. In matrix H the element
Hj

i determines how the basis primitive Wj is activated to reconstruct training
sample Vi. The training data V can only be approximated by the product of
W and H. This product will be referred to as reconstruction R = W · H later.

Unlike PCA or ICA, NMF aims to a decomposition, which only consists of
non-negative elements. This means that the basis primitives can only be accu-
mulated. No primitive exists which is able to erase a ’wrong‘ superposition of
other primitives. This leads to a more specific set of basis primitives, which is
an advantage for certain applications, e. g. face recognition [4].

For generating the decomposition, optimization-based methods are used.
Hence, an energy function E has to be defined:

E(W,H) =
1
2
‖V − W ·H‖2 (1)

By minimizing the energy equation, it is now possible to achieve a reconstruction
using the matrices W and H. This reconstruction is aimed to be as close as
possible to the training data V. No further constraints are given in the standard
formulation of the NMF. As it can be seen in equation 1, the energy function
depends on the two unknown matrices W and H.

Since both matrices usually have a large number of elements, the optimization
problem seems to be an extensive task. Fortunately, each training sample can be
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regarded independent from the others. Furthermore, both matrices are adapted
in an alternating fashion. This helps to reduce the number of dimensions for
the optimization process and allows a training regime with fewer examples. The
algorithm is formulated in the following description in vectorwise notation:
1. Calculate the reconstruction

Ri =
∑

j Hj
i Wj (2)

2. Update the activities
Hj

i ← Hj
i (
(
VT

i Wj ) RT
i Wj

)
(3)

3. Calculate the reconstruction with the new activities
Ri =

∑
j Hj

i Wj (4)

4. Update the basis vectors

Wj ← Wj (
(∑

i Hj
i Vi )

∑
i Hj

i Ri

)
(5)

Where the operations ( and ) denotes a component-wise multiplication and
division. For each of the training samples steps 1 to 4 are processed. The training
samples are iterated until a defined convergence criterion is reached. For the
criterion the energy function can be used in a usual fashion.

2.1 Sparse Coding

As it could be seen in equation 1 the energy function is formulated in a very
simple way. This results in a decomposition, which is quite arbitrary with no
further characteristics. This can lead, for example, to redundant information.
Especially, if the number of basis primitives is chosen higher than needed to
decompose the given training data. To compensate this drawback, it is useful
to apply a constraint which demands a sparse activation matrix, like it was
introduced in [5]. This avoids the fact, that several basis primitives are activated
at the same time, and hence are being superimposed.

E(W,H) =
1
2
‖V − W ·H‖2 + λ

∑
i,j

Hj
i (6)

The influence of the sparsity constraint can be controlled using the parameter
λ. In this paper, we only discuss a special case for the sparsity term. A more
detailed discussion can be found in [5]. The algorithmic description is similar
to the one of the standard NMF. The only thing that has to be considered is
that the basis primitives need to be normalized. The term λ

∑
i,j Hj

i together
with normalization and non negativity ensures sparsety in the sence of peak
distribution around low values.

2.2 Transformation Invariance

Beside the sparsity constraint another extension to NMF has been published in
[6]. The concept of transformation invariance allows to move, rotate, and scale
the basis primitives for reconstructing the input. In this way, we do not have to
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Fig. 1. Motion Trajectories are transferred into a grid representation. A grid cell is
set to 1 if it is in the path of the trajectory and set to zero otherwise. During the
prediction phase multiple hypotheses can be gained by superimposing several basis
primitives. This is indicated with the gray trajectories on the right side of the grid.

handle each possible transformation using separate basis vectors. This is achieved
by adding a transformation T to the decomposition formulation: V ≈ T ·W ·H.

However the activation matrix H has to be adapted in a way that each possible
transformation carries its own activation. Hence, the matrix H becomes an acti-
vation tensor Hm, while m is a vector describing the transformation parameters
(rotation, scaling and translation).

Vi ≈
∑

j

∑
m

Hj,m
i · Tm · Wj (7)

For each allowed transformation the corresponding activity has to be trained
individually.

3 Decomposing Motion Trajectories

For being able to decompose and to predict the trajectories of the surrounding
dynamic objects, it is necessary to identify them and to follow their movements.
For simplification, a tracker is assumed, which is able to provide such trajectories
in real-time. A possible tracker to be used is presented in [7]. The given trajectory
of the motion is now interpreted as a time series T with values si = (xi, yi, zi)
for time steps i = 0, 1, . . . , n − 1: T = (s0, s1, . . . , sn−1).

It is now possible to present the vector T directly to the NMF approach. But
this could result in an unwanted behavior. Imagine two basis primitives, one
representing a left turn and another representing a right turn. A superposition
of those basis primitives would express a straight movement. However, we would
need to express either a left or a right turn.

The goal is to have a set of basis primitives, which can be concatenated one after
the other. Furthermore, it is necessary for a prediction task to be able to formulate
multiple hypotheses. For achieving these goals, the x-t-trajectory is transferred
into a grid representation, as it is shown in figure 1. Then, each grid cell (xi, tj)
represents a certain state (spatial coordinate) xi at a certain time tj . Since most
of the state-of-the-art navigation techniques rely on grid maps [8], the prediction
can be integrated easily. This 2D-grid is now presented as image-like input to the
NMF algorithm using the sparsity constraint as well as transformation invariance
(See section 2.1 and 2.2 respectively). Using the grid representation of the trajec-
tory also supports the non-negative character of the basis components and their
activities.

It has to be mentioned, that the transformation to the grid representation is
done for each of the dimensions individually. Hence, the spatio-temporal NMF
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Fig. 2. Training with Spatio-Temporal NMF. Given is a set of training samples in
matrix V. The described algorithm computes the weights W and the corresponding
activities H. Only the weights are used as basis primitives for further processing.

has to be processed on each of these grids. Regarding each of the dimensions sep-
arately is often used to reduce the complexity of the analysis of trajectories (com-
pare [9]). Theoretically, the algorithm could also handle multi-dimensional grid
representation.

While applying an algorithm for basis decomposition to motion trajectories it
seems to be clear that the motion primitives can undergo certain transformations
to be combined to the whole trajectory. For example, the same basis primitive
standing for a straight move can be concatenated with another one standing for
a left turn. Hence, the turning left primitive has to be moved to the end of the
straight line, and transformation invariance is needed while decomposing motion
data. For our purposes, we concentrate on translation. This makes it possible to
simplify the calculations and to achieve real time performance. Using only the grid
like approach, adjacent grid cells are just different dimensions in the grid vector
just as completely remote cells are. Adding translation invariance guarantees that
adjacent cells have a neighbouring character.

It is known for each basis primitive,how they have to be combined to recon-
struct the input data. Hence, one of the algorithm’s outputs is a description of
the sequence of the basis primitives which can be used as input for a classifier.

The sparse coding constraint helps to avoid trivial solutions. Since the input can
be compared with a binary image, one possible solution would be a basis compo-
nent with only a single grid cell filled. The trajectory is then simply copied into
the activities.

3.1 Learning Phase

The goal of the learning phase is to gain a set of basis primitives which allow
to decompose an observed and yet unknown trajectory (see Fig. 2). As it is
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Fig. 3. The basis primitives W, which were computed during the training, are used
to reconstruct (matrix R) the observed trajectory V. This results in a set of sparse
activities – one for each basis primitive – which describe on which position in space and
time a certain primitive is used. Beside the reconstruction of the observed trajectory
(shown in Fig. 3), it is furthermore possible to predict a number of time steps into
the future. Hence, the matrix R is extended by the prediction horizon P. Right to the
prediction P the ground truth is plotted to get an idea of the prediction quality.

discussed in section 3, the training samples are transferred into a grid repre-
sentation. These grid representations are taken as input for the NMF approach
and are therefore represented in matrix V. On this matrix V the standard NMF
approach, extended by the sparsity constraint and by translation invariance, is
applied. The algorithm is summarized in Fig. 4.

Beside the computed basis primitives, the NMF algorithm also provides the
information of how each of the training samples can be decomposed by the basis
primitives. To be able classify the trajectory later, this information is used for
training the classifier. Since trajectories and hence the calculated activities are
temporal sequences, a recurrent neural network seems to be an adequate classi-
fier. The network is trained by presenting a discrete time step of the activities
(i.e. a single column in the matrix).

3.2 Application Phase

As it is indicated in Fig. 3, from the learning phase a set of motion primitives
is extracted. During the application phase, we assume that the motion of a
dynamic object (e. g. a person) is tracked continuously. For getting the input for
the NMF algorithm, a sliding window approach is taken. A certain frame in time
is transferred into the already discussed grid like representation. For this grid
the activation of the basis primitives is determined. The algorithm is identical
to the one sketched in Fig. 4 beside that steps 4 and 5 can be skipped.

The resulting activities are now used as input for the classifier, which was
adapted to the activities in the learning phase. In this way, a classification result
(e. g. the interest for interaction or the performed action) can be assigned to the
regarded time window.

The standard approach to NMF implies that each new observation at the next
time step demands a new random initialization for the optimization problem.
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1. Normalize the basis vectors according to

Wj = Wj · ‖Wj‖−1 (8)

2. Calculate the reconstruction

Ri =
∑

j

∑
m Hj,m

i TmWj (9)

3. Update the activities

Hj,m
i ← Hj,m

i �
(
VT

i TmWj �RT
i TmWj

)
(10)

4. Calculate the reconstruction with the new activities

Ri =
∑

j

∑
m Hj,m

i TmWj (11)

5. Update the basis vectors

Wj ←Wj �
∑

i

∑
m Hj,m

i VT
i Tm + WjW

T
j

∑
i

∑
m Hj,m

i RT
i Tm∑

i

∑
m Hj,m

i RT
i Tm + WjW

T
j

∑
i

∑
m Hj,m

i VT
i Tm

(12)

Fig. 4. Algorithmic description of the Spatio-temporal NMF

Since an increasing column number in the grid representation stands for an
increase in time, the trajectory is shifted to the left while moving further in
time. For identical initialization, the same shift is then reflected in the activities
after the next convergence. To reduce the number of iterations until convergence,
the shifted activities from the previous time step are used as initialization for
the current one.

To fulfill the main goal discussed in this paper – the prediction of the observed
trajectory into the future – the proposed algorithm had to be extended. Since the
algorithm contains the transformation invariance constraint, the computed basis
primitives can be translated to an arbitrary position on the grid. This means that
they can also be moved in a way that they exceed the borders of the grid. Up
to now, the size of reconstruction was chosen to be the same size as the input
grid. Hence, using the standard approach means that the overlapping information
has to be clipped. To be able to solve the prediction task, we simply extend the
reconstruction grid to the right – or into the future (see Fig. 3). So, the previously
clipped information is available for prediction.

As discussed, a classifier is trained during the learning phase using the ac-
tivities of the training samples. In the application phase the activities for the
current observation is calculated. The last activity column is used as input for
the classifier. So a classification result is gained for each time step on-line.

4 Evaluation

Taking a closer look at the example scenario from introductory section 1 reveals
that a robust identification and tracking of the single body parts is needed. To be
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Fig. 5. Box whiskers plot showing the convergence characteristics of the energy function
(see eqn. 1) for 15 iteration steps. For the upper (blue) plot the activities are initialized
randomly after each shift of the input data. For the lower (red) curve the activities
from the previous computations are shifted and used as initialization.

comparable and to avoid errors from the tracking system influencing the test re-
sults, movement data from the Perception Action Cognition Lab at the University
of Glasgow [10] is used. The data contains trajectories from 30 persons is recorded
performing different actions in different moods. The movement data has a resolu-
tion of 60 time steps per second, so that an average prediction of about 50 steps
means a prediction of 0.83 seconds into the future. Since most trackers work with
a lower resolution, a prediction further into the future is still possible.

In the next subsections, two aspects of the proposed algorithm are investigated
in detail. First, it is shown that activity shifting brings a great benefit towards real
time performance. Afterwards the focus is set to the quality of the prediction part.

For the experiments, the size of the basis primitives was chosen to be 50× 50
grid cells The input grid size during the learning phase was set to 500 × 50 for
each of the trajectories and to 100 × 50 during application phase.

4.1 Activity Shifting

In section 3.2 it has been mentioned that the information from the previous time
step can be used as initialization for the current one. Figure 5 shows the energy
function, which is defined in equation 1, for both possibilities of initialization. It
is plotted only for a low number of iteration steps (up to 15), since already there
the effect can be observed. For the upper (blue) plot a random initialization of
the activities was used. For the lower (red) curve the activities from the previous
computations are shifted and used as initialization. It can clearly be seen that the
convergence is faster by a number of about 10 steps in average.

4.2 Prediction

For evaluating the quality of the prediction, the prediction is compared with the
grid representation of the actual trajectory G. For each occupied grid cell the
value of the columnwise normalized prediction is added. The sum is divided by
the length of the trajectory:

SGT = |T |−1∑
t∈T PT

t ·Gt ·
(∑

i G
i
t

)−1 (13)



Prediction and Classification of Motion Trajectories 605

(a)

0 5 10 15 20 25 30 35 40 45 50
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

time steps

S
G

T (b)

0 5 10 15 20 25 30 35 40
0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5

prediction samples

S
G

T

Fig. 6. (a) The mean correlation SGT (see eqn. 13) between the ground truth trajec-
tory and the prediction is plotted for each time step of the prediction horizon. A fit
value of 1.0 stands for a perfect prediction over the whole prediction horizon. As it
is expected the accuracy of the prediction decreases for a longer prediction period.
(b) The plot shows the prediction accuracy for predictions along a sample trajectory.
The 36 predictions were performed at each tenth time step of the chosen trajectory. A
fit value of 1.0 stands for a perfect prediction over the whole prediction horizon. The
constant and dotted lines (red) indicate mean and variance respectively.

The normalization of the prediction is done separately for each time slice (column
in the grid).

The basis primitives can at most be shifted by their width out of the reconstruc-
tion grid R. So the maximal size of the prediction horizon equals the width of the
basis primitives. Practically this maximum can not be reached, because the basis
primitives need a reliable basis in the part where the input is known. Nevertheless,
we have chosen to use the theoretical maximum as basis for the evaluation.

The results are depicted in Fig 6. The first plot (Fig. 6(a)) shows the expected
decrease of the average prediction quality over the prediction horizon. Never-
theless, the decrease is smooth and no sudden collapses can be observed. For
Fig. 6(b) an example trajectory has been selected for the reasons of clearness.
The plot is intended to show how the algorithm behaves in practical applications.
The predictions were performed at each tenth time step of the chosen trajectory.
A fit value of 1.0 stands for a perfect prediction over the maximum prediction
horizon, with only a single hypothesis for the prediction. The value decreases
significantly with multiple hypotheses being present.

4.3 Classification Task

The goal of the classifier is to classify the current action performed by the
proband (throw, walk, knock and lift). The input size is reduced by only us-
ing only a single limb (the right wrist). Using half of the data set the basic
primitives were trained (twelve for each spatial dimension). As classifier we use
a Layer-Recurrent Neural Network in MATLAB, which is a multi-layer version
of the well known Elman network. The network was initialised with an input-size
of 1800 neurons, 20 recurrent layers, sigmoid transfer function, and an output-
size of 4 neurons (binary coded output, one neuron for each class). The classifier
was trained using standard back-propagation with MSE. In order to evaluate the
classifier during training, the error on a test dataset is computed. Additionally
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the performance was measured on a validation dataset after training. During the
first experiments the classifier scored 40% accuracy on the validation dataset.
The poor performance of the classifier may result from the still very high input
dimensionality. The classifier is not able to profit from the sparse activation of
the basic primitives due to the grid representation. Additionally the grid rep-
resentation of the sparse input vector leads to many zeros in the input vector
which makes a gradient based learning method difficult. In further experiments
we will exploit the sparse input representation for the classifier using the position
of the maximum activation. The compacter encoding of the input should result
into better performance of the classifier.

5 Conclusion and Outlook

This paper presented a new approach for decomposing motion trajectories using
non-negative matrix factorization. To solve this problem, sparsity constraint and
transformation invariance have been combined. The trajectories were then decom-
posed using a grid-based representation. It could be demonstrated that the con-
cept of activity shifting clearly decreases the number of iterations needed until
convergence. Furthermore it was shown that the proposed algorithm is able to
predict the motion into the future. The prediction occurs by a superposition of
possible trajectory alternatives, yielding a quasi-probabilistic description. At this
point, the information about the sparse activation of the basis primitives was used
only for reconstruction purposes, even though it contains significant information
about the global motion. The classification task is still insufficent and should be
further improved as discussed. Furthermore, different kinds of networks need to
be investigated. Nevertheless it could be shown exemplarily, how the suggested
motion trajectory representation can be used to solve a classification task.
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Abstract. In this paper, we first review our previous work in the domain
of dextrous manipulation, where we introduced Manipulation Manifolds
– a highly structured manifold representation of hand postures which
lends itself to simple and robust manipulation control schemes.

Coming from this scenario, we then present our idea of how this gen-
erative system can be naturally extended to the recognition and segmen-
tation of the represented movements providing the core representation
for a combined system for action production and recognition.

1 Introduction

In the field of humanoid robotics, two of the key challenges are the production
of naturally looking movements on the one hand and the recognition of observed
movements or their segmentation into several meaningful subparts on the other
hand. Whereas these two problems are complementary and usually addressed
independently from each other, we believe that they are indeed closely related
and that is beneficial to base their handling on one and the same core repre-
sentation of the underlying – observed or produced – movements. Whereas such
common basis for action and perception could not be established yet in the field
of robotics, it is widely known from neurophysiology where research on monkey
brains reports from mirror neurons in the premotor cortex which not only show
activity during the monkey’s own excitations but as well during observations of
the same actions performed by another monkey (e.g. [7]).

With our previous work, we approached this problem from the production
side using motion capture data from human demonstration. In this domain,
many recent approaches focus on the Gaussian Processes Latent Variable Model
(GPLVM, [4]) and variants. For example, Bitzer et al. [1] propose a methodology
for learning and synthesising classes of movements using the GPLVM and iden-
tify robust latent space control policies which allow for generating novel move-
ments. In another approach, Urtasun et al. [12] extend the GPLVM in order to
learn interpretable latent directions and transitions between motion styles.

Whereas such approaches yield very promising results for reproducing and
synthesising motion capture data, it is not clear how they can be extended for
motion recognition. For our work, we were thus looking for a method that enables
us to directly reinforce a clear and predefined structure of the latent variables
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Fig. 1. Example of a hand posture sequence corresponding to a training manipulation

which then lends itself to simple and robust control schemes. The knowledge
about this clear structure – besides of using it for motion generation – then can
also be exploited for recognition afterwards. In the context of manifold gener-
ation, we presented modifications to a recent approach to non-linear manifold
learning, namely Unsupervised Kernel Regression (UKR, [5]), which either allow
for directly incorporating prior knowledge in a constructive manner [8] or in an
automatic learning scenario [9]. As shown in [8,9], the resulting Manipulation
Manifolds then provide the desired highly structured latent spaces and can be
used as basis for reproduction and synthesis of the represented movement class.

In this paper, we present our idea of how this generative system can be nat-
urally extended to the recognition of the represented movements.

The paper is organised as follows: After a description of the training data
(Sec. 2), we briefly review UKR (Sec.3) and the two methods to generate the
Manipulation Manifolds (Sec. 4 and Sec. 5). Section 6 then describes the mani-
fold characteristics which are exploited in Section 7 for the motion production.
Section 8 finally presents our idea of a recognition system based on this repre-
sentation followed by a conclusion in Section 9.

2 Manipulation Data

The training data consist of sequences of hand postures (each a 24D joint angle
vectors) recorded with a data glove during cap turning movements for different
cap radii (r=1.5cm, 2.0cm, 2.5cm, 3.0cm and 3.5cm) in a physics-based com-
puter simulation (e.g. Fig. 1). For each radius, we produced five to nine sequences
of about 30 to 45 hand postures each – in total 1204 for all sequences.

3 Unsupervised Kernel Regression

UKR is a recent approach to learning non-linear continuous manifolds, that is,
finding a lower dimensional (latent) representation X=(x1, . . . ,xN ) ∈ Rq×N of
a set of observed data Y=(y1, . . . ,yN ) ∈ Rd×N and a corresponding functional
relationship y = f(x). UKR has been introduced as the unsupervised counter-
part of the Nadaraya-Watson kernel regression estimator by Meinecke et al. in
[5]. Further development has lead to the inclusion of general loss functions, a
landmark variant, and the generalisation to local polynomial regression [3]. In
its basic form, UKR uses the Nadaraya-Watson estimator [6,13] as smooth map-
ping from latent to observed data space (KH: Kernel with bandwidth H):

f(x) =
N∑

i=1

yi
KH(x − xi)∑
j KH(x − xj)

(1)
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(a) (b) (c)

Fig. 2. Schematic description of different steps in the manifold construction process

X = {xi}, i = 1..N now plays the role of input data to the regression function
(1) and is treated as set of latent parameters corresponding to Y. As the scaling
and positioning of the xi’s are free, the formerly crucial bandwidths H become
irrelevant and can be set to 1.

UKR training, that is finding optimal latent variables X, involves gradient-
based minimisation of the reconstruction error:

R(X) =
1
N

∑
i

‖ yi − f(xi;X) ‖2=
1
N

‖ Y − YB(X) ‖2
F . (2)

Here, B(X) with (B(X))ij = K(xi−xj)∑
k K(xk−xj)

is an N×N basis function matrix.
To avoid poor local minima, i.e. PCA [2] or Isomap [11] can be used for

initialisation. These eigenvector-based methods are quite powerful in uncovering
low-dimensional structures by themselves. Contrary to UKR, however, PCA is
restricted to linear structures and Isomap provides no continuous mapping.

To avoid a trivial solution by moving the xi infinitively apart from each other
(B(X) becoming the identity matrix), several regularisation methods are possible
[3]. Most notably, leave-one-out cross-validation (LOO-CV: reconstructing each
yi without using itself) is efficiently realised by zeroing the diagonal of B(X)
before normalising its column sums to 1. The inverse mapping x = f−1(y;X)
can be approximated by x� = g(y;X) = argminx ‖y − f(x;X)‖2.

4 Manifold Construction

A simple but effective approach to generating a Manipulation Manifold is to
construct the final manifold out of several sub-manifolds each realising a manip-
ulation movement for one motion parameter (cp. [8]). In the example of turning
a bottle cap, we incorporate the progress in time of the movement and the radius
of the cap. The construction of the final manifold is performed iteratively start-
ing with a sequence associated with the smallest radius. The latent parameters
of the first 1D-UKR manifold are equidistantly distributed in a predefined in-
terval according to the chronological order of the hand postures (Fig.2(a)). The
second sequence of the same radius then is projected pointwise into the latent
space of the previous 1D-manifold. By dint of this projection, we approximate a
synchronisation of the temporal advance of the two movements. In the next step,
we combine those data to a new UKR manifold by extending the sets of observed
data and latent parameters by the new sequence data (cp. Sec.3: Y and X).

Repeating this step for all sequences of one radius yields a radius-specific 1D
manifold representing a generalised movement. Thus, by applying this method to
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all sets of radius-specific sequences, we generate one 1D manifold per radius. To
promote the synchronisation of the temporal advances also between the different
radius-specific manifolds, we initialise the manifolds of new radii with the projec-
tion of the observed data into the latent space of the previous radius (cp. 2(b)).
The subsequent combination of all 1D-manifolds to one 2D-manifold represent-
ing the complete movements for all training radii then is realised by expanding
each 1D latent parameter by a second dimension denoting the appropriate radius
corresponding to the associated training sequence (2(c)).

Using the radius information automatically results in the correct ordering
of the latent parameters in the new dimension. Whereas this last step always
requires meta knowledge about the training data, at the same time, it provides
a simple and effective way of incorporating prior knowledge into the manifold
generation procedure. Another benefit of directly using observed or predefined
meta data (like the cap size) as values of latent parameter dimensions is that
new data recorded after the initial training can directly be added to the manifold
in the same way and then serve to locally refine the manifold structure.

5 Manifold Learning

In several cases, it is desirable to automatically learn the Manipulation Manifolds
from training sequences instead of construct them in the described way. We thus
presented extensions to original UKR training to provide implicit mechanisms
for incorporating given knowledge about training data structures [10].

To take the periodic nature of the data sequences into account, we there
further extended original UKR by allowing for different univariate kernels Kl

(with dimension-specific parameters Θl) for different latent dimensions l (cp.
Eq.2):

(B(X))ij =
∏q

l=1 Kl(xi,l − xj,l;Θl)∑N
k

∏q
l=1 Kl(xk,l − xj,l;Θl)

. (3)

As kernel for the non-periodic dimensions, we use a standard Gaussian kernel
with (inverse) bandwidth parameter Θ: Kg(xi −xj; Θ) = exp

[
− 1

2Θ2(xi − xj)2
]
,

and for the periodic dimensions, we proposed a sin2 kernel, periodic in [0;π],
again with parameter Θ: K�(xi − xj ; Θ) = exp

[
− 1

2Θ2 sin2(xi − xj)
]
.

The two key features provided by the construction described in the last section
are that (a) the chronological order of the training sequences is reflected in the
corresponding latent variables and (b) the latent representations of the training
sequences have constant values in the latent radius dimension (assuming that
the underlying movement parameters do not change within the sequences.)

In the automatic learning case, we approximate these two features by means
of penalty terms to the standard loss function (Eq.2):

(a) In the periodic case using closed sequences of training data (xσ
0 = xσ

Nσ
),

we can express this as regularisation of the sum of successor distances:

Ecseq(X) =
NS∑
σ=1

Nσ∑
i=1

sin2(xσ
i,dt

− xσ
(i−1),dt

). (4)
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Fig. 3. Development of UKR latent variables after 0, 10, 25, and 200 steps. Connected
points represent training sequences; different colours correspond to different cap radii

for sequences Sσ = (yσ
1 ,yσ

2 , . . . ,yσ
Nσ

), σ = 1..NS with corresponding latent pa-
rameters (xσ

1 ,xσ
2 , . . . ,xσ

Nσ
). dt denotes the latent time dimension.

(b) is realised by penalising high variances in the parameter dimensions k �=dt:

Epvar(X) =
NS∑
σ=1

∑
k �=dt

1
Nσ

Nσ∑
i=1

(
xσ

i,k − 〈xσ
·,k〉
)2 (5)

The resulting overall loss function then can be denoted as:

E(X) = R(X) + λcseq · Ecseq(X) + λpvar · Epvar(X). (6)

Fig.3 visualises an exemplary development of the latent variables using this
method and the training data described in Sec.2. For further details see [10,9].

6 Characteristics of the Manipulation Manifold

Figure 4 visualises an exemplary Manipulation Manifold. As result of the learning
(or construction), the horizontal dimension corresponds to the temporal aspect
of the movement and the vertical dimension describes the cap size as motion
parameter (please consider the video referenced in Fig. 4). Like this, it forms a
representation of the movement of turning a bottle cap for different cap sizes that
fulfils our goal of fitting to the desired simple control strategy: the represented
movement can be produced by projecting a linear trajectory that follows the
time dimension in latent space into hand posture space.

This characteristics is realised by distorting the natural topology of the latent
space such that those parts of the movement which are independent of the cap
radius – and thus very similar for all radii (i.e. Fig. 4, the backward movement
of the hand: columns 1-3) – are pushed away from each other to span the same
latent radius range as the rest of the sequence. In contrast to this, with purely
unsupervised learning, the similar parts would collapse to thin regions in latent
space. This however would make the targeted control scheme impossible.

Indeed, whereas the distortion is beneficial for the production of motions,
it poses some problems for the inverse direction, i.e. projecting hand posture
sequences into latent space. In that case, whereas the temporal information is
robust, the projection is strongly non-robust in the parameter (radius) dimension
in the described radius-independent parts as the corresponding hand postures
are fairly similar for the whole range of latent radii for a specific point in time
and the result of g(y) can heavily vary for small changes of y.
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Fig. 4. Visualisation of the training result in the hand posture space. The de-
picted postures correspond to the reprojections f(x;X) of regularly sampled posi-
tions x in the trained latent space. Please consider also the video available under
http://www.techfak.uni-bielefeld.de/~jsteffen/mov/ki2009/upkrturn/

7 Motion Production and Synthesis

The clear structure of the latent space enables the use of a very simple controller
in order to synthesise the represented movements: The algorithm starts in an
initial hand posture corresponding to a fixed latent position on the ’maximum
radius’ border of the latent space in a temporal position where the fingers have
contact with the cap. The motion controller then is subdivided into two different
phases of orthogonal, straight navigations through the latent space: (a) Grasping
the cap is realised by a straight navigation in direction of decreasing radii follow-
ing the radius dimension until thumb, fore finger and middle finger have contact.
(b) The manipulation – during which the adapted radius is fixed – is performed
by navigating through the latent space following the temporal dimension. Please
consider also the corresponding video1 and [9] for further details.

8 Towards Motion Recognition and Segmentation

The recognition approach takes the inverse direction to the motion produc-
tion described in the last section: instead of projecting latent trajectories into
hand posture space in order to determine a sequence of intermediate target
hand postures, we now observe such sequences and use it as input. By project-
ing them into latent space (g(·)) and back to hand posture space (f(g(·)), cp.
Sec. 3), we obtain means to define features which express the degree of compat-
ibility of the observed postures and the manifold:

a) The compatibility of single observations with the manifold can be expressed
with the self-reconstruction error of the observations yielding a measure for the
similarity of observed and best-matching represented posture in the manifold:

Crec(y�;Y) = −1 + 2 · exp
(
−ΔT Δ

)
∈ [−1; 1] (7)

where Δ(y�) = y� − f(g(y�)) is the self-reconstruction error of observation y�.
b) The temporal compatibility of a single observation with its preceding obser-

vations (history) can be expressed by the relative positions of the representations
1 http://www.techfak.uni-bielefeld.de/∼jsteffen/mov/ki2009/upkrmanip/
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of the current and preceding observations in latent space: if the single observa-
tions of the input sequence are compatible with the manifold (in the sense of (a)),
then, the compatibility of the chronological order of their latent representations
with the manifold can be expressed as the sum over the distances between pro-
jections of successive data. As a measure for the compatibility of the observation
yt−h in the history of yt, we thus define:

chist(h, t) =
1
2

cos(δh,t) +
1
2
Crec(yt−h;Y) (8)

where δh,t = modπ(g(yt−h−1) − g(yt−h)) is the directed temporal difference of
the latent space projections g(·) of the historic observation yt−h and its prede-
cessor yt−h−1 (taking the period π of the dimension into account). Crec again is
the self-reconstruction error described in (a).

For the compatibility of the whole history of yt of length H , we define:

Chist(H, t) =
∑H

h=1 γhchist(h, t)∑H
h=1 γh

(9)

where γ ∈ [0; 1] is the discount factor for historic observations. As Crec, Chist

can take values in [−1; +1] whereas −1 corresponds to maximally incompatible
and +1 to maximally compatible with the underlying UKR manifold.

The combination of (a) and (b) with λ ∈ [0; 1] to an overall compatibility
measures yields:

C = λCrec + (1 − λ)Chist ∈ [−1; +1] (10)

Like this, C gives a measure for the compatibility of the observation together
with its history with the underlying manifold. In other words, C realises a mea-
sure to quantify the appropriateness of the candidate manifold to reproduce the
observation and the history. By means of λ, the importance of single observa-
tions versus observation history can be specified according to the requirements of
the task. The classification of the observation to one of several candidate classes
then can be realised as a winner-takes-all mechanism that works on the results
of all UKR manifolds.

The special strength of this approach is that this compatibility is a pointwise
measure (incorporating few historic hand postures) and is thus independent of
a fixed data window. In addition, this enables the method to work on inhomo-
geneous data sequences which consist of more than one movement and hence
enables the use for a segmentation of such sequences into several candidate mo-
tions or even only motion parts.

9 Conclusion

In the field of humanoid robotics, two of the key challenges are the production
of naturally looking movements on the one hand and the recognition of observed
movements or their segmentation into several meaningful subparts on the other
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hand. While these problems are basically complementary, they are closely con-
nected to each other. In this paper, we presented our idea to base both task
on one and the same core representation – namely the Manipulation Manifolds
consisting of Structured UKR manifolds – in order to benefit from such common
representation and express the inherent connection of the tasks also on the level
of their representations.

After a revision of the basic method and the generation and use of the man-
ifolds for the action production part of the system presented in previous work,
we then presented our basic plan to perform recognition and segmentation tasks
on the basis of the same representation. For this part, only initial evaluation has
been done. Indeed, the results are very promising and we are convinced that an
elaborate evaluation will help us to further refine our approach.

Acknowledgement. This work has been carried out with support from the
German Collaborative Research Centre “SFB 673 - Alignment in Communi-
cation” granted by the DFG and from the German Cluster of Excellence 277
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Abstract. As a tractable description logic, DL-Lite provides a good compromise
between expressive power and computational complexity of inference. It is there-
fore important to study ways of handling inconsistencies in tractable DL-Lite
based ontologies, as classical description logics break down in the presence of
inconsistent knowledge bases. In this paper, we present an argumentation-based
approach to dealing with inconsistent DL-Lite based ontologies. Furthermore, we
mainly develop a graph-based algorithm to implement paraconsistent reasoning
in DL-Lite.

1 Introduction

Description logic Lite (DL-Lite) presented by D.Calvanese et al in [1] is a fragment of
expressive description logics (DLs) which are the logical foundation of current ontology
languages such as Ontology Web Language (OWL) (see [2]) with assertions and inverse
roles. DL-Lite has ability enough to capture the main notions of conceptual model-
ing formalism used in databases and software engineering such as Entity-Relationship
Model (ERM1) and Unified Modeling Language (UML2) class diagrams(see [1]). It
is usual that DL-ontologies contain classically inconsistent information because many
reasons possibly cause the occurrence of inconsistencies such as modeling errors, mi-
gration from other formalisms, merging ontologies and ontologies evolution (see [3]).
However, DL-Lite fails to tolerate inconsistencies. Therefore, handling inconsistencies
in DL-Lite becomes an important issue in the field of artificial intelligence in recent
years.

Roughly, there are two fundamentally different approaches to handling inconsisten-
cies in DLs. The first is based on the assumption that inconsistencies indicate erroneous
data. Based on this assumption, inconsistencies should be repaired in order to obtain
a consistent DL-knowledge base or (ontology) [4,5]. Unfortunately, we may lose use-
ful information so that we might not obtain more trustworthy conclusions from those
inconsistent information. Another approach, called paraconsistent approach, is not to
simply avoid the inconsistencies but to apply a non-standard reasoning method to obtain

� This work is supported by the major program of National Natural Science Foundation of China.
1 http://www.csc.lsu.edu/˜chen/
2 http://www.omg.org/technology/documents/formal/uml.htm
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meaningful answers [6,7]. A more prominent one of them is based on the use of addi-
tional truth values standing for underdefined (i.e. neither true nor false) and overdefined
(or contradictory). However, the capability of those paraconsistent reasoning are far
weaker. For instance, there exists some inference rules which might not be valid non-
standard reasoning. Moreover, though there are some different characteristics among
those existing approaches, the common problem is that inconsistencies are not analyzed
in detail further but either isolated or ignored in reasoning. In philosophy, there is a clas-
sical theory called argumentation theory (or argumentation), which embraces the arts
and sciences of civil debate, dialogue, conversation and persuasion. P.Dung researches
the fundamental mechanism, humans use in argumentation, and explores ways in com-
puter science (see [8]). M.Elvang and A.Hunter [9] have presented an argumentative
framework which is different from P.Dung’s argumentative framework [8] to resolve
inconsistencies in propositional logic. In recent years, there are some work about in-
troducing argumentation theory into ontologies. For instance, s C.Tempich et al [10]
apply argumentation theory to deal with conflicts occurring in Distributed Ontologies
and S.A.Gomezte al [11] employ argumentation theory to handle inconsistencies in De-
feasible Logic Programs (DeLP)3. In addition, D.Grossi [12] applies well-investigated
modal logics4 to provide formal foundations to specific fragments of argumentation
theory.

In this paper, based on X.Zhang et al [13], we introduce M.Elvang and A.Hunter’s
argumentation theory for DL-Lite to handle inconsistencies. The main innovations and
contributions of this paper can be summarized as follows:

– defining semantically the notion called quasi-negation to characterize the semantic
reverse of axioms in DLs; and introducing the argumentation theory for DL-Lite
by defining some basic notions, namely, argument, undercut, maximal conservative
undercut and canonical undercut;

– presenting an argumentative framework, which is composed of canonical under-
cuts, to demonstrate the structure of arguments in ontologies; and providing an ar-
gumentative semantics based on binary argumentation for DL-Lite and discussing
two basic inference problems, namely, satisfiability of concepts and inference prob-
lems based on our argumentative semantics in DL-Lite;

– developing a graph-based algorithm to search arguments in DL-Lite.

This paper is structured as follows. Section 2 reviews briefly DL-Lite. Section 3 intro-
duces argumentative semantics for DL-Lite. Section 4 develops a graph-based approach
to searching arguments in DL-Lite ontologies. Section 5 concludes this paper and dis-
cusses our future work. Due to the space limitation, all proofs and applied examples are
omitted but they are available in a TR5.

2 Preliminaries

In this section, we briefly introduce DL-Litecore and querying problems in DL-Lite
ontologies because DL-Litecore is the core language in the family of DL-Lite (see[1]).

3 http://cs.uns.edu.ar/˜ajg/
4 http://plato.stanford.edu/entries/logic-modal/
5 http://www.is.pku.edu.cn/˜zxw/publication/TRADLLite.pdf
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In DL-Litecore, basic concepts are defined as follows:

B := A | ∃R R := P | P− C := B | ¬B E := R | ¬R

where A is a concept name; P is an atomic role; and P− is the inverse role of the atomic
role P respectively.

A DL-Litecore ontology O contains two parts , namely ABox and TBox, where ABox
is used to represent extensional information and TBox is used to represent intensional
knowledge. DL-Litecore TBox axioms are of the form B * C and DL-Litecore ABox
axioms are of the form C(a), R(a, b) where a, b are constants.

An interpretation I = (ΔI , ·I) consists of a first structure over ΔI with an interpre-
tation function ·I mapping a concept to a subset of ΔI , a role name to pair of a subset
of ΔI and an individual to a member of ΔI and satisfying the following equations:
(1) negation: (¬B)I = ΔI \ BI ;
(2) inverse role: (P−)I = {(bI , aI)|(aI , bI) ∈ P I};
(3) exists restriction: (∃P )I = {x | ∃y, (x, y) ∈ P I}.

An interpretation I is a model of an/a inclusion axiom (concept axiom, role axiom)
B * C (C(a), R(a, b)) if BI ⊆ CI (aI ∈ CC , (aI , bI) ∈ RI ) , denoted by I |=
B * C (I |= C(a), I |= R(a, b)) respectively. An interpretation is a model of TBox
T (ABox A) if the interpretation is a model of all axioms in T (A), denoted by I |= T
(I |= A) respectively. An ABox is consistent if it has at least one model, inconsistent
otherwise. An ABox is coherent w.r.t. a TBox if any model of the TBox is a model of
the ABox, incoherent otherwise. It easily shows that if an ABox is coherent w.r.t. a
TBox then there exists a B1 * ¬B2 in the TBox and an individual a such that the
axioms B1(a) and B2(a) belong to the ABox. An ontology is inconsistent iff either its
ABox is inconsistent or its ABox is incoherent w.r.t. its TBox. An ontology O entails
an axiom α iff any model of O is a model of α, denoted by O |= α.

In DL-Lite, the unique name assumption (UNA) means that different names always
refer to different entities, that is to say, a � .= b iff aI �= bI for any interpretation I. In
this paper, we base on UNA.

In DL-Lite, there are two basic entailment problems as follows: (1) instance check-
ing: an individual a in an ABox A is an instance of a concept C w.r.t. a TBox T if
aI ∈ CI for all models I of A and T (denoted with A |=T C(a)); and (2) sub-
sumption: a concept B is subsumed by a concept C w.r.t. a TBox T if BI ⊆ CI for
every model I of T . Based on practical quality of DL-Lite, there are five subsumption
problems which are also important in ER and UML, namely, ISA (A1 * A2), class dis-
jointness (A1 * ¬A2), role-typing (∃P * A1 or ∃P− * A2), participation constraints
(A * ∃P or A * ∃P−), non-participation constraints (A * ¬∃P or A * ¬∃P−).

A conjunctive query q(x) ← ∃y.conj(x,y) , where conj(x,y) is conjunction of
atoms whose predicates are atomic concepts and roles of an ontology O, and whose
variables are among x and y, is interpreted in I as the set qI of the tuples c ∈ ΔI ×
· · ·×ΔI such that, when we substitute the variables x with the constants c, the formula
∃y.conj(x,y) evaluates to true in I. t is a certain answer to q in O, if O |= q(t) where
q(t) is the sentence obtained from the body of q by replacing its distinguishes variables
by contains in t. The set of certain answer to q in O is denoted by ans(q,O).



618 X. Zhang and Z. Lin

3 Argumentation for DL-Lite

In the section, based on X.Zhang et al [13], we introduce argumentation theory for
DL-Lite. Firstly, we introduce some basic definitions of argumentation for DL-Lite.

Let α and β be axioms andO be an ontology in DL-Lite. In DLs, there are two logical
connectives “conjunction” (∧) and “disjunction” (∨) defined as follows: (a) O |= α∧β
iff O |= α and O |= β; and (b)O |= α ∨ β iff O |= α or O |= β. If α, β be axioms in
DL-Lite, then α∧β (or α∨β) is called conjunction of axioms (or disjunction of axiom).

Definition 1. Given a DL-Lite ontology O, concepts B, C, an individual a and two
axioms α, β, a quasi-negation, written by ∼ on axioms or disjunction (conjunction) of
axioms is defined as follows:

(1) O |=∼ C(a) iff O |= ¬C(a); (2) O |=∼ R(a, b) iff O |= ¬R(a, b);
(3) O |=∼ (B * C) iff O |= B � ¬C(ι) for some individual ι in O;
(4) O |=∼ (α ∧ β) iff O |=∼ α∨ ∼ β; (5) O |=∼ (α ∨ β) iff O |=∼ α∧ ∼ β.

Axioms, conjunction of axioms, disjunction of axioms and their quasi-negation are
called extended axioms. In this paper, extended axioms are not members of DL-Lite
ontologies but are taken as the consequence of arguments (defined later).

3.1 Arguments in DL-Lite

Definition 2. Let Φ be a set of axioms and α be an extended axiom in DL-Lite. An
argument is a pair 〈Φ, α〉, denoted by A = 〈Φ, α〉, such that: (1) Φ is consistent; (2)
Φ |= α; and (3) no Φ′ ⊂ Φ satisfies Φ′ |= α. We say that 〈Φ, α〉 is an argument for α.
We call α the consequence of the argument and Φ the support of the argument, denoted
by Support(〈Φ, α〉) = Φ and Consequence(〈Φ, α〉) = α.

An argument 〈Φ, α〉 is more conservative than an argument 〈Ψ, β〉 iff Φ ⊆ Ψ and
β |= α, written by 〈Ψ, β〉 �c 〈Φ, α〉. If α �|= β then 〈Φ, α〉 is called strictly more
conservative than an argument 〈Ψ, β〉, written by 〈Ψ, β〉 ≺c 〈Φ, α〉. In short, we define
a pre-order relationship on arguments using conservative relationship. An argument
〈Ψ, β〉 is a defeater of an argument 〈Φ, α〉 such that β |=∼ (φ1 ∧ . . . ∧ φn) for some
{φ1, . . . , φn} ⊆ Φ. An undercut for an argument 〈Φ, α〉 is an argument 〈Ψ,∼ (φ1 ∧
. . . ∧ φn)〉 where {φ1, . . . , φn} ⊆ Φ. Two arguments 〈Φ, α〉 and 〈Ψ, β〉 are equivalent
iff Φ is logically equivalent to Ψ and α is logically equivalent to β. Clearly, if two
arguments are equivalent then either each is more conservative than the other or neither
is. A′ is a maximally conservative defeater of A iff A′ is a defeater of A for any
defeater A′′ for A such that A′′ ≺c A′. A maximally conservative undercut of 〈Φ, α〉 is
defined analogously. An argument A′ is a canonical undercut of A iff A′ is a maximally
conservative undercut of A.

The following theorem availably provides a norm form of undercuts via
quasi-negation.

Theorem 1. 〈Ψ,∼ (φ1 ∧ · · · ∧ φn)〉 is a canonical undercut for an argument 〈Φ, α〉 iff
it is an undercut for 〈Φ, α〉 and {φ1, . . . , φn} is the enumeration of Φ.
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3.2 Argumentative Semantics

Given α is an axiom, an argument tree for α is a tree where the nodes are arguments
such that (a) the root is an argument for α; (b) for no node 〈Φ, β〉 with ancestor nodes
〈Φ1, β1〉 . . . 〈Φn, βn〉 is Φ a subset of Φ1∪· · ·∪Φn; and (c) the children nodes of a node
A consist of all canonical undercuts for A that obeys item (b). An argumentative
framework of an axiom α is a pair of sets 〈P , C〉 where P is the set of argument trees
of α and C is the set of argument trees for ∼ α.

If A1,A2 and A3 are three arguments such that A1 is undercut by A2 and A2 is
undercut by A3 then A3 is called a defence for A1. We define the “defend” relation as
the transitive closure of “being a defence”. An argument tree is said to be successful
iff every leaf defends the root node. The categorizer is a function, denoted by c, from
the set of argument trees to {0, 1} such that c(T ) = 1 iff T is successful. The cate-
gorization of a set of trees is the collections of their values by categorizer function on
them. The accumulator of a query α is a function, denoted by a, from categorizations
to the set {(1, 1), (1, 0), (0, 1), (0, 0)}. Let 〈X, Y 〉 be a categorization of argumenta-
tion framework of an axiom α, then a(〈X, Y 〉) = (w(X), w(Y )) where w(Z) = 1 iff
1 ∈ Z . A valuation function v mapping a set of axioms to a set {B, t, f, N} (which is
based on binary argumentation theory (see [9])), where 〈X, Y 〉 is a categorization of
argumentation framework of α in O, is defined as follows:

(1) v(α) = t iff a(〈X, Y 〉) = (1, 0); (2) v(α) = B iff a(〈X, Y 〉) = (1, 1);
(3) v(α) = f iff a(〈X, Y 〉) = (0, 1); (4) v(α) = N iff a(〈X, Y 〉) = (0, 0).

Definition 3. Let O be a DL-Lite ontology. A set of axioms M is an argumentative
model of O if for every axiom α of M there exists a successful argument tree of α in
O. If α ∈ M, then we call O argumentatively entails α, denoted by O |=a α.

Theorem 2. Given an ontology O and an axiom α, the following properties are equiv-
alent each other.
(1) O |=a α. (2) v(α) ∈ {	, t}. (3) c(T ) = 1 for an argument tree T of α.

Theorem 3. Given a consistent ontology O and an axiom α, then O |=a α iff O |= α.

However, an ontologyO is inconsistent, then “|=a” is weaker than “|=”. Clearly,O |=a∼
α doesn’t possibly hold if O �|=a α for any axiom α. O |=a β is not inferred from
O |=a α and O |=a∼ α ∨ β. Since {α,∼ α} �|=a β for any query β, we conclude that
“|=a” is non-trivial.

4 Algorithm for Searching Arguments in DL-Lite

In this section, we present a graph-based approach to search arguments in DL-Lite
ontologies by extending V.Efstathiou and A.Hunter’s graph technique in [14].

A disjunct function mapping from a set of formulae to a set of sets of clauses in
DL-Litecore, is defined as follows:

(1) Disjunct(B(a)) = {B(a)};
(2) Disjunct(P (a, b)) = {∃P (a), ∃P−(b)};
(3) Disjunct(B1 * B2) = {¬B1, B2}.
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Let O be a DL-Lite ontology, we write Disjunct(O) = {Disjunct(α)|α ∈ O}. Given
an ontology O, axioms φ, ψ, a concept C and an individual a, then the attack set be-
tween φ and ψ is defined as follows: Attackset(φ, ψ) = {C(a) | C(a) ∈ Disjunct(φ)
and (either ¬C(a) ∈ Disjunct(ψ) or ¬C ∈ Disjunct(ψ))}∪{C | C ∈ Disjunct(φ)
and ¬C ∈ Disjunct(ψ)}. Attack(φ, ψ) = β if Attackset (φ, ψ) = {β} for some β;
otherwise, Attack(φ, ψ) = null. We conclude that the attack set of a pair φ, ψ is the
collection of all members which cause the occurrence of inconsistencies between φ
and ψ.

In the following, we introduce an attack graph based on attack set and the relation of
attack for ontologies O in DL-Litecore. Let O be an ontology and a be an individual.

– The graph for O, denoted by Graph( O) = (V, E), where V = O and E =
{(φ, ψ) | there is a β ∈ Disjunct(φ) such that Attack(φ, ψ) = β}.

– A sequence of nodes is called a path in Graph(O) if from each of its nodes there
is an edge to the next node in the sequence.

– Graph(O) is connected iff for any two nodes n1 and n2 in Graph(O), there exists
a path from n1 to n2 or a path from n2 to n1 in Graph(O).

– An attack graph w.r.t. an individual a for O, denoted by AttackGraph(O, a) =
(V, E), is the union of all connected subgraphs of Graph(O) which are obtained
by deleting all nodes with the form of B(b) where a � .= b based on UNA and B is
some concept from Grpah(O) and all edges connecting it.

– An attack graph for O, denoted by AttackGraph(O), is a graph (V , E ,W).
It is the union of all attack graphs w.r.t. individuals by adding signed direction
edges to connect two attack graph w.r.t. individuals. That is to say, V = {node |
node ∈ AttackGraph(O, a) and a ∈ UA}, where UA is a set of individuals
that occur in ABox A of O, and E = {edge | edge ∈ AttackGraph(O, a) and
a ∈ UA}. W = {〈∃P (a), ∃P−(b)〉 | P (a, b) ∈ O for some role P}. Furthermore,
AttackGraph(O, a) is a component of AttackGraph(O).

– A node Nodeφ is close if for each β ∈ Disjunct(φ) there is a Nodeψ ∈ V such
that Attack(φ, ψ) = β. AttackGraph (O, a) = (V, E) is close if each node in
AttackGraph (O, a) is closed. Algorithm 1 is applied to decide whether a node is
closed or not in the graph of AttackGraph(O, a).

– A node is a leaf if the node has only one edge connected with another node.
– A close graph w.r.t. an individual a for O, denoted Close(O, a), is the largest

subgraph of AttackGraph(O, a) which is close. A close graph for O, denoted
Close(O), is the largest subgraph of AttackGraph(O) which is close.

– A graph is a focal graph of φ in O, denoted Focal(O, φ), if there is a compo-
nent X in Close(O) containing the node φ, then Focal(O, φ) = X , otherwise
Focal(O, φ) is an empty graph. In short, a focal graph is a subgraph of close graph
for a KB which is specified by a formula and corresponds to the part of the close
graph that contains the formula. The focal graph is introduce to find the scope of
arguments for queries in an ontology.

For a graph G = (V, E), let the function Nodes(G) return the set of formulae in
corresponding to the nodes of the graph, i.e., Nodes(G) = V . Then, let Zone(O, α) =
{φ ∈ O | φ ∈ Nodes(Focal(O∪{¬α}, α)}. For a given query C(a), Zone(O, C(a))
is obtained by using Algorithm 2.
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Algorithm 1. isClose(O, a, φ) return a boolean value “true” or “false”
Input: an ontology O, an individual a and a formula φ
Output: “true” or “false”
if φ is the form of B(a) then

if there exists ψ in AttackGraph(O, a) such that Attack(φ,ψ) = B(a) then
return true (“true” means each literal of φ has an edge with other nodes.)

end if
else

(Here φ has the form of B 
 C)
if there exist ψ1 and ψ2 where ψ1 �= ψ2 in AttackGraph(O, a) such that
Attack(φ,ψ1) = ¬B and Attack(φ,ψ2) = C then

return true
end if

end if
return false (“false”means each literal of φ has no edge with other nodes.)

Algorithm 2. GetZone(O, C(a)) return a set S of nodes
Input: an ontology O and a query C(a)
Output: a set of nodes of Focal(O, C(a))
G← AttackGraph(O ∪ {¬C(a)}, a)
S ← Nodes(G)
if C(a) �∈ O or ¬isConnected(G, NodeC(a)) then

return ∅
else

for all nodes Node which is not ¬C(a) in S do
if isClose(O, a, Node) = false then

S ← S\Node
end if

end for
end if
return S

Given an ontology O and a conjunctive query α = ψ1 ∧ · · · ∧ ψm, Let

SupportBase(O, α) =
m⋃

i=1

Zone(O, ψi).

We conclude that the notion of SupportBase is an extension of the notion of Zone
and SupportBase is Zone when m = 1.

Theorem 4. Let O be an ontology and α = ψ1 ∧ · · · ∧ ψm be a query. If 〈Φ, α〉 is
an argument for α in O then Φ ⊆ SupportBase(O, α). Specially, if m = 1 then
Φ ⊆ Zone(O, α).

A subgraph G of Closed(O) is minimal closed graph if any subgraph of G is not
closed. We give an approach to finding minimal closed graph in focal graph to searching
arguments for queries by the following theorem.

Theorem 5. Let O be an ontology and α be a query. Then 〈Φ, α〉 is an argument for α
in O iff AttackGraph(Φ ∪ {¬α}) is a minimal closed subgraph of Focal(O, α).
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5 Conclusions

In this paper, we introduced the argumentation theory presented in [13] for DL-Lite to
handle inconsistencies. We presented an argumentative semantics based on an argumen-
tation framework for DL-Lite. Our argumentative semantics holds a certain degree of
justifiability by analyzing all arguments which cause inconsistencies. We mainly devel-
oped a graph-based approach by extending V.Efstathiou and A.Hunter’s graph technique
for searching arguments in propositional logic [14] to search arguments in DL-Lite on-
tologies feasibly. The most difficult problem of our approach is which techniques we ap-
ply to search argument by focusing a limited scope from an infinite ontology. However,
our approach is not efficient enough in the worst-case. Finding an efficient approach to
searching arguments in expressive DLs will be our future work.
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Extensive Objects on Digital Images
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Abstract. The threshold setting problem is investigated for segmenta-
tion and extraction of extensive objects on digital images. Image process-
ing structure is considered which includes thresholding for binarization.
A new method for dynamic threshold setting and control is proposed
which is based on the analysis of isolated fragments to be extracted in
the making of segmentation. Extraction of extensive objects is obtained
by the use of sequential erosion of isolated fragments on images. Number
of points deleted is used for dynamic thresholding. The method proposed
has optimality properties.

Keywords: Segmentation, extraction, thresholding, erosion.

1 Introduction

Segmentation is a general problem of image partitioning to separate objects,
parts or segments [1,2,3,4,5,6,7]. In many cases useful objects are extensive and
segmentation is based on the property of homogeneity. This idea is developed
in this paper and new method is proposed for extraction extensive objects with
prescribed sizes.

Thresholding is a necessary operation which gives binary image for segmen-
tation and classification. Automatic setting of threshold is the main problem
for qualitative segmentation. Well known global and local threshold evaluations
was categorized [2] into six groups: histogram shape-based [3] , spatial [4] , local
properties of the point, clustering-based, entropy-based and object attribute-
based methods. Almost all quality functions for thresholding are based on the
original image properties, only the last two methods use a binarized image for
cross-entropy or similarity measures calculations. There are no methods which
analyze results of segmentation and use them for choosing a threshold.

The aim of this paper is to investigate the influence of a threshold level to
the results of segmentation, and to propose a method for threshold setting and
control. The method proposed is new, it uses the results of segmentation for
threshold evaluation. It is applicable both to global thresholding and to evalua-
tion of local threshold in the sliding window.
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2 Image Processing Structure

A typical processing structure for image segmentation and object extraction may
be divided into three stages: pre-filtering, threshold processing (binarization)
and processing with binary images. Registered digital images are represented by
digital values on a rectangular grid of pixels.

Pre-filtering includes linear filtering and non-linear transforms. It usually uses
local sliding windows which are determined from the size of local stationarity of
the initial image. It allows eliminating slow nonstationarities and nonhomoge-
nuities, then it becomes possible to use the only global threshold for binariza-
tion. An equivalent procedure may be realized by the use of local thresholding
without pre-filtering. The following processing for image segmentation includes
logical and morphological operations, such as dilation and erosion [1].

This division of overall image processing is very useful though sometimes
logical operations may be included in pre-filtering and may forego threshold
processing [5] .

3 Problem Statement and Method of Solving

Suppose there is a classification problem, so that objects have to be extracted
belong to certain classes. But these classes have no precise description and this
is the object of investigation. One of the main features for object segmentation is
its extension. Useful objects are usually extensive, after binarization they consist
of connected points, and look like lines or regions.

Solving of segmentation problem includes thresholding and selection of objects
with different extensions. Thresholding gives the binary image and the following
segmentation is realized with a special method of erosion. Dynamical threshold
setting is the problem which should be solved with taking into account results
of segmentation.

For this purpose a hierarchy of isolated fragments is proposed which relates to
extension and orientation. Segmentation comes to a special method of sequential
erosion of isolated fragments with increasingly rising sizes.

It is evident that quality of segmentation depends on the threshold. Low
threshold levels give much noise, and the following processing becomes inefficient,
too high levels result in destroying of useful objects which can be split up to
small fragments. The best threshold should be set after analysis of segmented
fragments with the use of some quality indicator for extraction and segmentation.

A degree of segmentation is characterized by the effectiveness of erosion which
is defined as a relative number of points deleted at each step. This number is
used as the attribute for dynamic threshold setting.

4 Pre-filter Processing

Pre-filter F is usually used for smoothing and differentiation to avoid non-
homogeneity in images. It has the local sliding window (mask) Si,j , which size
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corresponds to a homogeneity region of the initial image and (i, j) are coordi-
nates of the centre of the sliding window.

There are two basic techniques for differentiation in local windows: gradient
and Laplacian [1,6,7]. Two pre-filtering algorithms were used here. The first yA

i,j

is standard linear Laplacian and uses a sample average in 9x9 sliding window.
The second yM

i,j is non-linear and uses a sample median in the same window
instead of the sample average:

yA
i,j = xi,j − Ai,j and yM

i,j = xi,j − Mi,j , (1)

where Ai,j = (1/N)
∑

k

xk, Mi,j = med(xk), k ∈ Si,j (2)

Here k designates a couple of pixel coordinates around the point (i, j) , and the
mask Si,j does not contain the central element (i, j) .

Fig. 1 shows the original infrared image of ships on the sea after registration
and result of pre-filtering with sample average in 9x9 sliding window. Images after
pre-filtering may be viewed after the corresponding shift-scale transformation.

Fig. 1. The original infrared image of two ships on sea and pre-filtered image with the
use of sample average in 9x9 window

5 Threshold Processing

This stage of thresholding is very important. An incorrect threshold level may
result in irreversible losses of information. Suppose we are interested in light
objects, and processing results in high level for pixels if a threshold level is
exceeded, and a zero level otherwise.

Fig. 2 illustrates changes of binary images upon threshold variations from a
low level to a high level. As it may be easily observed, a low threshold is not
useful because of segmentation problems: useful and noisy objects do not differ
in extension. As far as a threshold level rises, differences between extensions
of objects start to appear, but at high levels we can see destroying of useful
extended objects.

The best threshold level gives maximal differences in extensions between useful
and noisy objects.
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Fig. 2. Results of threshold processing for four threshold levels from a low level (left
top) to a high level (right bottom)

The main idea is to set a threshold level according to segmentation results.
For this purpose a hierarchy of isolated fragments is proposed, and effectiveness
of erosion is inserted as an indicator of segmentation degree. It may be used for
threshold setting and control.

6 Hierarchy of Isolated Fragments to Be Extracted

Our aim is to find out attributes of image which characterize extension properties
of objects and allow us to control a threshold level. Suppose we have binary image
after thresholding. The concept of the characterizing mask for isolated fragments
is introduced which is used for analysis of segmentation results.

It relates to definition of continuity and adjacency of pixels, in this paper
usual definitions are used [1].

Fragments are isolated if they have no mutual pixels. Suppose an isolated
fragment consists of several adjacent pixels on the binary image. Extension prop-
erties of isolated fragments may be characterized by sizes of minimal rectangular
mask which entirely covers this fragment. Objects may include several isolated
fragments. Extensive objects usually contain extensive fragments.

Isolated points have the characterizing mask 1x1, isolated pairs may have
characterizing masks 1x2, 2x1 and 2x2 corresponding to their orientations. An
extensive object with horizontal orientation which has more sizes but entirely
covers by mask 2x3, has the characterizing mask. A similar object with vertical
orientation covers by characterizing mask 3x2, and so on.

The simplest hierarchy which will be considered uses only square characterizing
masks, so that we have 1x1, 2x2, 3x3 and so on characterizing masks of extensive
objects. This hierarchy does not take into account orientations of fragments.
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7 Segmentation of Isolated Fragments on Images and
Obtaining the Indicator for Threshold Setting and
Control

The method of segmentation proposed includes sequence of erosions of isolated
fragments with rising extensions. Deleted fragments have their orientations and
this information may be useful for further analysis. For simplicity only the sim-
plest hierarchy of isolated fragments was used here.

Results of isolated fragments erosion with characterizing masks up to 9x9 are
presented in Fig. 3 for four threshold levels considered.

Number of points deleted at each stage of erosion is the useful indicator for
threshold setting and control. At the first stage only isolated points are extracted
and deleted from the binary image. At the second stage it is done with isolated
objects of the characterizing mask 2x2, at the third stage - with the mask 3x3,
and so on.

Suppose several stages of erosion have been completed and we have numbers
of deleted points at each stage. As the total number of deleted points varies with
respect to a threshold level it needs to normalize points deleted at each stage to
this total number. It may be considered as the effectiveness of erosion.

Results for the image considered are collected in Fig. 4 below. They show
effectiveness of erosion calculated as a function of threshold value for different
sizes of isolated objects deleted at each step of erosion.

Fig. 3. Results of extensive objects extraction by the use of erosion of isolated frag-
ments with masks up to 9x9 for four threshold levels (left top picture corresponds to a
low threshold level, right bottom picture corresponds to a high level)



628 V. Volkov

Fig. 4. Effectiveness of erosion with respect to the threshold value. Curves locate from
the bottom to the top with increasing characterizing mask sizes: 1x1, 2x2, 3x3, 5x5,
7x7, 9x9.

Fig. 5. Gaussian white noise field with extensive strip regions (on the left) and the
result of segmentation with one-sided maximal likelihood threshold (on the right)

Effectiveness of erosion is rather small for a low threshold and tends to rise
with rising threshold levels. But it has maximum which determines the best
threshold level for segmentation of extensive objects those extensions are more
than a characterizing size of the corresponding mask. The best threshold corre-
sponds to the left picture in the bottom row.

8 Optimality Property of Dynamic Thresholding Method

To investigate optimality properties of dynamic thresholding Gaussian field was
modeled in which an extended object looks like a horizontal strip.

The object differs from the noise by its shift, so that signal-to-noise ratio d in
each pixel may be defined as the ratio of shift to mean deviation of noise. The
Gaussian white noise field with an extensive object region is represented by Fig. 5
(on the left) where d = 2.326 , result of thresholding is shown to the right of Fig.
5 for maximal likelihood threshold which is equal to d/2 = 1.116. This threshold
value minimizes the total error probability for detection of positive shift in each
pixel. Fig. 6 shows that the effectiveness of erosion has its maximum near this
value. Fore pure white noise d = 0, and also from Fig. 7 we can see that the
effectiveness of erosion has no maxima.
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Fig. 6. Effectiveness of erosion for presence of extensive region with respect to the
threshold value. Curves locate from the bottom to the top with increasing character-
izing mask sizes: 1x1, 2x2, 3x3, 5x5, 7x7, 9x9.

Fig. 7. Effectiveness of erosion for pure noise with respect to the threshold value.
Curves locate from the bottom to the top with increasing characterizing mask sizes:
1x1, 2x2, 3x3, 5x5, 7x7, 9x9.

9 Conclusions

The general method of segmentation is described which is based on erosion of
isolated objects on the binary image. It allows extracting extensive objects with
different extension and orientation.

Threshold processing results in binary image, and the following extraction of
extensive objects includes erosion of small isolated fragments. The hierarchy of
isolated fragments is proposed for analysis of extent of erosion.

Analysis of deleted fragments is useful for obtaining indicators for threshold
setting and control. It may be used for comparing binarized images. The effec-
tiveness of erosion is introduced as the relative number of points deleted at each
stage of erosion. The best threshold level should give maximal effectiveness of
erosion for a given size of characterizing mask.

Setting of the threshold has optimality property which was checked by model-
ing Gaussian field with extensive object region. Thresholds evaluated are settled
near the value of optimal maximal likelihood threshold for detection of shift on
Gaussian field.
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The effectiveness of erosion may be used for comparative analyses of different
pre-filtering algorithms, and for different thresholding methods. This method
of dynamic thresholding for extraction and segmentation is oriented to final
result of segmentation of extensive objects with prescribed sizes. With evident
modifications it may be applied for segmentation of 3D images.
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Abstract. Simulating evacuation processes forms an established way of
layout evaluation or testing routing strategies or sign location. A variety
of simulation projects using different microscopic modeling and simula-
tion paradigms has been performed. In this contribution, we are present-
ing a particular simulation project that evaluates different emergency
system layout for a planned train tunnel. The particular interesting as-
pect of this project is the integration of realistic dynamic environmental
data about temperature and smoke propagation and its effect on the
agents equipped with high-level abilities.

1 Introduction

Simulating evacuation processes on the level of pedestrians forms a very effective
mean of testing the layout of a newly built or planned environments, as well as for
evaluating routing or information strategies. Thus, during the last years many
– also commercial – simulators for microscopic evacuation simulation became
available. One can even observe that simulations are applied for almost all new
major public building – sport stadium or railway stations.

Although the microscopic way of simulation allows to capture interactions be-
tween pedestrians – usually for collision avoidance – as well as increased hetero-
geneity in movement speeds, previously performed studies are not fully realistic
as environmental conditions are hardly considered beyond reduced perception
radius. In this contribution we are describing a particular evacuation project in
a train tunnel. A realistic fire and smoke model was integrated to an agent-based
simulation. As a consequence, the pedestrian agent model was extended for flex-
ibly reacting to perceptions, communications (and beliefs) about exit directions,
heat or smoke concentrations. Thus, an agent-based evacuation simulation was
created that demonstrates the usefulness of the intelligent agent concept in evac-
uation simulation.

The remainder of this contribution is structured as follows: We first give a
short overview over the current state of art in pedestrian simulation, especially
for evacuation scenarios, followed by a sketch of our environmental and agent

B. Mertsching, M. Hund, and Z. Aziz (Eds.): KI 2009, LNAI 5803, pp. 631–638, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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model. In section 4 we illustrate the dynamics of the model. As a conclusion, we
give a summary as well as we discuss issues like validation and model reuse.

2 State of the Art in Microscopic Pedestrian and
Evacuation Simulation

Agent-based pedestrian models have received a lot of attention during the last
decade. Pedestrian dynamics are different from vehicle-based traffic due to a
variety of properties [1]: pedestrians can immediately stop their movement, move
in full speed from one moment to the other, possess no restrictions in turning
behavior and are not forced to follow lanes or move in certain restricted areas
like roads. This results in more degrees of freedom and potentially more complex
simulated behavior compared to vehicle-based traffic.

Basically three types of microscopic pedestrian simulation models have been
proposed:

1. Force-based models, like the social force model [2] are based on the assumption
that the movement of a pedestrian can be modeled similar to particle moving
in attractive and repelling force fields emitted by the destination locations or
static and dynamic obstacles. A recent survey can be found in [3].

2. Cellular automata based approaches (such as [4], [5]) rely on discrete spatial
representations. The state of a cell represents the existence of a pedestrian on
that cell. Additionally it captures static and dynamic potential fields away
from obstacles and towards the exit for guiding the movement of the pedes-
trian. A recent review of cellular automata-based approaches to microscopic
pedestrian simulation can be found in [6] with a special focus on evacuation
scenario. Cellular automata-based microscopic pedestrian simulations was
successfully applied for evaluating evacuation times and standards for newly
build and planned (public) building or for cruise ships.

3. Agent-based pedestrian simulations (such as [7], [8], [9]) contain more de-
tails enabling richer environmental structures with multiple destinations and
agent activities. Bandini et al. [10] combine a cellular automata with agents
moving upon it.

More complex agent architectures have been proposed by Dijkstra et al.
[11] and Timpf [12]. The first suggests an agent architecture that is able to
operate in rich environment with a representation of realistic properties of
shape and dynamics; the latter suggests an agent model based on spatial
cognition research integrating realistic wayfinding and navigation in space.
The model described in the following is simpler than these approaches, but
exhibits flexible behavior not induced by potential fields, but by explicit
reasoning about perceptions.

Evaluation of evacuation strategies is also a major application area of
agent-based pedestrian simulation. Lämmel et al. [13] present a large scale
evacuation study of Zürich in case of a dam break of a nearby lake. This sce-
nario is based on a meso-level movement of pedestrians derived from queue-
ing simulation on links. The routing of agents is here based on shortest path
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algorithms without adaptations during movement. Nakajima et al. [14] is
also based on a meso-level of movement on links with a flexible re-selection
of the next link based on perceived damage or proximity of a shelter. In con-
trast to the latter approaches, the agents described here trigger re-decision
of the next exit during movement not just when the end of a link is reached,
but may turn around; additionally there is interaction between agents, not
potential instructions from outside.

3 The Evacuation Model

A train evacuation simulation was developed as a collaboration between the
agent-based simulation group at the University of Würzburg (meanwhile located
at Örebro University) and the division Mobility and Transport of the Emch&
Berger, AG, Bern, by order of a Italian-French Consortium responsible for plan-
ing the new railway track between Turin and Lyon. The basic objective was to
find out which of a set of given emergency layouts is best in terms of evacuation
times versus construction costs. From research side, the project was interesting
because realistic environmental conditions and reactions of simulated pedestrians
had to be integrated into an existing pedestrian model [9]).

3.1 Environmental Model

The environmental model assuming continuous space was based on realistic geo-
metric extensions of the interior of the trains and different variants of the emer-
gency exit system outside the train. Two coupled, with 788 simulated travelers
fully occupied TGV-trains were modeled with an assumed fire at the motor of
the second train. The eight scenarios were different in terms of distance between
emergency tunnels (400 to 200m), breadth of the evacuation platform in the
train tunnel (1,2m or 1,6m), breadth of the exit doors to the emergency tunnel
(1,4m or 2,4m) and breadth of the emergency tunnel itself (2,4m or 4m). At
time point zero of the simulation the trains were stopping at a given position in
the tunnel due to a defect and fire in the motor of the second TGV. A particu-
lar challenge was imposed by the interior of the TGV trains with their seats in
different orientations, narrow legroom between seats, the geometry of the bistro
wagon and the overall narrow conditions for the two wheelchair that had to
be considered. The screenshot in figure 1 (a) illustrates this showing a part of
the interior after 16 simulated seconds. The continuous space for movement was
augmented with a topological graph structure (figure 1 (b)) that was used by
the agents for planing their route.

On the emergency platform on that the simulated pedestrians have to walk in
the tunnel to reach the emergency exits, detailed environmental conditions are
integrated. Data for dynamic temperature and CO concentrations – the latter
as a representation of smoke also influencing the local perception range of the
simulated pedestrians – were provided as a table with a spatial discretization of
30m and a temporal discretization of 15 seconds – one second is the basic time
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(a) Continuous map for locomotion
and local perception

(b) Topological graph for individ-
ual path planning

Fig. 1. Spatial representation used in environmental model

resolution of the model. The fire model was simulated separately from the agent-
based simulation. Cross sections at different heights were tested. The continuous
space of the emergency platform was discretized into plates of the appropriate
size. Each of this plates was associated with data series for temperature and
CO concentration. For the perception of local temperature and smoke, the plate
with the largest intersection with the agents was selected and the current value
given to the agent. Signs directing towards the next exit are positioned with 25m
distance.

3.2 Agent Decision Making and Behavior

The agent architecture used in this evacuation simulation is a two-layer archi-
tecture consisting of a layer controlling the collision-free locomotion and a “cog-
nitive” part containing processes for high-level path planning. Figure 2 sketches
this overall architecture of a pedestrian agent.

Agents are assigned to one of three different age classes that determines the
individually desired speed. Data about age classes was given by the awarding
authority, data about speed was taken from literature; 10% noise was applied for
more realism. The default perception range was set to 7m due to the darkness in
the tunnel. A simulated pedestrian is represented by a circle with 40cm diameter.

In the following, the high-level reasoning will be shortly described. The lo-
comotion level contains a rule-based collision avoidance based on calculating
individually possible avoidance directions and step sizes. This locomotion model
was already used in a railway station simulation [9].

After perceiving an evacuation signal, every pedestrian agent stands up and
heads towards the nearest train exit. It was assumed that there is no individual
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Fig. 2. Overall architecture of a pedestrian agent during the TGV evacuation
simulation

Fig. 3. States of orientation respectively information of a pedestrian agent during the
TGV evacuation simulation

delay in reaction times as we did not had reliable data for delaying the reaction.
Every agent knows the next exit, but may change to another exist in its back
if there is congestion in front and it has enough space for turning and moving
towards the other exit. An agent beliefs that there is congestion when it does
not move for a given number of seconds.

When leaving the train, an agent had to decide about their movement direc-
tion. In contrast to other microscopic evacuation simulations the destination for
movement was not a priori given to the agents. Without any information, the
agents follow the (given) direction of the ventilation air flow in the tunnel and
start moving. While moving, agents continuously scan their local environment:
When noticing an exit sign indicating the next emergence crosscut or perceive an
exit door, it becomes “informed” about the reasonable direction to the next safe
zone. While movement the environmental conditions change according to the
given data table. These environmental conditions influence the agent behavior
and destination choice while moving on the emergency platform:
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If an agent perceives a temperature larger than 70◦C or a CO density of more
than 3000ppm – representing the smoke density – , it turns and flees independent
of the distance to the exit it is heading towards. The agent adds a belief about
the position of the fire to its memory. On a narrow platform with high densities of
pedestrian agents turning agents cause a breakdown in overall crowd movement.
In this case agents are “shouting” their beliefs about the fire position – in form
of a multicast. If an agent without a belief about the direction towards the fire
receives the warning, it adopts the beliefs and turns as well if it was heading
towards the fire. There is no revision of belief about the fire position. Figure 3
illustrates the different informational states of an agent moving on the emergency
platform.

During their movement on the emergency platform, agents may be harmed by
the heat or smoke. Movement speed is reduced and in the worst case the agents
are transformed to immobile obstacles.

4 Example Simulation Run

For illustration of the simulated crowd dynamics we are showing a sequence of
states from one particular run.

The collection of partial screenshots in figure 4 illustrates that the overall
dynamics are at least plausible. The figures just show half of the trains. The
simulation starts with the initial situation where all agents are sitting in full
train. One after the other is leaving the train, while the agents are queueing
up within the trains (a). Agents from the right train heading towards the cross
cut in the middle notice the position of the fire first, turn and communicate
the fire position. It is hidden how the information spreads with turning agents,
all agents on the right are fleeing the fire (b). Critical situation in the middle:
some agents almost reached the emergency tunnel, others are already fleeing the
fire (c); Agents from both trains are heading away from the fire, towards exits
outside of the figure (d). After about 10 minutes of simulated time all simulated
pedestrians have left the platform (not shown in figure 4).

5 Evaluation

Validation of such simulation runs is difficult; No data from evacuation experi-
ments with real humans were available. Thus, only face validation by experts was
done. In addition to frequent plausibilization by expert reviews, we successfully
simulated relevant test scenarios of the RiMEA (www.rimea.de) guideline for
evacuations simulations. The RIMEA consortium defined a set of test situations
that a evacuation simulation should pass. These address mostly low level aspects
of locomotion behavior, but also simple adaptive exit choice.

For the particular project all parameters such as the threshold for recognizing
the fire position or for affecting the simulated pedestrians health were taken
from a reference model of the tunel, literature or given by experts. A sensitivity
analysis is still missing.
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(a) First agents leave the trains

(b) Communication and turning agents on one side

(c) Congestion and communication on the other side

(d) Congestion slowly resolves

Fig. 4. The basic simulation experiment: situation at different stages; grey agents have
no destination, green agents follow signs, red (darker) agents flee from he believed
position of fire.

6 Conclusion

In this contribution we presented an agent-based evacuation model applied to
a particular scenario where trains are stopped in a tunnel due to a fire. The
simulation objective was to test emergency layout under realistic conditions. It
turned out that an agent-based approach with agents capable of communication
and flexible decision making is necessary for tackling this simulation objective.
Thus, this contribution describes a successful AI application that would not be
possible with simpler crowd simulation approaches.

An important issue is the reuse of the model in other evacuation scenarios. On
one hand, reuse of simulation models of this size and complexity is a question of
modeling efficiency and cost, on the other hand testing the model in scenarios
with other geometry or fire models makes implicit assumptions explicit. We are
currently working on a generic pedestrian model that is based on this project,
but also allows more complex outlines.
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References

1. Daamen, W.: Modelling Passenger Flows in Public Transport Facilities. PhD thesis,
Technische Universiteit Delft (2004)

2. Helbing, D., Molnar, P.: Social force model for pedestrian dynamics. Physical Re-
view E 51(5), 4282–4286 (1995)

3. Oleson, R., Kaup, D.J., Clarke, T.L., Malone, L.C., Boloni, L.: Social potential
models for modeling traffic and transportation. In: Bazzan, A.L., Klügl, F. (eds.)
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13. Lämmel, G., Rieser, M., Nagel, K.: Bottlenecks and congestion in evacua-
tion scenarios: A microscopic evacuation simulation for large-scale disasters. In:
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Abstract. In this paper, an intelligent fuzzy agent can identify the values of risks 
and the environmental damages of the smoke plumes. When smoke plumes move: 
data extractor extracts the fuzzy areas form NOAA satellite images, spatial 
decision support system updates information from data base, and topological 
simulator computes the strength and type of topological relationships and sends 
the extracted information to a designed knowledge based system. A fuzzy 
inference subagent infers the information provided by data extractor subagent, 
topological simulator subagent and knowledge base, and sends the results back to 
the spatial decision support subsystem. The risk amounts for pixel elements of the 
forest area are computed and dangerous sites are specified based on the spatial 
decision support system in GIS environment. Then, a genetic learning agent tries 
to generate and tune the spatial knowledge bases for the next risk calculation. By 
the experimental results, the designed system provides flexibility, efficiency and 
robustness for air pollution monitoring.  

Keywords: Spatial reasoning, Agent, Fuzzy, GIS. 

1   Introduction 

Agents are one of the most popular objects for searching solutions to realistic 
computational problems characterized by incomplete information and autonomy in 
dynamic and distributed spaces. Different definitions for an agent presented by 
researchers; for example Ferber said "An agent is a program or spatial package that is 
capable for acting in an environment and can communicate with other agents" [1]. 
Generally, we can say an intelligent agent should behave in a SMART (Specific, 
Measurable, Attainable, Realistic, Time bound) manner and generate different judgment 
results by using various parameter settings and training sets. These agents have several 
characteristics such as Autonomy, Mobility, Social ability, Reactivity and Proactiveness 
[2; 3] and typically deals with dynamic, incomplete and uncertain domains of decision 
making problems where mathematical methods can not perform well, because of ill-
structured forms. Ill-structured forms are complex and dynamic decision making 
problems which included incomplete or indefinite goals, objectives, criteria and 
alternatives. Wide ranges of these problems are appeared in the spatial applications such 
as environmental modeling, ecological management, land use planning and etc [4; 5; 6].  
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[7; 8; 9] seem to be first spatial systems, employing agent technology for spatial 
applications. They used agents for fast creation of robust, scalable and seamless 
access to nomadic services. In [10], an automated generalized agent-based system has 
been developed for a digital personal mobile tourist guide using GIS, databases, 
natural language processing, intelligent user interfaces and knowledge representation 
parts. Also, [11] has implemented an agent-based architecture providing adaptive 
services using intelligent agents that learns the key characteristics quite quickly, 
including spatio-temporal variations for wireless networks. In another research area, 
[12] presents the IMA architecture which is aimed at replacing the monolithic 
approach to spatial systems with a dynamic, lean, and customizable system supporting 
spatially-oriented applications. 

But, the mentioned systems proposed by authors in above, have the lacks of 
flexible uncertain spatial behavior learning and reasoning mechanism. Our intelligent 
agent based system is more powerful, because of uncertain spatial reasoning and 
learning capabilities. This system makes use of a spatial knowledge base and 
uncertain algorithms to carry out goals defined by human developers or runtime users 
in a GIS. Geographic information system (GIS) provides the prospect of monitoring 
dynamic variations in the phenomena with indefinite boundaries by different criteria 
and factors. Also, our system presents a new way for analyzing topological relations 
between uncertain spatial phenomena in an online environmental alarm system. The 
necessity of this subject is stated by the fact that environmental pollution, as a result 
of oil wells, adversely affects forest areas.  

To satisfy the needs of quick response, this study presents an intelligent fuzzy 
agent system using real-time information to enhance production decisions. For this 
purpose the designed intelligent spatial fuzzy agent system (ISFA) contains: a data 
extractor subagent (DEA), fuzzy topological simulator subagent (FTSA), fuzzy 
inference subagent (FIA) and a genetic learning subagent (GLA), to carry out the risk 
values. Moreover, the spatial decision support subsystem (SDSS) will process the 
information and order the risk areas for final decisions in overall snapshots. In 
addition, spatial data base (SDB) and knowledge base (KB) will store the extracted 
and predefined information and rules for mentioned application.  

2   Intelligent Spatial Fuzzy Agent Architecture  

Our system contains a sophisticate user interface, a spatial data base, different active 
agents, a knowledge base, a spatial decision support and a GIS. Designing this system 
would not be possible if integration of each component required extensive 
programming. Then, we decided to build an intelligent agent in object oriented 
programming language. In this kind of programming, an object can respond to the 
request of any other objects that knows how to address it. Figure 1 shows the general 
architecture of this system. 

In Figure 1, While satellite images (NOAA-AVHRR) and different spatial data (Iran 
political boundary, Forest areas, DTM, Soil types, Synoptic stations and etc) are stored 
in the SDB, the DEA starts extracting fuzzy boundaries of smoke plumes and target 
forest area based on different sample points and spatial images, then, immediately sends 
them to FTSA for simulating the topological relations based on fuzzy topological 
matrixes. The derived linguistic terms extracted by FTSA are sent to the KB and FIA to 
save as fuzzy rules and infer by the other experts predefined rules for the application. 
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This mean, the parameters of the fuzzy variables that represent the behavior of smoke 
plumes and forest area will be stored in the KB for FIA. FIA retrieves the KB to get the 
fuzzy risk values of all the forest area for computing the risk and possibility and sends 
the computing results to SDSS. Also, SDB sends the required information including 
Soil types and Vegetation Species to the SDSS for ranking and ordering alternatives. 
Finally, SDSS will refer to the FIA and SDB to get the dangerous risk area and 
announce the GIS using sound. Furthermore, the actual decisions of the risk area will be 
stored into KB for genetic learning behavior. To solve the contradictory problem, the 
GLA will judge the consistency of the training data set retrieved from the KB first. If 
there is a case with different output for the same inputs then GLA will discard the 
contradictory information.  

 

Fig. 1. The ISFA architecture 

3   Case Study and Related Data 

Our case study is located at 32˚ N, 53˚ E in the Middle East, between Kuwait and Iran 
territory and support the assumption that smoke plumes from Kuwait reached the 
territory of Iran during 1991 Persian Gulf War. It has been reported that nearly 700 oil 
wells were set on fire starting on 19 February 1991 for which the last fir extinguished on 
2nd November 1991. During the peak period of the fires, the wells were emitting about 
5000 tones of smoke per day [13]. Oil pollution movement via south west of Iran could 
be confirmed using NOAA-AVHRR midday images. The polluted inland areas can be 
outline as natural resources such as forest lands. This pollutant impacts on the: 
biological, physical and chemical characteristics of soil, the amount of acid rain falls 
and increasing heavy metals through the forest lands. The main objective of our study is 
to track, estimate and evaluate the risk values in terms of natural forest cover due to the 
mentioned atmospheric pollution quickly. This purpose would be possible if an 
integrated intelligent system designed using a variety of tools for making decision 
available. Thus, using GIS and Remote sensing data are essential for the identification 
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of dangerous sites prior to undertaking further analyses or field investigations. GIS 
spatio-temporal data sets of Forest area, Political boundary, Synoptic stations (for Wind 
direction and climate), Soil types, Forest species, Digital elevation models (DEMs) and 
satellite NOAA-AVHRR daily data were collected for the southwest of Iran from 
different sources, such as Iranian Natural Resources Organization (INRO), Iranian 
National Centre for Oceanography (INCO), National Cartographic Center (NCC), and 
Soil Conservation and Watershed Management Research Center (SCWMRR) during 
1991. They were summarized as shown in Table 1.  

Table 1. Spatial data used in the study 

Data Scale Data Source 
Forest area 1:250000 INRO 

Synoptic stations 1:250000 INCO 
Soil types 1:250000 INRO 

Forest species 1:250000 INRO 
DEM 1:250000 NCC 

NOAA-AVHRR 1:1000000 SCWMRR 

 
These features required for the inferring in FIA and decision making in SDSS and 

they are stored into SDB using designed sophisticated interface. For example, to obtain 
the spatial data sets of the fuzzy forest area, the forest land was classified by DEA 
around features to be used in FTSA. Monthly meteorological and oceanography 
information, which are essential to support the movement of smoke plumes and 
estimating risk values, are extracted by synoptic stations through the global 
telecommunication system (GTS). Forest species and Soil types are used in SDSS for 
ranking final risk area and determining dangerous sites. The AHRR (1.1 km at nadir) 
sensors aboard four satellites transmitting data during 1991 (NOAA-9, 10, 11 and 12) 
were capable of providing at least four images every 24th. In this way, they provided a 
better opportunity to follow the dynamics of smoke plumes than satellite with longer 
intervals. The available spectral channels have simply demonstrated in Table 2. 

Table 2. Characteristics of NOAA Images 

 

For the purpose of detection and estimation of smokes and reducing the time of 
processing, we used channel 2 midday images with minimum shadow and shading. In 
addition, persistency and accumulated smoke density which are two important 
parameters for risk estimation derived by DEA using NOAA series images and saved 
in SDB for further analysis.  
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4   Implementation Results 

The intelligent spatial fuzzy agent (ISFA) user interface contains four subagents 
including data extractor subagent (DEA), fuzzy topological simulator subagent 
(FTSA), fuzzy inference subagent (FIA) and genetic learning subagent (GLA) to 
assist the SDSS including spatial decision subagent (SDA). Each subagent in the 
proposed system possesses both the extracted and the predefined knowledge to 
perform a particular step in decision making process. The designed ISFA user 
interface, consisted of control codes written in Mathlab and a large set of VB.NET 
modules, allows users to choose the required functions to be used in the system.The 
extracted knowledge for a task is captured in procedural codes written in VB.NET. 
Often these are procedures for executing a piece of software developed by a 
simulation subsystem, a geographical information subsystem, a knowledge based 
subsystem, or spatial decision support subsystem. In some cases, some of designed 
subagents know how to operate class of models (for example, spatial data extractor 
and fuzzy topological simulator have this capability). DEA and FTSA gather the 
spatial information and fuzzy topological relations from spatial data and satellite 
images and send them to FIA and SDSS. Also, DEA receives the computed results of 
SDSS and sends them to FIA. Data extractor subagent can extract the required data 
for FTSA, FIA and SDSS based on various smoke plumes and environmental 
treatments. The DEA responds to the stored and portal received data by the interface 
and helps users set up their preference and required parameters in different snapshots. 
While a snapshot is started, DEA connected to the SDB and uses preference module 
to identify the fuzzy spatial regions of forest area and smoke plumes. These computed 
regions are sent to FSTA for deriving topological linguistic terms between regions 
which are used in FIA for inferring. Also, DEA determines fuzzy values of 
persistency, wind direction, amount of smoke, distance, and inclusion index in each 
snapshot for every pixel of the classified regions and updates knowledge base by 
derived data. Moreover, it can connect to user preference module for determining 
fuzzy weights of Soil types and Forest species layers semantically for ranking risk 
areas in SDSS. Users can recall and revise this treatment knowledge base later and 
reuse it for other risk units. FTSA is responsible for constructing Fuzzy topological 
relations between fuzzy smoke plumes and forest areas by simulating the Fuzzy 9-
intersection matrixes [14]. Therefore, the relations can be described using the terms of 
‘Disjoint’, ‘Touch’, ‘Equal’, ‘Contain’, ‘Cover’ and ‘Overlap’. The FTSA is 
responsive to change in the values of these variables with respect to the conditions in 
the real world and try to update knowledge base using simulation results. Moreover, 
this subagent can compute the inclusion index parameter to add more quantitative 
information to the topological descriptions [15]. The overall architecture of Fuzzy 
Inference Agent (FIA) in the ISFA is consisted of three layers. There are three kinds 
of nodes in this model: input linguistic term nodes, rule nodes, and output linguistic 
term nodes. In layer1, a fuzzy linguistic term node represents a fuzzy variable and the 
mapping degree of it. The nodes in the first layer just directly transmit input values to 
next layer to constitute a condition specified in some rules.  

In layer2, a rule node represents a rule and decides the final firing strength of that 
rule during inferring. In our model, 22 rules are defined by domain expert’s 
knowledge previously (Figure 2). Hence, the rule nodes perform the fuzzy AND 
operation. 
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Fig. 2. Designed FIA rules 

In layer3, an output linguistic term node shows a fuzzy output variables resulted by 
inferring. In this layer the output fuzzy variable for FIA is denoted the risk values for 
each smoke plume at the forest area. The output term node performs the fuzzy OR 
operation to integrate the fired rules which have the same consequence and then uses 
the Centroid operators for defuzzyfication. 

After each snapshot, the solution result is stored in the KB and SDB. GLA 
retrieves the recorded data to encode each solution and evaluate them for creating 
next new solutions. In here, we used the approach proposed by [16] to learn the 
solutions and rules for every snapshot. In KB and SDB, fuzzy variables and linguistic 
modifiers are coded, then, each chromosome is composed of these two parts for each 
smoke plume i. After that, dynamic restrictions which are used to preserve 
meaningful fuzzy sets and improve learning efficiency are applied. The initial 
population for the gene pool is composed of four groups considering the randomized 
and original fuzzy variables and linguistic modifiers chromosomes (two-by-two). The 
chromosome in the current population is evaluated by the fitness function. If  
the evaluation does not satisfy the fitness function, then elitism is used in GLA. In the 
beginning of selection, the best chromosomes in the current population are selected to 
the new population without crossover and mutation. The remaining chromosomes in 
the new population are selected by the Roulette Wheel Selection mechanism [17]. 
After the elitism selection, the one-point crossover method is adopted and a crossover 
point is randomly set. The portions of the two chromosomes beyond this cut-off point 
to the right are to be exchanged to form the offspring. An operation rate with a typical 
value between 0.7 and 1.0 is normally used as the probability of crossover. The 
mutation process is applied to each offspring individually after the crossover exercise. 
It alters each gene randomly with a typical probability value of less than 0.1. The 
probability parameters of crossover and mutation are critically dependent upon the 
nature of the objective function. An objective function is a measuring mechanism that 
is used to evaluate the status of chromosome. The objective (fitness) function used 
here is to minimize the mean square error (MSE) as follows: 
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Where n denotes the number of the training data for smoke plume i, Oin denotes the 
output of FIA for the nth training data, and Oind denotes the desired output of the nth 
training data for smoke plume i. It is necessary to note that computational value in 
each snapshot is introduced as input fuzzy variable in next snapshot. Thus, it can be 
said that computational results in various periods will be dependent on each other 
through entering the results obtained from inference to the knowledge base. MSEs 
indicate that performance of GL is better than Cordon, with GL (0.9, 0.05) having 
better performance than others. 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3. Final risk assessment unites for the forest area during Persian Gulf War 

Spatial decision making agent uses user preference module and fuzzy rule sets to 
estimate and judge how well a final risk unit satisfies expert's goals. Final risk unites 
are achieved by accumulating different snapshots and learning results during a period 
of time (in here 1991). For example, daily snapshots of smoke plumes give a risk area 
on the forest region where accumulated monthly and monthly results accumulated 
yearly. Four fuzzy categories: fails, nearly passes, barely passes, and passes indicate 
how well a goal is met in every set of snapshots. Spatial decision analysis subagent 
can perform goal satisfaction analysis on any sets of snapshots representing the risk 
areas at every pixels of forest in time. SDB and KB provide fuzzy risk units, soil 
types and forest species for the used application. DEA, user preference module and 
FIA provide the required information for fuzzy ranking of alternatives. 

Final assessments are presented as fuzzy set values or intervals, then, probabilistic 
method which is more attractive and considers minimum sets of preliminarily 
assumptions [18] is applied for final fuzzy ranking. Figure 3 demonstrates the final 
risk assessment unites during 1991 for 5 classified risk areas (A1, A2, A3, A4, A5) 
during 1991. 
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5   Conclusion and Remarks 

The designed intelligent fuzzy agent system includes online uncertain analysis of air 
pollution and its impacts on the environmental phenomena, then, is tested for the 
southwest of Iran during Persian Gulf (1991). This system contains five subagents 
including DEA, FTSA, FIA, GLA, and SDA to perform the intelligent air pollution 
support task. Moreover, a spatial user interface to evaluate the spatial results of 
proposed system is also constructed. Case studies using the ISFA decision process on 
the ranging of south west of Iran have been initiated and provide agents by flexible 
manner for inferring and making decision based on fuzzy values. The proposed 
intelligent system has the ability of monitoring dynamic variations in the phenomena 
with indefinite boundaries, analyzing spatial treatments, uncertain spatial reasoning 
and learning and expert's goal satisfaction. Therefore, by using this intelligent agent, 
the users will be able to extract the decision rules automatically and equipped them by 
learning algorithms.  
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Abstract. Although various methods have already been utilised in the
RoboCup Rescue simulation project, we investigated a new approach and
implemented self-organising agents without any central instance. Coor-
dinated behaviour is achieved by using a task allocation system. The
task allocation system supports an adjustable evaluation function, which
gives the agents options on their behaviour. Weights for each evaluation
function were evolved using an evolutionary algorithm. We additionally
investigated different settings for the learning algorithm. We gained ex-
traordinary high scores on deterministic simulation runs with reasonable
acting agents.

1 Introduction

The RoboCup Rescue project [1] is an international competition aiming to im-
prove the technology and strategy of robots in disaster areas. It was founded in
1999 as a reaction to the great earthquake in Kobe City, Japan. Construction of
real robots to be used in such disaster areas is covered as well as their behaviour
in a computer-simulated environment.

The RoboCup Rescue Simulation part consists of a robotics, a simulation and
an infrastructure league. The robot league deals with the development and con-
struction of autonomous robots, which are supposed to operate in a real-life dis-
aster scenario. Contrarily, the simulation league investigates various challenges
to design multi-agent systems.

The challenge in the simulation league is the coordination of heterogeneous
agents with limited global knowledge and communication capabilities. Hetero-
geneous means that some actions cannot be done by all agent types. The agents
just knows the environment around themselves and communication happens with
limited bandwidth and relatively high latency. But the common goal of all agents
is to rescue as many people and to extinguish as many fires as possible.

In our work, we focus on the development of an architecture to facilitate
coordinated behaviour of heterogeneous agents. The architecture is defined by
two aspects: infrastructure and controlling algorithms. The latter is responsible
for the way the agents perform their actions. Thereby the emphasis was made on
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the application of artificial intelligence, but without using any central instance.
Each agent maintains its own knowledge base and makes its decisions locally.
In order to achieve this, we designed an architecture, which provides support
for different functionalities like communication, information distribution and,
focused in this paper, task allocation.

In the described approach we model the behaviour of agents by a task allo-
cation system, which comprises a set of predefined behaviour patterns. A task
allows to define a simple behaviour as well as a more complex one. For example,
a simple task might be to move to a specific location whereas a more sophisti-
cated task could define the behaviour of rescuing a civilian. In the environment
of RoboCup Rescue, it is difficult to decide which task an agent should perform
in a specific situation. To overcome this problem, we allow a learning algorithm
to adjust the importance of a task for each particular state of the environment.
A state is defined by the local knowledge base of the agent. Moreover, as a task
can define a complex behaviour, it is not possible to determine in which way it
should be performed. For instance, it might make more sense to rescue a nearby
civilian with a small amount of health instead of rescuing a healthier civilian
which is further away. The problem is solved by introducing task parameters,
which can be learned by an evolutionary algorithm. The learning algorithm ad-
justs not only the order in which the tasks are performed, but also the task
behaviour in particular.

This paper is a summary of our work, which is described in more detail in our
elaboration [2]. The next section of this paper gives an overview on other work
that has been done in connection with the RoboCup Rescue simulation. Sect. 3
then describes our approach in detail, in particular the design of our agents and
the tasks, how they behave and what aspect of their behaviour is learned. The
evolutionary algorithm we use as our learning method is described in Sect. 4,
and its results are discussed in Sect. 5. In Sect. 6 we conclude our approach and
suggest topics for further research in continuation of our approach.

2 Related Work

The RoboCup Rescue simulation project promotes research on distributed
strategies for multi-agent systems in simulated disaster scenarios. Complex coop-
erative multi-agent systems such as RoboCup Rescue can be investigated using
different approaches. Some authors concentrate on the general problems, such
as hardware components or communication protocols, for example in [3].

The closest previous work to our approach we found is [4]. Both approaches use
an evolutionary algorithm to learn weights, which control the agents’ behaviour.
The difference is that the authors of [4] use weights of a neural network and
conclude that a hand-coded implementation is still better. In contrast, we use
these weights to choose between several competing hand-coded implementations.
Thus, we combine the best out of both strategies.

One of the most frequently discussed problems is whether a centralised or
decentralised coordination strategy is better. In [5] the authors compare both
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coordination strategies and show that, in the case of a simple task, it is better
to use a centralised approach. In order to increase efficiency, the authors suggest
implementing standardisation rules like the partitioning of the map. In our work
we also resort to the partitioning of the whole map into areas.

The authors of [6] present an approach based on a dynamic task allocation
problem and use it to implement a centralised solution. In this context, a task is
for instance a fire in a burning building that has to be extinguished. The centre
agents are used as auctioneers and platoon agents make bids to be assigned to
jobs.

3 Agents

There are four types of agents in the RoboCup Rescue simulation: first, there
exist centre agents that are only used as communication relays in our approach.
Second, fire brigade agents can extinguish fires, third, police force agents are able
to clear blocked roads and finally, ambulance team agents can dig out buried
civilians and carry them to a refuge.

We implemented the latter three agent types with a task based behaviour.
Its main idea is that every agent has to select the best task per timestep. A
task can be a simple action like “go to the refuge to refill your water” or a more
sophisticated plan like “rescue civilian #42”. Each task includes an evaluation
function that defines how valuable it is to execute the task in the current situa-
tion. Any information of the simulation state, like positions of agents or distances
to targets, can be used as a parameter to influence the evaluation value.

Second to the dynamic information drawn from the current state of the simu-
lation, we use weights to control the influence of a particular parameter. Those
weights are learned by an offline learning algorithm which is discussed in detail
in Sect. 4.

For instance, the weight ExtinguishBaseEvaluation describes the general im-
portance of the task that is responsible for extinguishing a fire. Additional
weights called ExtinguishImportanceOfDistance and also ExtinguishImportance-
OfFieryness define how much the parameters “distance from current position
to the fire to extinguish” and the fire’s fieriness respectively, influence the base
evaluation value. That is, the closer the distance to the fire and the higher the
weight ExtinguishImportanceOfDistance is, the higher the final evaluation value
for this task.

Some tasks are most useful when they are executed by one agent only. For
instance, the task called ExploreArea should be performed by one single agent
per (map-)area at the same time because two agents at the same position do not
explore more than a single one. Therefore, the agents need to know what the
other agents do. We call the aim of a task a job. Multiple tasks can contribute
to the same job. The information which agent works on which job is distributed
to all agents via the communication capabilities offered by the simulation envi-
ronment. This information is used during the evaluation of tasks such that the
ideal combination of agents work on a specific job.
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Fig. 1. At the beginning of a timestep, an agent receives the changes on the map within
its vision range. The combined knowledge about the environment is used to evaluate
the usefulness of the agent’s tasks. Tasks for jobs that are already executed by another
agent are not considered this round. The task with the highest evaluation value is
chosen and decides which actions the agent performs this timestep. Additionally, the
other agents are informed about the chosen task and the changes on the map.

The outcome of this is an implicit cooperation between the agents. For ex-
ample, the agents executing ExploreArea will distribute to different areas of the
map. To illustrate the design, Fig. 1 describes the steps which every agent per-
forms in each timestep.

4 Learning Algorithm

We developed an evolutionary algorithm to evolve the behaviour of our agents
which in particular depends on the order of task execution. Therefore, the learn-
ing algorithm adjusts the weights of the parameters of the evaluation functions
to continuously improve the agent’s performance. One set of weights is called an
individual. An individual contains the weights for all agents, i.e. all agents in the
simulation use the same set of weights. Our approach computes an individual
that leads the multi-agent system to behave efficiently. For this, we employ a
generic evolutionary algorithm as presented in [7] with the settings described in
the following.

Individual Structure. The evolutionary algorithm is applied to a pool of indi-
viduals, where each individual consists of three agent type specific chromosomes
and one common chromosome. The common chromosome contains the weights
of the parameters, which are used by all agent types.
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Fitness Calculation. The simulation environment provides a measure on the
agent’s success, which is called score. In order to achieve high scores one needs
to rescue as many civilians and to extinguish as many fires as possible. Thereby,
the fitness of an individual is determined by the mean of the scores on each map.

Distributed Evaluation. We run an entire simulation for each single individual.
But as even a single simulation takes several minutes, determining the fitness
for thousands of individuals would have taken way too long when simulated
sequentially on a single computer. To speed up the computation, we decided to
run them simultaneously on multiple computers.

5 Results

To analyse the effects of changing different parameters in our evolutionary al-
gorithm, we decided to fix one base configuration. After a first run with this
base configuration we changed different parameters, but only one parameter at
a time. In this way we were able to monitor the effects of this single change. For
instance, we decided to use different population sizes, different crossover meth-
ods, various mutation configurations and others. In the following we introduce
the base configuration in detail and afterwards the mentioned experiments are
presented. All results were determined by single deterministic simulation runs
on the map VC. We decided to use a deterministic simulation environment to
get reliable scores and to reduce the computational effort.

After the initial experiments, we built an algorithm that incorporates various
changes of the base configuration by combining promising changes to get a high
potential evolutionary algorithm.

5.1 Base Configuration

The base configuration contains the following methods and parameters. The first
experiments were executed to determine the population size whereas 30 turned
out to be most promising. We chose a roulette wheel selection to build the parent
pool and an one-point crossover per chromosome. We investigated several muta-
tion configurations and chose a mutation rate of 2%. When a variable is mutated,
it is set with 10% probability (the random rate) to a uniformly distributed ran-
dom variable. With a probability of 90%, a normally distributed random variable
with mean 0 and standard deviation 0.02 is added to the old value. If the new
value exceeds the codomain of our weights [0,1], the corresponding boundary is
chosen. Finally, we decided to use an approach with elitism, that is, the best
individual is carried to the next generation without alteration.

5.2 Experiments

Population Size. We chose a population size of 30 after performing experiments
with 20, 30 and 40 individuals. This is a good compromise between computation
time and the performance of the evolutionary algorithm.
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Mutation. Experiments with a mutation rate of 4% did not lead to better re-
sults. We also tried to disable the random mutation, but the best individual did
not reach a promising score. Furthermore, we did not eliminate the randomness
completely, but we analysed the effect of decreasing its influence. The starting
mutation rate and random rate were set to 6% and 50%, respectively. In genera-
tion t, the mutation rate is mrstart ·0.99t and the random rate is mrrstart ·0.985t.
Our experiments showed that a decreasing mutation rate with constant random
mutation is the best choice.

Fitness Adjustment. To control the selection pressure in the roulette wheel se-
lection, we implemented a changed fitness calculation that sets the fitness of
the individuals to the difference between the individual’s score and the score
of the worst individual. Formally the fitness of the i-th individual is computed
as fitness(i) = score(i) − min{score(1), . . . , score(n)}. This ensures that weak
individuals are chosen with a lower probability whereas the weakest one is never
selected.

Parent Pool Restriction. We tested the influence of restrictions in the parent
selection: in the base configuration every individual has the chance to become
a parent while in this setting only the best 50% of the generation is allowed to
enter the parent pool. It turned out that the average score in this experiment is
significantly better and more stable than the base configuration.

Selection. Moreover, we executed experiments with different selection methods.
In one setting we removed the mechanism to save the best individual from the
last generation, in another one the parent pool consisted of individuals selected
by a tournament selection. The tournament selection turned out to be more
stable than the roulette wheel selection, while the approach without elitism did
not converge.

5.3 Combined Configurations

After examining the preliminary results, we evaluated how multiple parameter
changes at the same time affect the performance of the evolutionary algorithm.
Therefore, we chose the most promising parameter changes and merged them
into two new configurations. Both inherit the adjusted fitness and the decreasing
mutation rate with constant random mutation. One algorithm additionally uses
the restricted parent pool. We dismissed the tournament selection although it
looked promising in favour of the adjusted fitness calculation which requires the
roulette wheel selection.

We consider both algorithms superior to the base configuration, while the
configuration with the parent pool restriction outperformed all others as shown
in Fig. 2a.

Furthermore, we tested how our best configuration with adjusted fitness, re-
stricted parent pool and decreasing mutation rate performs, when the simulation
runs on the maps Foligno, Kobe and VC simultaneously. Each map requires a
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Fig. 2. Figure 2a shows a comparison of the best individuals in the combined configura-
tions on the map VC. Figure 2b shows the best individuals in a combined configuration
on various maps shown separately for the maps Foligno, Kobe and VC.

special behaviour and interaction of the agents. As we anticipated, the conver-
gence is similar to the previous experiment. In Fig. 2b one can observe that
an increase of the score on one map results in a decrease on another one. For
instance, around generation 20, there is a change that led to a better score on
VC, but to a major drawback on Kobe. Although, the algorithm successfully
resolved this problem and converged to high scores on all maps.

The individual which reaches the highest scores learned that civilians around
burning buildings should be rescued first. Another behaviour which shows up is
that smaller fires are extinguished with multiple fire brigades before larger ones.
The fire brigades also try to extinguish just one fire at once instead of dividing
the water onto several buildings.

The scores on these maps are impressive compared to those reached in the
official RoboCup Rescue competitions. One possible reason is the use of a differ-
ent version of the simulation environment (we used 0.49.9). On the other hand,
the final score highly depends on the indeterminism in the simulation (which
seems to be unintended because by default it sets a random seed, hence our
deterministic modification). The score of the winning individual falls rapidly if
ran on a different map or just with a different random seed. The indeterministic
simulation is too chaotic for any meaningful comparison between different runs.

6 Conclusion and Future Work

In our work we implemented a task allocation system to control the agents’
behaviour. In combination with an evolutionary algorithm, we reached very high
scores on multiple maps for a deterministic simulation.

To further improve the learned behaviour, one could try to enhance the reac-
tiveness of the agents by adding some sort of online learning mechanism. This
would allow the agents to react on unexpected situations that were not covered
during learning.
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Furthermore, the evaluation of the tasks could use abstracted map parameters
to reduce the dependence to the actual map. Examples are the number of buried
or endangered civilians, the quantity and types of neighbouring agents and the
ratio of the explored map area. With this additional information, one could
also realise an event-triggered approach to switch between different tactics when
these parameters change.

It might be beneficial to implement more tasks for the same jobs that compete
with each other. For example, several tasks for extinguishing fires with different
tactics from which the evolutionary algorithm can choose one for each situation.
Moreover, techniques like dynamic programming or neural networks could be
able to evolve unforeseen task that could be added to the system.

The results imply that more runs on random maps and different random seeds
are necessary to make the individuals less dependent on few situations only, but
with formerly unknown maps, too.
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Abstract. One of the reasons for the efficiency of automated theorem
systems is the usage of good heuristics. There are different semantic
heuristics such as set of support which make use of additional knowledge
about the problem at hand. Other widely employed heuristics work well
without making any additional assumptions. A heuristic which seems to
be generally useful is to “keep things simple” such as prefer small clause
sets over big ones. For the simple case of propositional logic with three
variables, we will look at this heuristic and compare it to a heuristic
which takes the structure of the clause set into consideration. In the
study we will take into account the class of all possible problems.

1 Introduction

It is typically difficult to study the value of a heuristic on the class of all problems.
Rather a heuristic is studied on a set of challenge problems and if it is beneficial
on those it is assumed to be valuable in a wide class of related problems. This
is a valid approach since it offers some insights into the quality of a heuristic.
However it does not say much on the general benefit when applying a heuristic
to the class of all problems in a particular logic.

In this work we will investigate a few heuristics for a very simple logic,
namely propositional logic with three variables (PROP3). There is justified hope
that this can be extended to propositional logic with four variables in a com-
plete study. However, a complete study of logics with more than four variables
looks beyond reach at the moment, since the set of possible clause sets grows
hyper-exponentially, actually with n variables, there are 23n

different clause sets
(without tautologies). This means even for n = 4 it is impossible to consider
all 2417851639229258349412352 different clause sets. For n = 3 there are still
134217728 different clause sets. As reported in [3], by applying symmetry reduc-
tions (based on permutations and flips of truth values) and traditional theorem
proving reductions (subsumption and purity) the number of cases for n = 3 is
reduced to just 411 cases. Unfortunately the reduced class grows rapidly as well
and for n = 4 the number of cases in the reduced class is already in the millions.
For any n > 4 even the reduced class looks beyond practical computability.

Still, the reduction allows to study the whole class of problems for n = 3 and
see whether some special heuristics are beneficial on the whole class altogether.
As we will see, an instance of the heuristic to “Keep It Short and Simple”
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(KISS) is overall beneficial. The concrete instance is that among all possible
steps always one is chosen so that the resulting clause set (after reduction) has
minimal cardinality. This shows that in this propositional logic, there is actually
a “free lunch.” Or to put it differently, this heuristic is beneficial over the whole
class and not only over a subclass. Although the heuristic KISS is beneficial it
is not optimal in the sense that it prescribes always best possible choices. From
this follows the question whether it is possible to improve on KISS. In order to
do so we will have to clarify what we mean by a heuristic. If we put arbitrary
resources into a heuristic we can first build a complete analysis and then just
follow a best route. This, however, should not count as a heuristic, because it is
computationally (with respect to time and space) prohibitively expensive.

In the next section we will introduce the general framework. Then the results
of [3] will be summarized. We will build a new heuristic and evaluate it as well
as KISS on the whole class of PROP3.

2 Resolution, (Un)Satisfiability, Heuristics

The goal of this work is to find properties of heuristics in theorem proving, and
in particular in resolution theorem proving. Ultimately we would like to find
heuristics for resolution in first-order logic and prove properties for them which
go beyond proofs of the kind that a restriction strategy is complete and does
well on a set of challenge problems. For this reason we will use the resolution
calculus in order to establish whether a clause set is satisfiable or not.

We assume that the problem is given in form of a set of clauses (which have to
be made simultaneously true). A clause is a disjunction of literals and a literal
is either a propositional logic variable or its negation. Since tautologies do not
contribute to the problem and can be easily detected, we assume that all our
clauses are free of tautologies. In the study we apply the propositional logic
resolution rule. The question of finding a short or a long proof is the question
of selecting two good clauses for applying the rule. That is, a heuristic can be
viewed as a procedure which restricts the choice of possible resolution steps. This
type of heuristic is also called a restriction strategy in theorem proving. Typically
there is more than one resolution possibility before applying a restriction strategy
and fewer but still more than one after applying it. Among all those remaining
we assume that a theorem prover makes a random choice. Initially and always
after the application of the resolution rule the procedure applies eagerly the
reductions of subsumption and purity. (Without loss of generality we call all the
propositional logic variables Xi.)

Subsumption means: if there are clauses in the clause set so that one subsumes
the other then the subsumed clause can be and is deleted from the clause set. For
instance, X1∨X2∨¬X3 is subsumed by X1∨¬X3, since the information in X1∨¬X3
entails X1 ∨ X2 ∨ ¬X3. Hence X1 ∨ X2 ∨ ¬X3 can be deleted from a corresponding
clause set in the presence of X1 ∨ ¬X3.

Purity means that a particular propositional logical variable occurs in the
whole clause set either exclusively positively (e.g., X1) or exclusively negatively
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(e.g., ¬X1). In the first case all clauses containing X1 can be satisfied by assigning
true to X1, in the second case by assigning false to it. Since this has no impact
on the rest of the problem formulation, the corresponding clauses can be deleted.

Furthermore we reduce the class of problems by forming equivalence classes
of structurally equivalent clause sets with respect to flipping truth values (e.g.,
{X1∨X2∨X3,¬X1,¬X2∨X3} is structurally equivalent to {¬X1∨X2∨X3, X1,¬X2∨X3})
or permuting the names of the Xi (e.g., {X1∨X2∨X3,¬X1,¬X2∨X3} is structurally
equivalent to {X1 ∨ X2 ∨ X3,¬X2,¬X1 ∨ X3}). For details, see [3].

If in the process of deleting clauses from the clause set all clauses are deleted
then the remaining clause set (the clause set consisting of no clauses at all) is
trivially satisfiable. This means that the original clause set was satisfiable. If,
however, by applying the resolution rule, the empty clause is derived then the
corresponding clause set is unsatisfiable and so is the original clause set.

When we want to compare heuristics with respect to the full class we have
to make a choice what we mean by full class and how the comparison should
look like. We assume that the simplifications which are usual in theorem proving,
subsumption and purity deletion, are applied. In the class of the remaining clause
sets, every clause set goes with a multiplicity, that is, a number which states the
size of the equivalence class. For instance, the empty clause set and the clause
set consisting only of the empty clause stand only for themselves each. The
(satisfiable) clause set {¬X2 ∨ ¬X3, X2 ∨ X3,¬X1 ∨ ¬X3,¬X1 ∨ ¬X2 ∨ X3, X1 ∨ ¬X2 ∨
X3, X1 ∨ X2 ∨ ¬X3} on the other hand stands for in total 48 different structurally
equivalent clause sets which are all subsumption and purity free, and which can
be obtained from it by permutations and flipping truth values (see [3]). When
we take an average of the benefit (or damage) of a heuristic then we will take
the weighted average with respect to the cardinality of the equivalence class.

3 Lengths of Proofs

In order to compute the lengths of proofs we first generate the 411 representatives
for all clause sets with three variables (as described in [3]). Next these are sorted
with the two trivial clause sets, the empty set (represented by NIL) and the
clause set consisting of the empty clause (represented by ("###")), coming first
and second. All other clause sets are ordered with respect to one-step application
of the resolution rule. A clause set always comes after all clause sets which it
results in by applying resolution once. This way we get a DAG (Directed Acyclic
Graph) with two connectivity components, the satisfiable and the unsatisfiable
clause sets. Note that we represent clauses in form of strings of length 3 over the
alphabet {0,1,#} in the following form, a string "01#" stands for ¬X1 ∨ X2 and
"111" for X1 ∨ X2 ∨ X3 and so on. That is, in such a string the ith position being
0 means that Xi occurs negatively, being 1 that it occurs positively, and # that
it does not occur at all. Hence the empty clause is represented as "###".

In Table 1, some of the 411 representatives for all clause sets (without tautolo-
gies) are displayed. The first column contains the running number, the second
the multiplicity (that is, the cardinality of the corresponding equivalence class),
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Table 1. Some of the 411 structurally different clause sets

Nr Mul Clause set Resolvents STEP-Nr Sat

( 0 1 NIL (0) 0 0 0 Y)

( 1 1 ("###") (1) 0 0 0 N)

( 2 4 ("000" "111") (0) 1 1 1 Y)

( 3 6 ("11#" "00#") (0) 1 1 1 Y)

( 4 3 ("##0" "##1") (1) 1 1 1 N)

( 5 24 ("000" "011" "100") (0) 1 1 1 Y)

( 6 8 ("000" "011" "101") (0) 1 1 1 Y)

(10 12 ("10#" "01#" "00#") (0) 1 1 1 Y)

(11 24 ("##0" "00#" "111") (3) 2 2 2 Y)

(12 12 ("#11" "#0#" "##0") (4) 2 2 2 N)

(13 8 ("000" "001" "010" "100") (0) 1 1 1 Y)

(14 24 ("000" "001" "010" "101") (7 0) 1 2 3/2 Y)

(24 3 ("##0" "##1" "#0#" "#1#") (1) 1 1 1 N)

(25 24 ("#00" "#01" "00#" "10#" "010") (0) 1 1 1 Y)

(26 48 ("#00" "#01" "0#0" "00#" "110") (0 10) 1 2 3/2 Y)

(27 48 ("#00" "#01" "0#0" "00#" "111") (11 3) 2 3 5/2 Y)

(28 24 ("##0" "#01" "0#1" "01#" "10#") (0) 1 1 1 Y)

(29 12 ("##0" "##1" "00#" "01#" "10#") (1 4) 1 2 3/2 N)

(30 12 ("##0" "##1" "#0#" "0##" "11#") (1 24) 1 2 3/2 N)

(410 1 ("000" "001" "010" "011" "100" "101"

"110" "111") (409) 7 18

4995158050284531262459/462508951339008000000 N)

the third a representing clause set, the fourth the running numbers of all possible
clause sets resulting from one-step resolution (representing a DAG), the fifth the
minimal number of steps to arrive either at the empty clause set or the empty
clause, the sixth the corresponding maximal number, the seventh the average
number, and finally the eighths the information of whether the clause set is sat-
isfiable or unsatisfiable. With our convention from above, we read in clause set
10, for instance, ("10#" "01#" "00#") as {X1 ∨ ¬X2,¬X1 ∨ X2,¬X1 ∨ ¬X2} and
in clause set 11, ("##0" "00#" "111") as {¬X3,¬X1 ∨ ¬X2, X1 ∨ X2 ∨ X3}.

The minimal number of resolution steps which is necessary to decide whether
a clause set is satisfiable or not is stored in the fifth column. It is computed
recursively by taking the minimal number of steps for the first two clause sets
as zero and for each other as the minimum of all minimal numbers of steps
necessary for all possible one-step results plus one. For instance, for the value of
clause set 27 we look up the minimal numbers of clause sets 11 and 3 as 2 and 1
step(s), respectively, the minimum is 1 step, hence the value for 27 is 2. Likewise
the maximal number (in the sixth column) is computed as the maximum of all
maximal numbers of steps necessary for all one-step results plus one, that is,
for 27 it is max(2, 1) + 1 = 3. For the average number of steps the average of
the numbers of steps of the results plus one is taken. For instance, the average
number for clause set 30 is computed as the average of clause set 1 with value 0
and clause set 24 with value 1, that is average 1/2, hence the value is 3/2. If we
take the weighted average of the corresponding numbers we get for n = 3:
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best random worst fewest most
7997
3174 ≈ 2.52 225087535394286233155916183

52848122815800410112000000 ≈ 4.26 32059
4232 ≈ 7.58 7 18

That is, if we have an oracle which tells us the best steps to take then we need on
all problems on average approximately 2.52 steps (in the class of 12696 possible
clause sets, which are free from subsumed or pure clause sets). Making random
choices we need approximately 4.26 steps, and if the oracle always chooses the
worst steps it takes on average approximately 7.58 steps. The most difficult
clause set requires at best 7 steps and at worst 18.

4 Heuristics

In this section we will look at three different heuristics, KISS, anti-KISS, and
INNER (a new heuristic built on the inner product). We will first describe the
three heuristics and in the next section describe how resolution behaves using
them. (Other heuristics are currently under investigation.)

KISS (Keep It Short and Simple) is a heuristic used from the early days of
theorem proving. In the concrete instance we use it, it means, if there are more
than one resolvent possible from a given clause set, then choose randomly one
which results – after purity and subsumption reduction – in a shortest clause set
(that is, a clause set with lowest cardinality).

Anti-KISS does the opposite, that is, it will always choose randomly one from
the longest clause sets (biggest cardinality).

For INNER we define an inner product of clauses as follows. For any two
clauses C = "c1c2 · · · cn" and C′ = "c′1c

′
2 · · · c′n" (and for a clause set S) the

inner product is defined as

C · C′ =
n∑

i=1

ci · c′i and Ŝ =

∑
C,C′∈S(C · C′)2√

|S|

For the empty clause set we define the ∅̂ = 0. The product of two characters is
defined by four real-valued constants v1, v2, v3, and v4:

# · # = v1
# · 0 = v3
# · 1 = v3

0 · # = v3
0 · 0 = v2
0 · 1 = v4

1 · # = v3
1 · 0 = v4
1 · 1 = v2

In experiments we found (by local search) that v1 = 4.00, v2 = −4.30, v3 = 2.39
and v4 = 2.74 are good values which form a local optimum. Note that the inner
product is defined so that it is firstly symmetric and secondly invariant with
respect to flips of truth values (# · 0 = # · 1, 0 · 1 = 1 · 0, and 0 · 0 = 1 · 1) and
permutations (because of the commutativity of summation). This invariance is
important, since we consider only representatives of clause sets rather than the
full classes of all clause sets and this property guarantees that the product is
well-defined (that is, independent of the particular representative we choose).

The INNER heuristic restricts the possible resolvents to choose from the ones
for which the following weighted sum of the resulting clause set S is minimal:

INNER(S) = α · Ŝ + β · W (S)



Heuristics for Resolution in Propositional Logic 661

W (S) is defined similarly to the number of clauses in a clause set. However, a
clause with i # symbols counts for 2i clauses. Experimentally again α = 1.1 and
β = −1.0 have turned out to be good values, which are locally optimal.

Why are the inner product and the #-weighted cardinality of a clause set
relevant? The length of a clause set is relevant in that ‘the more different clauses
are in a clause set the more likely it is that the clause set is unsatisfiable’. A high
number of hashes means that the clause is in the directed acyclic graph of all
clauses close to the bottom most elements (empty clause set and empty clause).
The inner product between different characters is relevant as to the superficial
structure of clauses.

Note that all three heuristics, KISS, anti-KISS, and INNER can be computed
in polynomial time (obviously KISS and anti-KISS are much easier to compute
than INNER). For each it is necessary to first compute all possible resolvents
of a clause set (which is feasible for this study but will typically be avoided in
actual theorem proving). For KISS and anti-KISS, just the length of each of
those is needed. This can be computed in constant time (times the number of
resolvents). For INNER we need to compute sums which depend on the cardi-
nality of the clause sets (quadratic) and the length of the strings (linear). As
remarked at the end of the introduction, a heuristic needs to have a reasonable
complexity in order to be useful. While in the current study we have computed
complete information for PROP3, we do not take this as heuristic information,
but as information for the study of the heuristics. Obviously, the hope is that
the heuristics found here will turn out useful without the need for a complete
analysis. In the next section we will compute the quality of the three heuristics
in PROP3 with respect to three different measures.

5 Findings

In this section we will study three different measures of the heuristics (KISS,
anti-KISS, and INNER) and compare them to the best possible, average, and
worst possible performance. For INNER, we use in this the values v1 = 4.00,
v2 = −4.30, v3 = 2.39 and v4 = 2.74 as well as α = 1.1 and β = −1.0. These
turn out to be optimal in the sense that the values reported below cannot be
improved by small local changes to any individual value. However, it may still be
the case that these values form only a local optimum and that there are better
values, which are significantly different from the chosen ones.

We study in the following three criteria for performance and give results for
all clause sets as well as satisfiable ones and unsatisfiable clause sets separately.

– What is the average performance, that is, how many resolution steps does it
take to arrive either at the empty clause set or the empty clause on average,
where the average is taken as the weighted average with the multiplicities
specified in the clause sets?

– In how many cases of the 411 structurally different cases (or in all 12696
cases) does the heuristic not result in an optimal derivation?
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– What is the maximal difference between the optimal performance and the
actual performance following the heuristic?

If we compare first the average performance computed as the weighted average
of steps necessary, we get (rounded values computed as rational numbers):

Heuristic worst anti-KISS average KISS INNER best
all 7.58 7.46 4.26 2.70 2.62 2.52
SAT 5.22 5.07 3.11 1.81 1.78 1.74
UNSAT 10.42 10.35 5.64 3.76 3.62 3.46

This means that KISS is quite good with a performance of 93%. INNER improves
on this to 96%, however, at the price that it is not easily understandable, and
that the parameters have to be selected. anti-KISS is almost as bad as it gets.

If we compare in how many cases the heuristic does not give the best possible
result we get:

Heuristic worst anti-KISS average KISS INNER best
362 362 362 96 42 0all

(11867) (11867) (11867) (2813) (1216) (0)
162 162 162 23 9 0SAT

(6152) (6152) (6152) (740) (288) (0)
200 200 200 73 33 0UNSAT

(5715) (5715) (5715) (2073) (928) (0)

The two rows are out of the 411 different equivalence classes and in brackets the
total number of 12696 cases altogether, respectively. That is, with this measure
again KISS is a very useful heuristic, but can be significantly improved on by
INNER.

Finally we look at the maximal difference between the optimal number of
steps and the actual number of steps needed with the heuristic. We get:

Heuristic worst anti-KISS average KISS INNER best
all 11 11 4.40 1.50 1 0
SAT 7 7 3.61 1.35 1 0
UNSAT 11 11 4.40 1.50 1 0

In all these cases we find the order: worst ≤ anti-KISS ≤ average < KISS <
INNER < best. According to the first criterion we find that the worst choice is
only slightly worse than anti-KISS, which is much worse than random selection.
Random selection in turn is much worse than KISS. KISS is slightly worse than
INNER, which in turn is almost optimal.

6 Conclusion

This work was partly inspired by work on symmetry in constraint satisfaction
problems, in particular by the work of Frisch et al. [2], where permutations and
changes of polarity of boolean variables play a major role. Likewise the studies
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in the complexity of classifier systems [4] led to a better understanding of rep-
resentations of clause sets. The work by Pearl [5] is a numerical study of heuris-
tics in general, while Ben-Sasson and Wigderson [1] investigate properties of short
proofs in resolution. In traditional theorem proving typically the completeness of
a restriction or selection strategy is proved (since, e.g. [6]), however, the useful-
ness is typically established by evaluating them against test cases (as found in the
TPTP [7], for instance).

In the current work we could establish that heuristics can be useful (and in con-
sequence also harmful) over the class of all problems in PROP3. A very simple
heuristic (KISS) is very effective. Although it is very good and close to an optimal
behaviour, it is not optimal and the author could not find an efficient heuristic
which is. However, it was possible to improve on it by the INNER heuristic by
more than 40% with respect to the average number of steps needed. Obviously
the work reported here can be extended in various ways. A real test for the use-
fulness of KISS and INNER will be to apply them systematically in PROP4 and
sample them in PROPn for n > 4. This is work in progress. Unfortunately even
the reduced class of structurally different clause sets has a cardinality which goes
in the millions, this involves time and space issues. The time issues are mainly
solved (using hashtables), the space issue is under consideration. The thesis which
will be tested is that the heuristics KISS and INNER will be useful in PROP4 as
well (and for more propositional logic variables), but that the usefulness will be
reduced. Possibly the parameters for INNER will have to be changed. Also other
heuristics are under investigation.

In PROP3, the most difficult clause set (the biggest number of resolutions
steps necessary) is ("000" "001" "010" "011" "100" "101" "110" "111").
It requires in the worst case 18 steps, in the best case 7. With INNER we need 7
steps, 7.2 with KISS, 18 with anti-KISS. This problem can be easily generalized
for higher n in PROPn. To study the behaviour of KISS for solving this problem
in bigger n is also left for future work.
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Abstract. This paper presents an architecture for accessing distributed
services with embedded systems using message oriented middleware. For
the service discovery a recommendation system using case-based reason-
ing methods is utilized. The main idea is to take the context of each user
into consideration in order to suggest appropriate services. We define our
context and discuss how its attributes are compared.

The presented prototype was implemented for Ricoh & Sun Devel-
oper Challenge. Thus the client software was restricted to Ricoh’s Multi
Functional Product as an embedded system. The similarity functions
were designed and tested using myCBR, and the service recommender
application is based on the jCOLIBRI CBR framework.

Keywords: Case-Based Reasoning, context, service discovery, myCBR,
jCOLIBRI.

1 Introduction

The Ricoh & Sun Developer Challenge1 is a programming contest where stu-
dents invent and implement innovative applications for Ricoh’s Multifunctional
Product (MFP)2. The MFP is an office machine that incorporates the function-
ality of several devices. It combines printer, scanner, photocopier, fax and e-mail
functions. It offers developers Ricoh’s Embedded Software Architecture SDK
(SDK/J)[1] for implementing and delivering customized Java-based solutions
hosted on Ricoh MFPs. A large touch screen is the main interaction device.

In order to decouple business logic from the MFP, we decided to come up with
a distributed architecture to access services. Obviously a lot of applications for
MFPs focus on document handling. Choosing a centralized approach seems to be
reasonable for implementing services. A service, implemented and running on a
server machine, is not as limited as one on an embedded system. Furthermore the
1 http://edu.ricoh-developer.com/contest/open/index.jsp
2 http://www.ricoh.de/products/multifunction/mediumworkgroup/mpc2550.xhtml
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services are independent of the programming language offered on the embedded
system, as the business logic is implemented on a server machine.

Such a service-oriented architecture will grow quite fast if a suitable software
development kit is available for a community or other vendors, as can be seen
by such current trends as the Apple Appstore3 for the iPhone4. So service dis-
coverability is an issue in such a service oriented architecture. There is a need
for an intelligent way of recommending services, especially considering the end
user at an MFP is confronted with limited time and interaction convenience.

Let us assume the following scenario: A business man is traveling to a confer-
ence. At the airport he might be interested in information related to his location,
the airport, such as offers of the duty free shop. Arriving at the hotel he, in the
role of a hotel guest, might be interested in information about the hotel services.
In the evening he might be looking for a good restaurant and in the morning at
the conference he, now in the role of a conference participant, may want to read
news about the financial market.

In this scenario the context is a good indicator which service might be helpful.
Case-based reasoning (CBR) is used to implement content-based recommender
systems (see, for example, [2]). Context information is stored as a case. One
of the advantages of CBR systems is that they are capable of learning. Service
recommendation is improved by taking user feedback into consideration.

In this paper we discuss the design of our architecture and its implementa-
tion. We present a service recommender that takes the context of the user into
account for suggesting services using case-based reasoning methods. Our proto-
type focuses on the MFP as a service consumer. In Section 2 we will discuss
the context, and in Section 3 we present the suggested architecture. The ser-
vice recommendation using a case-based reasoning approach will be described in
Section 4. Finally, there will be an outlook on further work.

2 Context

In our work we decided to use the context as an indicator to suggest services
that fit to current needs of the user. In mobile computing context-awareness
is an important research topic, as modern human mobile computing becomes
more important. Modern mobile devices are capable of accessing online services
via GPRS, UMTS, WLAN, and so forth, hence the need for personalised and
adaptive information services is rapidly increasing.

Schmidt et al. [3] investigated in their work how to specify context in mobile
computing. They introduced a working model for context and discuss mecha-
nisms to acquire context beyond location, and application of context-awareness
in ultra-mobile computing. Therefore they investigated the utility of sensors for
context-awareness and present two prototypical implementations. In [4], Kofod-
Petersen describes an approach to facilitate the use of contextual information
in order to improve the quality of service in a mobile ambient environment. So
3 http://www.apple.com/de/iphone/appstore/
4 http://www.apple.com/de/iphone/

http://www.apple.com/de/iphone/appstore/
http://www.apple.com/de/iphone/
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context-awareness seems to be a promising approach for the MFP, as informa-
tion about the MFP’s environment is easy to measure. Hence we need to define
the term context and how our context looks like.

A popular definition of context is given by Dey [5]: “Context is any information
that can be used to characterize the situation of an entity. An entity is a person,
place, or object that is considered relevant to the interaction between a user and
an application, including the user and applications themselves.” For our purposes
we could take the definition quite literally. We looked at the context of an MFP
and investigated which information could be automatically measured in order to
characterize a situation and found that the attributes user role, daytime, device,
and type of location were appropriate for defining our context.

Identification of the user role is not a trivial task. For the prototype we as-
sumed that the user is registered at a service provider and some initial knowledge
about his role exists, such as his job or his hometown. To improve the result of
this simple reasoning method, the registry can ask the user for feedback and pro-
pose possible roles to choose from. By using simple assumptions like if someone
uses an MFP in a city that is far away from his hometown, he might be there as
a tourist, or on a business trip.

Measuring daytime is a trivial task, as the devices have an internal clock.
For our purpose, we divided a day into five intervals: Morning (6:00–11:00am),
Noon (11:00am–2:00pm), Afternoon (2:00–6:00pm), Evening (6:00–11:00pm),
and Night (11:00pm–6:00am). During the day the needs of a user might change.
For instance around noon or in the evening a restaurant guide might be more
likely to be helpful as in the middle of the night.

Even though the focus of the developer challenge was on MFP devices, the
services could also be used by mobile devices, as already addressed. Thus the
type of the device is an important issue. Services producing larger documents are
more interesting for e-readers or MFP devices as for smart phones, as reading
larger texts on a smart phone can be unpleasant.

The type of location has to be set by the administrator of the device. Therefore
a predefined set of possible types has to be available, such as public place, office
or private household. According to the location several services could be excluded
as the environment is not adequate, for instance a banking service on a public
place. Another example could be a hotel, in which tourist services, restaurant
and entertainment guides would be appropriate.

Next we take a closer look at the system’s architecture and give an overview
where context and CBR methods can improve quality of the system.

3 Architecture Overview

Our framework is a distributed architecture for accessing services with an MFP
or a mobile device, respectively. The business logic is implemented in services
running on server machines. The device just provides the user interface and
communicates with the services. Figure 1 illustrates schematically the system
and its components.
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Fig. 1. Technical overview of the whole system

The service provider is the entity that offers services and the service registry.
Users of the system have to be registered at the service provider as additional
services can only be provided to registered users. Each user creates a profile with
knowledge about his interests and some meta information about him, such as
his job, his city, and so on.

In order to authenticate users (1), we suggest using RFID card systems (such
solutions are widely available for MFPs) or biometric sensors on MFP devices,
as no typing is needed for user password authentication. Context information,
described in detail in Section 2, will be transmitted to the service registry (2).

The service registry is the main component in the architecture as it man-
ages the services and their recommendation. Each service, either of the service
provider itself or other providers, has to register at the service registry. The
recommendation is realized by using a case-based reasoning system (3). Services
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will be ranked according to their relevance, which, in turn, is calculated by com-
paring the context of the user with contexts in the case base. Each of the cases
has an assigned service that suited the context best in a past situation. After cal-
culating the similarity for all cases, a list of available services ordered according
to their relevance is transmitted to the MFP (4).

The recommended services will be displayed on the MFP and the user is
able to choose one of the suggested service (5). By selecting a service the com-
munication process between service and user starts. The service sends a user
interface form to the MFP which is rendered on the display. Each selection will
be immediately transmitted to the service and triggers an action.

The user interface should be generic enough to be feasible for all services,
but must be flexible enough to be adaptable to each service. This dynamic
requirement motivated us to build upon a user interface description language
which is interpreted during runtime and rendered on the screen of the MFP. As
an additional advantage of this approach other types of devices can also consume
the services and adequately render their user interfaces.

For the user interface description language we use the open W3C standard
XForms [6]. As the device does not support the complete bandwidth of user
interface elements proposed by XForms, only a subset was implemented on the
MFP. At the moment only text and buttons are supported. In later versions it
is possible to increase the set of featured elements.

As our system is designed as a distributed system, we are facing several issues.
Services run on different machines, thus we need a mechanism to discover the
recommended services. Furthermore an asynchronous communication is better
suited as devices will not block while accessing service functionality.

All these issues can be handled by using a message oriented middleware such
as the Extensible Messaging and Presence Protocol (XMPP) [7]. We assign a
unique identifier (JID) to each device, service and the service registry to pro-
vide a way to address each other. The communication between each component
in the architecture illustrated in Figure 1 is realized by sending messages. As
XMPP is an open protocol based on XML there are several libraries for various
programming languages5 available.

The device starts the communication process by sending the context to the
service registry. This triggers the reasoning process and a list of recommended
services and their respective JID is replied to the device. The user now selects
one of the recommended services. By using the JID the device can address the
service and directly start the communication process with the service, without
knowing the actual host where it is running. As the routing is handled by the
XMPP protocol even using a service running behind a firewall is possible.

After discussing the components from a top-level perspective, we will have a
closer look at the system. As the service registry is the central component of the
system it will be introduced in the following section.

5 http://en.wikipedia.org/wiki/List_of_XMPP_library_software

http://en.wikipedia.org/wiki/List_of_XMPP_library_software
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4 Service Recommender

The main function of the service registry is the discovery of appropriate services.
We interpret the context of the user as problem and the service as solution. By
taking the current context into consideration the system calculates a relevance
for the cases, stored in the case base. As the main idea of CBR is to learn
from experience we see the service registry as an experienced advisor that knows
about several contexts and can tell the user which services are available in order
to help serving his needs.

Firstly each service has to register at the service registry and provide informa-
tion, such as service name, a service identifier, a service description with focus
on the user, the category of the respective service, and initial context. For the
service identifier the Jabber ID is used.

The initial context is needed to solve the bootstrapping problem, as we need
cases for our case base. So developers of the service have to think about a reason-
able context, where the service is helpful. This context is a prototypical for this
service and will be relevant to find the service in its initial state. For instance,
a restaurant guide could be helpful at a public place at noon or in the evening.
This common case will be added to the case base.

During the retrieval process and the assembly of the service list, we also have
the opportunity to apply filters. For instance there could be certain limitations
for the services, e.g., a service might not be allowed to be accessed in a public
place, because confidential data is accessed. Thus services can be excluded by
the application of a set of filters.

We also needed to design similarity functions that compare context informa-
tion. In order to compare the user role we decided to use an asymmetric table
similarity. For instance we need to find a measure how similar a student is to
a professor or a business man to a tourist. The asymmetric character becomes
obvious if we compare a student and a tourist. In our example, the student is
more similar to a tourist, as they might have the same interests. If we compare
a tourist to a student, the similarity might be even 0.0, as a tourist is not inter-
ested in services offered by a university. In our prototype the similarity values
are defined by a domain expert.

For daytime we defined time intervals and gave them a symbolic value, such
as MORNING, NOON and so on. Thus we are able to compare them with a
symmetric table similarity where MORNING is more similar to NOON as to
AFTERNOON, and vice versa.

The location itself is just matched exactly. A more sophisticated solution
would be to compare cities by using an ontology. Cities can be clustered accord-
ing to special characteristics and arranged in a taxonomy. But as the location is
just important for services, if they provide location based information, we just
implemented the simple approach. Currently the more important attribute is the
type of the location as it describes the location in a more common sense. A hotel
lounge in New York is quite similar to a hotel lounge in Rome. Thus this informa-
tion is more important for service recommendation. We chose different symbols
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such as HOTEL-LOUNGE, KIOSK, OFFICE, and so forth and arranged them
in a taxonomy using abstract terms to group them such as PUBLIC-PLACE.

In our prototype the device attribute is less important, as we only imple-
mented a client for a specific MFP device. Nevertheless, the basic idea of the
architecture is to take different devices into consideration. A service that might
be appropriate for MFP devices, can be inappropriate for smart phones, because
the generated document is too large to read it on a small display. In order to
group similar types of devices a taxonomy is defined, with abstract terms like
MOBILE-DEVICE.

The global similarity is a weighted average of local similarities. After a sim-
ilarity value for the retrieved cases is calculated and ordered according their
relevance, a set of services has to be transfered to the requesting device.

If none of the suggested service is appropriate for the user, he is able to browse
a category based listing of the services. Even though the calculated relevance
might be low the service might be appropriate in the users current context. Thus
in the revise step of the CBR cycle [8] the user decides by selecting a service
that it fits to his current context. As the selected service and the current context
are transmitted to the service registry, the system can learn additional contexts
where the service might be applicable in the retain step. Thus the relevance of
the service will be higher if a similar context comes up.

For the implementation of the prototype we chose myCBR6, as it supports
rapid prototyping to design and test the similarity functions [9]. Furthermore
these functions can be exported and used within the jCOLIBRI7 CBR Frame-
work [10] quite easily, which was used to implement the service recommender.

5 Conclusion and Outlook

In this paper we have shown an application framework which has been developed
within the scope of the The Ricoh & Sun Developer Challenge programming
contest. This framework enables the creation and deployment of context-aware
services that can be consumed by devices, especially the MFP. A prototype has
been implemented and made second place in the contest.

As the architecture and utilized technologies are not limited to the MFP, the
architecture could be extended to access services with mobile devices. So instead
of printing a document, it could also be shown on a mobile device, such as the
e-reader iRex Iliad8 or on a smart phone such as Apple’s iPhone.

By offering a service development kit to other vendors or a community an ap-
plication market platform can grow quite fast, ideally like the Apple App Store.
Thus an intelligent way to recommend services could be helpful to find appropri-
ate services. Crawling through categories is time-consuming and an appropriate
service might even not be found. Therefore using CBR methods seems to be a
promising approach in this scenario, as it is an intuitive way to use experience
6 http://mycbr-project.net/
7 http://gaia.fdi.ucm.es/projects/jcolibri/
8 http://www.irextechnologies.com/products/iliad

http://mycbr-project.net/
http://gaia.fdi.ucm.es/projects/jcolibri/
http://www.irextechnologies.com/products/iliad
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with usage of this service. Furthermore the system is able to learn from user
feedback, as mentioned in Section 4.

A further development which supports other (mobile) devices is possible, as
we build upon a programming language independent communication stack and
user interface, but this remains a future task. As we have shown the core feature,
the service recommender takes advantages of case based reasoning methods and
frameworks. By the use of these and also by the use of the current surround-
ing context the recommender can propose suitable services. In future work the
recommender will be refined to offer even better service matches.

Another task will be evaluate the performance of the system. As there are just
two prototypical services available, there was not enough data to evaluate the
system yet. A larger number of services is required to compare the performance
with conventional category browsing or other recommendation systems.
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Abstract. The paper presents an application of an algorithm which solves the 
shortest path problem in arbitrary deterministic environment in linear time, 
using OFF ROUTE acting method and emotional agent architecture. The 
complexity of the algorithm in general does not depend on the number of states 
n, but only on the length of the shortest path, in the worst case the complexity 
can be at most O (n). The algorithm is applied for the Tower of Hanoi problem.  

1   Introduction 

Emotion has been identified as one of the key elements of the intelligence and of the 
adaptive nature of human beings [8]. The emotional based agent learning tries to 
develop artificial mechanisms that can play the role which the emotions play in  
human life. These mechanisms are called “artificial emotions”. In the last 20 years 
there have been several pointers toward the issue of feelings and emotions as needed 
features  for developing an artificial intelligent creature [2], [4], [5], [6], [11].  

We use the consequence-driven systems approach [4],[5],[6] to emotional lear-
ning. Consequence-driven systems theory is an attempt to understand the agent perso-
nality, it tries to find architecture that will ground the notions such as motivation, 
emotion, learning, disposition, anticipation and behaviour. It originated in 1981 [3], 
[4] in an early reinforcement learning research effort to solve the assignment of credit 
problem using a neural network. Resulting agent architecture was the Crossbar Adap-
tive Array architecture (CAA). The CAA approach introduced the concept of state 
evaluation as feeling, which it used as an internal reinforcement entity. The  consequ-
ence-driven systems theory assumes that the agent should always be considered as a 
three–environment system: The agent expresses  itself in its behavioural environment 
where it acts. It has its own internal environment where it synthesizes its behaviour, 
and it also has access to a genetic environment from where it receives its initial 
conditions for existing in its behavioural environment. The genetic environment con-
tains the initial values W of the crossbar learning memory and properly reflects the 
desirable or undesirable situations in the behavioural environment. Having initial 
emotional values of the desirable situations, and using the emotional value back-
propagation mechanism, the CAA will learn how to reach those situations. The main 
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module of the CAA architecture is its memory module, a connectionist weight matrix 
W. Each memory cell waj represents emotional value toward performing action a in 
the situation j. It can be interpreted as tendency, disposition, motivation, expected 
reward, or by other terms, depending on the considered problem to which CAA is 
used as solution agent architecture. From the emotional values for performing actions 
in a situation k, CAA computes emotional value vk of being in the situation k. Having 
vk, CAA considers it as a consequence of the action a performed previously in a 
situation j. So, it learns that performing a in j has as a consequence emotional value 
vk, and on that basis it learns the desirability of performing a in j. Using crossbar 
computation over the crossbar elements waj , CAA performs its crossbar learning 
method, which has 4 steps: 

 
1) state j:  choose an action in state j,  aj=Afunc{w*j}. Let the environment 

return  situation k; 
2) state k: feel the emotion being in state k:  vk=Vfunc{w*k }; 
3) state j: learn the emotion toward  a  in  j:  waj=Ufunc(vk); 
4) change state:  j=k,  go to  1; 
 

where w*k  means that computation considers all the possible desirability  values of the 
k- th column vector. The crossbar learning method was a forerunner [1] to the  
Q-learning method [13]. The crossbar learning method above is classified as ON 
ROUTE acting method. Another variant of the CAA method is the so called OFF-
ROUTE acting method which differs from the ON-ROUTE only in the 4-th step, 
which is: 4) choose j; go to 1; the steps 1, 2 and 3 can be applied at any state; the state 
can be chosen randomly or some next–state choosing policy can be used.  

The concept of underground dungeon can be used for describing the two methods. 
Assume dungeon (graph) with n rooms underground. If the graph has only one entry 
and one exit to the earth surface above, the only way to find an existing path is to go 
underground and search (ON ROUTE). If each room has access from the surface, a 
path can be found underground by visiting each room directly (OFF-ROUTE).   

2   OFF ROUTE Forward Chaining Algorithm and the Modified 
CAA Architecture – Applied for the Tower of Hanoi Problem 

The algorithm described below can be applied for solving the shortest path problem in  
arbitrary deterministic environment with n states using OFF ROUTE acting method. 
An assumption is that there is a path from the initial state to the goal state, and the 
maximal number of actions which the agent can undertake in every state is the 
constant m (m<n).  

The agent starts from the starting state and should learn to move along the shortest 
path to the goal state. From each state the agent can undertake one of possible m 
actions, which can lead to another state or to a certain obstacle. By succ(ai, s)  we shall 
denote the next state which  is achieved  from s, or the obstacle which can appear  
after executing  the action ai in s. 

The agent uses direct learning which implements breadth-first searching, based on 
real experience, combined with planning based on simulated experience. The word 
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“planning” is used to refer to any computational process that takes a model as input 
and produces or improves a policy for interacting with the modelled environment. The 
model is used to simulate the environment and produce simulated experience. The 
difference between learning and planning is that whereas planning uses simulated 
experience generated by a model, learning methods use real  experience generated  by 
the environment [12]. 

The knowledge about the connections of the states in the environment is conside-
red as a part of the model of the environment. The agent learns partial model of the 
environment through the real experience. 

The agent architecture used is shown in Fig.1. It is the modified CAA architecture 
explained in sec.1. The memory module W is widen with the memory elements  ps[j] 
and pac[j] (j=1,..,n). ps[j] is the element for memorizing the first predecessor state s 
from which the state j is achieved, and pac[j] is the element for memorizing the 
action chosen in that state s, which leads to j. These elements are used for learning the 
partial model of the environment in the phase of the model learning. This phase is 
being  accomplished simultaneously with the phase of direct learning. When the agent 
finds the goal state, the simulated experience is being generated using these elements.  
These elements are used for finding the optimal path from the initial state to the goal 
state, which is being marked backward - from the goal state to the initial state. 

 
 

 

Begin
s init.st;
k=0;
learning(s);
while k=0 do
 begin 
successors;
s=snew;
end

 end. 
 

Fig. 1. Modified CAA architecture. Modifications referring to the 
original CAA are colored 
 

Fig. 2. The forward 
chaining algorithm 
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The three learning functions explained in sec.1 are given in the following way: 
1.The function Afunc for choosing an action in a state j is :  
a) In exploring phase until the goal state is found, in every state the agent chooses 
and explores every action  from that state one by one:  y(j)= a  (a=1,..m). 
b) when the goal is found and the simulated experience is generated from the 
partial model, the agent uses this simulated experience in the phase of planning, 
moving  through the optimal path, by choosing the actions in every state from the 
initial to the goal state with the function: y(j)=argmaxa(w[a,j]). 

2. The function Vfunc for computing the emotional state of the agent in a state k is: 

V(k)=
⎩
⎨
⎧

+
−

)kofrpredecessofirsttheisj(otherwise1)j(V

eundesirabliskstatetheif100
 

 

3. The function Ufunc for updating  the memory elements  w[a,j] is given by: 

w[a,j]=

⎩
⎨
⎧

− statelearnedpreviouslyorobstacleantoleadsjinaactiontheif100

beforepassednotiswhichkstatetoleadsjinaactiontheif)k(V  

Initially, all V(j)=0, w[a,j]=0 (j=1,..n, a=1,..m), except for the undesirable states j 
w[a,j]= -1, (a=1,..m), and for the goal state g, w[a,g]=1  (a=1,..m). The forward chai-
ning  algorithm is in Fig. 2 and the procedures for the algorithm are in Tab. 1.  

After  taking an action in j, if  the  successor  state  k  is  not  an  undesirable state, 
or previously passed state, the agent 1)goes in  that state; 2) updates  the value V(k) 
from V(k)=0 to V(k)=V(j)+1; 3) in k the agent memorizes (learns) the previous state j 
and  the action  which  leads  to  k ; 4) updates the value w[a,j]=V[k] and returns to j. 
The value w[a,j]=V[k] means that by taking the action a in j the agent will learn that 
the shortest path from the initial state to the next state k is V[k]. After exploring all 
actions from the initial state s, the agent has found (learned) all consequence states ss 
with V(ss)=1 ( the initial state has V(s) = 0 ). After that, the agent explores every state 
ss with V(ss)=1 one by one  in the same way. So, after being  in all  these states, (with 
V(ss)=1 and exploring their actions), the agent finds all states ss  with  V( ss) = 2, and 
explores each of these  states, and so on. When the agent finds the goal state, this 
exploring phase finishes and the simulated experience is being generated from the 
partial model which the agent has learned: Starting from the goal state every memory 
element w[i,j], for the action i and state j which were memorized in the phase of 
model learning, gets some high value (greater than n, for example 100). In this way 
the shortest path is marked from the goal state to the initial state. In the planning 
phase the agent moves through the optimal path using this simulated experience.  

Wittek [14] explains that the human emotions are energy complexes which are 
composed of pictures, whose elements are thoughts, words, and acting from the past. 
They are consequences of our previous thinking, speaking and acting (previous 
experience) and precisely express our way of thinking and acting from the past. 

In this approach toward emotional learning, the emotional value V(s) expresses  
the consequence of the agent’s actions: taking an action from the previous state and 
being in the state s, the agent learns in s that the shortest path from the starting state is 
V(s). V(s) summarize the whole acting of the agent from the initial state to the state s. 
This algorithm originates  from the  polynomial  algorithm  [10] with  speed O(n2), 
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Table 1. The procedures for the algorithm: learning, successors, simulating-exp, planning1 

 
 
procedure learning(s)   
begin   
i=0;k=0; 
 repeat 
  i=i+1; 
  take the action ai in s:y[s]=ai 
  compute ),( sasuccss i= ; 
  if ss is not undesirable state,  
  obstacle1 or previously learned  
  state, then 
  begin 
  go in ss and learn the emotional 
  value in ss: V(ss)=V(s)+1; 
  learn the predecessor state s 
  and the action ai which leads to 
  ss: Ps(ss)=s;   Pac(ss)=ai;    
 update the emotional value toward 
 taking the action ai in s:   

w[ai,s]=V(ss); 
 return to state s; 
end; 

   if ss is a goal state then 
begin 

    k=1; 
    simulating-exp;                  
    planning; 
    end 

else  
begin 
if ss is undesirable state 
then V[ss]= - 100; 
if the action leads to 
an obstacle,previously learned 
or undesirable state then 
w(ai,s) = -100;   

    end; 
   until k=1 
  end.  
 

 
Procedure successors 
 Begin 
  ∀state s1 for 
  which  
  V(s1)=V(s)+1: 
 repeat  
  choose state s1   
  snew = s1; 
  learning (snew); 
 until k=1  
 end. 
 
 
Procedure 
simulating-exp 
begin                
s’=goal state; 
repeat 
 subg= ps[s’]; 
 act=pac[s’]; 
 w[act,subg]=100 ; 
 s’=subg; 
until s’=start state 
end.   
 
 
procedure planning  
begin  
 s=starting state; 
 repeat 
  a=argmax w(ai,s); 

 ai 
ss=succ(a,s); 
s=ss; 

until s=goal state 
end. 
 

 

which is obtained from exponential algorithm [9] when  the  dynamic  programming 
is applied. The emotion function V(s) for the exponential algorithm measures the 
consequence of the agent action  generally (only with 3 values: 1 (good), 0 (neutral), 
-1 (bad). For the polynomial algorithm V(s) measures the consequence of the agent 
                                                           
1 Obstacle can be any kind of  bar or  a wall  which the agent can encounter taking one action. 
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actions starting from the goal state, but very precisely (with exact value of the 
distance from the goal) whereby drastic improvement in the speed of convergence is 
obtained. Due to this observation, the idea was to propose algorithm whose emotion 
function will measure the consequences of the agent actions precisely starting even 
from the initial state - in this way this function implements very important property of 
human emotions. Thus, this linear-time algorithm was obtained.  

 
Theorem 1: The extended CAA architecture with the forward chaining algorithm  
finds one shortest path from the initial state to the goal state in arbitrary deterministic 
environment in time which (without the operations for initiation) in general does not 
depend on n, the number of states, but only on the length of the shortest path, (it is 
task dependant), but in the worst case, depending on the position of the goal state, it 
can be at most O(n). The only assumption is that there is a path from the initial state 
to the goal state, and the maximal number of actions in each state is  m (m<n).  

The proof of this theorem can be found in [11]. 

This algorithm is uninformed and its memory usage is at most O(n(m+k)) (m,k, 
constants, m<n) (the action and the emotion are being computed as neuron potentials 
and do not use memory space).  

The algorithm can be applied to arbitrary deterministic environments, but  variants 
of the algorithm should be explored  for non-deterministic environments. 

The algorithm finds one  shortest path, and with some minimal corrections  it will 
find all shortest paths. 

This algorithm can be applied to any kind of problem which can be reduced to shor-
test path problem in arbitrary graph with n nodes, the only assumption is existing path 
from the initial to the goal node and maximal number of arcs from  a node is  m<n. 

The most popular shortest path algorithm A* is informed. The time complexity of 
A* depends on the heuristic. In the worst case the number of nodes expanded is 
exponential in the length of the shortest path, end it is polynomial when the heuristic 
meets certain condition. The special case of A*, Dijkstra algorithm, runs in time 
O(n2). More problematic than its time complexity is A* memory usage. In the worst 
case it must remember an exponential number of nodes [15]. 

Now we shall present the application of the algorithm to the Tower of Hanoi 
problem. 

The well-known problem called Tower of Hanoi (TH) is given in Fig.3a.  
It has been pointed out that the graph of the problem has a fractal structure [7] and 

here we will use that graph as environment to which we will apply our algorithm. If k 
is number of disks, the adjacency matrices  for k=1 and k=2 are shown in Fig. 3 (b and 
c). For each k they are square matrices of order 3k, and their analytic form for k=1and 
k=2  is:  
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           a)                        b)          c)  

Fig. 3. a) Tower of Hanoi for 4 disks; graph  and  the  corresponding adjacency matrix for the 
problem space for TH  with: b)one disk; c) two disks (the empty squares in the matrices are 0) 

 

For k ≥ 2 every graph has 3 main triangles: upper – we enumerate it with 1, lower 
left (2), and lower right (3). If Til (k) and Tir(k) (i=1,2,3) are the ordinal numbers of 
the states in the lower left and the lower right top of the triangle i (i=1,2,3) of k-disk 
TH, then for k ≥ 2 the adjacency matrix is: 
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where )j,i(E 1k3 −  is a square block matrix of order 3k-1 whose elements are all zero, 

except the element e(i,j)=1.  
Initially: T1l (1)= T1r (1)=1; T2l (1)= T2r (1) =2; T3l (1)=T3r(1)=3 (for k=1 the graph has 

only one triangle. The other Til (k) and Tir(k) (k ≥ 2) are computed in  the following way:  
T1l (k)=T3r(k-1); T1r (k)=T2l(k-1); T3r (k)=T2r(k)+3k-1; T2l (k)=T1l(k)+3k-1; T2r (k)=T1r(k)+3k-1.  

Theorem 2: The modified CAA with the forward chaining algorithm using OFF 
ROUTE acting finds the shortest path in the graph of the problem space for k-disk 
Tower of Hanoi in linear time O(n)(n-number of states); but depending on k the time 
is exponential. 
 
Proof:  For k=2 disks: 

F(n)<a +2a+a+ bi=4a+bi=(9- 4-2+1)a+b(22-1)=                            
=a(32-22-22-1+1)+b(22-1) = a(n-2k -2k-1+1)+b(2k -1) 

  
(1) 

where a is a constant - the maximal number of operations for exploring all actions in a 
state and going to another state. The number 4 (from the term after the first sign =) is 
the total number of passed states, states in which the agent has been and has explored 
their actions. bi (b-const.) is the number of operations for generating the simulated ex-
perience and for moving through the shortest path in the phase of planning, i is the 
length of the shortest path. The number 4 is obtained as the total number of states 32 
minus the number of states in the last row of the triangle of the state space which has 
22 states, minus the number of the states in the penultimate row which has 22-1 states, 
and 1 is the predecessor of the goal state. 22-1 is the length of the shortest path.  

Since for every k the graph is fractal, and the agent always explores number of states 
which is equal to: all states n minus number of the states from the last row (which  for 
every k has 2k states), minus number of states from the penultimate row (with 2k-1 sta-
tes) plus 1 (the state -predecessor of the goal),  the estimation for  every k is the same: 
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          F(n) <a(n-2k-2k -1+1)+b(2k-1)                                 
(2) 

So, the complexity for every k is O(n) – linear function of n – the number of the states 
of the problem space, but it is exponential function of k – the number of disks.  

3   Conclusion 

The paper presents an application of a linear-time algorithm for solving a shortest 
path problem in arbitrary deterministic environment using OFF ROUTE acting  met-
hod. The algorithm implements an approach toward emotion learning and is applied 
for solving the Tower of Hanoi problem. The modified CAA agent architecture is 
used as a problem solver. The problem is solved in time which is linear function of n - 
the number of states, but it is exponential function of k - the number of disks. 
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Abstract. The relevance of top-down information in the deployment
of attention has more and more been emphasized in cognitive psychol-
ogy. We present recent findings about the dynamic of these processes
and also demonstrate that task relevance can be adjusted rapidly by in-
coming bottom-up information. This adjustment substantially increases
performance in a subsequent task. Implications for artificial visual mod-
els are discussed.

Keywords: visuo-spatial attention, top-down control, task relevance,
artificial visual attention, attentional blink.

1 Introduction

According to widespread assumptions in cognitive psychology and modeling re-
search, attention facilitates processing of attended compared to unattended in-
formation. This is achieved by selecting relevant or conspicuous information or
disregarding information which is not relevant to the current task or visually
unobtrusive. Basically, attended information is processed in more detail [1] or
quicker [2] than unattended information. In contrast to unattended informa-
tion it can be part of higher level object representations [3], or be perceived
consciously [4]. Although the general finding - a boost of attended information
- is undisputed, the control mechanisms are a matter of debate. How far, for
instance, is attention controlled by visual saliency of a stimulus, and how much
can be done by current intentions [5] [6]?

Here, we want to draw attention towards two current lines of thinking. First,
attending to a stimulus may come by a cost that is overlooking information in
the close temporal vicinity of an attended target (attentional blink) [7]. Second,
the role of top-down task relevance in the control of attention cannot be stressed
too much [8] [9], at least after the initial transient bottom-up saliency [10].

In an attentional blink task, observers watch simple dynamic scenes consisting
of a fast stream of single items in the same spatial location, as illustrated in
Figure 1. These items are either distractors (e.g. letters) or targets (e.g. digits).
In this setup, observers typically have no difficulties reporting the first target
digit (T 1), but fail in identifying the second target (T 2) if it is presented between
200 to 500 ms after T 1. It is as if attention, analogous to the lid closure of an

B. Mertsching, M. Hund, and Z. Aziz (Eds.): KI 2009, LNAI 5803, pp. 680–686, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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Fig. 1. Example of stimulus sequences. Here, T2 follows T1 at lag 3 (after 150ms).

eye blink, briefly switched off before new information can be processed [11].
The precise adaptive significance behind this attentional deficit is still unknown.
Interestingly, attention seems to consist of two mechanisms: a boost (facilitation)
after a target has been detected, and a bounce (inhibition) after a distractor has
been detected. T 2 suffers from the attentional inhibition, which was originally
directed to the distractor preceding T 2. The approach to define attention as
two-fold is quite novel [9], but is nevertheless already impressive in explaining a
number of empirical results from different spatial and temporal phenomena.

More important in the present context is that this attentional allocation de-
pends upon the current task, not on bottom-up input like intensity or color. Of
course, the cognitive system requires this bottom-up input to decide whether a
stimulus matches the task set or not, but the deployment of attention is mod-
ulated by task relevance: stimuli that match the criterion get boosted, whereas
stimuli that do not match the task set (or even match a distractor set; see
[12]) get bounced. This importance of task relevance was impressively shown by
Nieuwenstein [13]: A distractor preceding T 2 that shares a feature with T 2 can
significantly reduce the attentional blink deficit. For example, a red distractor
letter preceding a green digit T 2 is an effective cue when the task is to look for
red and green digits, but the same red cue is ineffective when the task is to look
for only green digits.

These recent findings in cognitive psychology emphasize task relevance as
key element for attentional deployment: depending on the current task set, the
exact same stimuli can either be inhibited or facilitated. In contrast, classic
computational models [14] [15] understand spatial attention as a stimulus-driven,
bottom-up process of feature-integration [16]. The input scene is processed in
maps of simple features. In the Itti and Koch model [14], these are color, intensity,
and orientation, but others may be appropriate, such as symmetry, size, and



682 F. Hilkenmeier, J. Tünnermann, and I. Scharlau

eccentricity in the model of Aziz and Mertsching [15]. Within each map, stimuli
with a certain singularity compared to their neighbors are more salient and
therefore receive higher values. These single feature maps are combined into one
saliency map which can be used to determine the most conspicuous location in
the scene and guide attention. So far no explicit mechanisms integrate top-down
influences, such as task relevance.

The mentioned models can be viewed as hardwired for the task “find the
most conspicuous feature” with no further knowledge and influences. A weighted
combination of feature maps can bias the system in favor for certain features,
tweaking the model to fulfill more specific tasks like: “Find a conspicuous fea-
ture with a high color saliency ignoring orientation”. Navalpakkam and Itti [17]
suggest fine-grained weighting, allowing biases not only in favor for the feature
in general, but also for specific intervals. Again, the model can be configured to
perform narrower tasks like: “Find a dot of intermediate intensity.” Setting up
weights, along with further model parameters, such as the constants depicted in
table 1 in [15], provides a priori task configurability. For many applications in
computer vision the described models may be sufficient. However, from a bio-
logical point of view they do not fully depict the early and parallel influences of
top-down knowledge.

Here, we want to demonstrate that a specific stimulus which has relevant
information for a subsequent task can rapidly be processed and used for top-
down allocation of attention within the task. This means that the top-down
allocation can be adjusted dynamically within virtually no time, which is clearly
at odds with a rather static view of saliency maps.

2 Experiment

In the present attentional blink experiment, we integrate information about the
temporal position of target T 2 into the identity of target T 1. The targets are
digits, with T 1 being a valid cue informing about the target onset asynchrony
(i.e. the specific temporal onset of T 2). There are two conditions: In the base-
line condition the participants are unaware of the fact that the cue informed
about the target onset asynchrony. In the top-down condition, the instructions
emphasize the relationship between T 1 identity and temporal position of T 2. A
diminished attentional blink in the top-down condition would support our idea
that the identity of a leading target stimulus is rapidly available for top-down
usage in attention. This is found in other paradigms and with other depen-
dent measures like temporal order judgments [18], event-related brain potentials,
reaction times [6], or MEG data [19] as well.

2.1 Apparatus, Stimuli, and Procedure

Participants sat in a dimly lit room with the center of a 19” CRT monitor at
eye level. Viewing distance was 50 cm, set by a chin rest. The resolution was
800 x 600 pixels at 100 Hz. The experimental program was written in MATLAB
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7.5.0 and made use of the PsychToolbox [20]. Stimuli were displayed as black
symbols on a medium grey background. The distractors were letters from the
Roman alphabet; the targets were the digits 1-9. Stimuli subtended about 1
degree in visual angle. Each item was presented for 40 ms and separated from
the next by an interstimulus interval of 10 ms, resulting in a presentation rate
of 20 items/sec. Stimuli were presented at the center of the screen (Figure 1).
The forty students that participated in this experiment and were paid for their
participation were split into two groups. In both groups, the first target digit
was a 100% valid cue about the lag T 2 was presented in. This means when T 1
was a “1”, T 2 immediately followed T 1 (lag 1). When T 1 was a “2”, T 2 was
presented at lag 2, with one intervening distractor between the targets, and so
on. The identity of the second target was selected randomly. The instruction for
the 20 observers in the top-down group emphasized these facts, whereas the 20
observers in the baseline group were told that the two target digits were always
random. The lags 1,2,3,5 and 6 were included in this experiment, that is, the
maximal target onset asynchrony was 300 ms. Each lag was repeated 20 times.
A fixation cross was presented at the center of the screen for 200 ms followed by
a rapid serial stream consisting of 26 items. The first target was the 11th to 15th
character in a stream. The second target was followed by 4 to 14 distractors. The
targets within a trial were always different. After each trial, the observers were
asked to identify the two targets in the order they appeared in by pressing the
corresponding keys on the keypad. In case they had not recognized one or both
targets, they were encouraged to guess. Observers were allowed to rest whenever
they wanted.

3 Results and Discussion

Figure 2 shows the identification rate of T 2 given T 1 identified correctly (T 2|T 1),
separately for the top-down and baseline conditions. The attentional blink is at-
tenuated, but not abolished, when participants are instructed to use the identity
information of the first target as a cue for the temporal position of the second
target. This means that observers have fast access to the identity of the first
target and were also able to use this information for a virtually instant redeploy-
ment of attention. As can be seen from Figure 2, the first significant difference
between the top-down and the baseline condition is at lag 1, that is 50 ms after
T 1 onset. We therefore can conclude that the information about T 1 is available
to top-down usage within 50 ms.

3.1 Statistics

In statistical terms the attenuated attentional blink is shown by a significant
main effect for the within-subjects factor of lag (F [4, 190] = 21.95, p < 0.01) and
also a significant main-effect for the between-subjects factor condition (top-down
vs. baseline; F [1, 190] = 21.6, p < 0.01) in a two-way analysis of variance. The
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Fig. 2. Conditional accuracy of T2|T1 as a function of lag in steps of 50 ms. Order
reversals are counted as correct.

interaction was not significant (F [4, 190] = 0.32, p = 0.86). Additional indepen-
dent one-tailed two-sample t-tests between the top-down and the baseline con-
dition revealed a significantly better T 2|T 1 performance at all lags (t[38] = 2.2,
p = 0.02; t[38] = 1.9, p = 0.03; t[38] = 2.2, p = 0.02; t[38] = 1.7, p = 0.047;
t[38] = 2.6, p < 0.01 and t[38] = 2.2, p = 0.02 for lags 1-6, respectively).

4 General Discussion

To sum up: Intentions play a vital role in the control of attention. Top-down
information kicks in very early in information processing. This is a central finding
in actual current research and has been shown in other attentional paradigms
like spatial cueing as well: A feature singleton only captures attention when its
feature matches a currently active task set, but not when it is irrelevant for the
task [5]. These findings clearly indicate that attention is modulated solely [6], or
at least primarily [5] [18], via top-down information about the current task. But
task demands not only influence which stimuli get preferred processing. In the
present experiment we demonstrated that the task can be adjusted dynamically.
This top-down adjustment is due to the characteristics of a stimulus that is just
being processed, indicating that the brain is capable of rapid evaluation of a
stimulus’ behavioral relevance. These early attentional effects are not considered
in the computational models discussed so far and are, at least in our view,
difficult to implement.

Hamker’s model [21] [22] takes a somewhat different approach: To account
for rapid attentional effects, he proposes a computational attention model which
utilizes feature feedback and spatially organized reentry to implement task rel-
evance in a way that matches biological observations. Bottom-up information
from feature maps meet a target template which is held in a functional block
representing working memory. This initiates a dynamic recognition process and
enhances features that match the target template and filters out information that
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is irrelevant when fed back to the original feature maps. This happens for fea-
ture dimensions, such as orientation and color. The activation in feature maps is
also projected to a functional block, which simulates a brain area that programs
eye movements in human vision. Here a competition between the active regions
takes place, until the system stabilizes with high activation in one region and
low everywhere else. This information reenters the feature map, now enhancing
specific locations in addition to the feature specific enhancements mentioned be-
fore. This step-by-step description might lead to misinterpretation of the model
as a sequential system, which it is not. All components act in parallel and con-
tinuously, implicitly emerging attention.

Hamker’s intention to investigate in biological plausible top-down interaction,
rather than developing a usable model for computer vision, results in a minimal
model to run on simplified inputs. Because of that, direct application in com-
puter vision is not possible. Nevertheless, Hamker and colleagues [23] [19] have
successfully tested this model in experimental work.

In conclusion, attentive vision is an active, dynamic and constructive process,
as demonstrated by a variety of findings presented throughout this article. If
stimuli provide information that is relevant for the current task, this information
can rapidly be used to adjust the task and substantially increase performance.
In our view, this shows that investigating the nature of top-down influences is
valuable for a biologically inspired model of artificial visual attention.

Acknowledgments. Supported by DFG grants Ne 366/7-2 to Ingrid Scharlau
and Scha 1515/1-1 to Ingrid Scharlau and Ulrich Ansorge.
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Abstract. In this paper, we present a method for the formalization of
probabilistic models of human-computer interaction (HCI) including user
behavior. These models can then be used for the analysis and verification
of HCI systems with the support of model checking tools. This method
allows to answer probabilistic questions like “what is the probability that
the user will unintentionally send confidential information to unautho-
rized recipients.” And it allows to compute average interaction costs and
answer questions like “how much time does a user on average need to
send an email?”

1 Introduction

Interaction between computer and user is a two-way communication process,
where the user enters commands and the system responds to the input. This is
referred to as interactive control [1]. Unfortunately, this control does not always
work perfectly and errors in human-computer interaction (HCI) occur. A huge
number of errors in HCI can be traced back to user interfaces that are insuffi-
ciently secured against these errors, irrespective of whether the error is caused
(a) by the user – intentionally or unintentionally – interacting incorrectly with
the computer, (b) the computer reacting incorrectly to the user’s input, or (c) the
user interpreting the computer’s output incorrectly. The consideration of user
errors and their overall impact on the system forms an important part of an
analysis of a system’s usability, safety, and security. As a result, the designers
of systems often consider human frailty and try to reduce errors and usability
problems. A popular approach is to stick to informal lists of design rules [1,2,3].

In our approach to the analysis of HCI, three model components are combined:
(1) a model of the user’s behavior, (2) a model of the system’s behavior, and
(3) a model of the user’s assumptions about the system’s state (based on the
user’s inputs and the systems reactions). The advantage of our method is that
each model component can be probabilistic. This allows for the specification of
errors in the user behavior, in the application, and in the way the user interprets
the application’s reactions. The goal of our technique is to prove properties of the
interaction by means of probabilistic model checking – or more specifically, to
formally prove that, considering all the possible ways of HCI in a given scenario,
the given probabilistic requirements are fulfilled.
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The basis of our work is the (non-probabilistic) method of Beckert and
Beuster [4] for the formalization, analysis, and verification of user interfaces.
It is based on GOMS [5], which is a well-established user modeling method.
The GOMS models are formalized and augmented with formal models of the
application and the user’s assumptions about the application’s state.

2 Cost and Probability of HCI Sequences

Human-computer interactions can be split into sequences of actions. In our ap-
proach, each action of the user or (re-)action of the system is represented by a
transition in the HCI model. To take the different cost of actions into consid-
eration, the notion of action cost is introduced, which can be used to represent
quantities like “amount of time”, “amount of money,” or “amount of resources.”
Action costs are attached to the corresponding transition in the model. Later,
this is used to reason about the effects of minor errors, such as mistyping charac-
ters when writing an email, and major errors, such as sending confidential data
to unauthorized recipients. Whether an interaction is an error or not depends
on what the goal of the interaction is. Given a set of goal states, an action is
an error if it increases the total cost required to reach the goal or makes it im-
possible to reach the goal. In the latter case, the error cannot be undone, in the
former case, additional or more costly actions are required to undo the effect of
the error, i.e., an error cost is introduced.

Based on the total interaction cost and on the assumption that there is a limit
on the acceptable cost of the interaction, the sequences of actions that start in
the initial state and end in a goal state can be classified into three categories:

1. optimal sequences with minimal total cost,
2. acceptable sequences with total cost that do not exceed the limit, and
3. unacceptable sequences with total costs that exceed the user’s budget.

The analyst of an HCI scenario may be interested in computing the probabilities
or the expected cost of reaching certain states. This can be, e.g., a single state, a
set of goal states, or all the final states of the interaction. Similarly, the analyst
may be interested in verifying that certain states, or set of states, are (not)
reached with a certain probability. With our method, this all can be done.

Regarding the action’s probabilistic values that are needed for the construc-
tion of the interaction model, the analyst applying our method may use estimates
or experimental data. Also, databases containing probabilities of different kinds
of human errors may be used (e.g. [6,7]). This data comes from many sources,
such as nuclear power plants, simulator studies, and laboratory experiments. A
method is provided for combining the data in order to produce estimations of
the erroneous executions of tasks.

3 Basis: The Non-probabilistic Model

In this section, we present the non-probabilistic basis of our model. Follow-
ing [4], we assume that a user interacts with a system based on what his or her
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assumptions of the application’s configuration are, including assumptions about
the internal state and relevant data. In terms of Linear Temporal Logic (LTL),
always correctly interprets the system’s state if:

G((a0 ↔ c0) ∧ (a1 ↔ c1) ∧ · · · ∧ (an ↔ cn)) ,

where a0, . . . , an are the critical properties of the application, and c0, . . . , cn are
the user’s assumptions about whether these properties hold or not.

If this formula does not hold, the user is error-prone. Then, the following
scenarios are possible: (1) Parts of the user’s assumptions are wrong, and (2) the
user’s assumptions are incomplete (over abstraction). For example, in the first
scenario the user could assume that the software is in another state that allows
other actions to be executed. In the second scenario, the user could be unaware
of the necessity to take certain action to avoid high costs. But even if the above
formula holds, the user can still execute erroneous actions. Even though he or
she could have known better (having the right assumptions about the system
state), missing knowledge about what the most cost-effective actions are may
lead to errors.

In [4], the model of the interaction is the result of the combination of three
model components:

1. a formal GOMS model describing the user behavior,
2. a component representing the user’s assumptions of the software’s state, and
3. a component representing the application itself.

Input Output Labeled Transition Systems (IOLTS) are used to model these com-
ponents.

Definition 1. An IOLTS is a tuple L = (S, Σ, s0,→) where S is a set of states,
s0 ∈ S is an initial state, → ⊆ S × Σ × S is a transition relation, and Σ is a set
of labels with Σ = Σ? ∪ Σ! ∪ ΣI . We call Σ? the input alphabet, Σ! the output
alphabet, and ΣI the internal alphabet.

For example, whenever the user executes an action, the corresponding state
transition is performed. The corresponding edge in the automaton is annotated
with a label denoting that action.

The transition systems are combined by mutual composition. In mutual com-
positions of IOLTSs La and Lb, the output of La serves as input for Lb, and the
output of Lb serves as input of La, which is illustrated in Figure 1.

Definition 2. Let La = (Sa, Σa, s0a,→a) and Lb = (Sb, Σb, s0b,→b) be two
IOLTSs. We assume the input and output alphabets of La and Lb to consist of
internal and external subsets, where the internal input is denoted with Σ?I , the
external input with Σ?E , the internal output with Σ!I , and the external output
with Σ!E . And we demand that these subsets are chosen such that Σ!I a = Σ?I b

and Σ!I b = Σ?I a. Then, the mutual composition (La||mLb) = (S, Σ, s0,→) of
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Fig. 1. Mutual composition of two IOLTSs

La and Lb is defined by:

S = S0 × S1

Σ? = Σ?Ea ∪ Σ?E b

Σ! = Σ!Ea ∪ Σ!E b

ΣI = ΣI a ∪ ΣI b ∪ Σ!I a ∪ Σ!I b

s0 = (s0a, s0b)

→ = {(sa, sb), σ, (s′a, sb)) | sa
σ−→a s′a with σ ∈ Σ?Ea ∪ Σ!Ea ∪ ΣI a} ∪

{(sa, sb), σ, (sa, s′b)) | sb
σ−→b s′b with σ ∈ Σ?E b ∪ Σ!E b ∪ ΣI b} ∪

{(sa, sb), σ, (s′a, s′b)) | sa
σ−→a s′a and sb

σ−→b s′b with
σ ∈ Σ!I a ∪ Σ!I b = Σ?I b ∪ Σ?I a}

The mutual composition of the three aforementioned model components provides
the complete model of the interaction, making complete formal modeling possible
(see Figure 2).

Fig. 2. Basic model of the interaction
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4 The Probabilistic Extension

For our probabilistic extension of the models described in the previous section,
we introduce several modifications. In order to incorporate probabilistic values
as well as the idea of costs, variations of the IOLTS are introduced. Thus, the
state transitions of the resulting models contain information about the actions’
costs and the actions’ probabilities.

A Probabilistic Input Output Labeled Transition System (PIOLTS) is an
IOLTS, where the set Σ of labels consists of tuples (l, p) where l is the label
denoting the action and p is the probability of that action (0 ≤ p ≤ 1). Simi-
larly, a Valued Input Output Labeled Transition System (VIOLTS) is an IOLTS,
where Σ consists of tuples (l, v) where v is the cost assigned to that action
(v ≥ 0). Finally, a Probabilistic Valued Input Output Labeled Transition System
(PVIOLTS) is a combination of both variants, where Σ consists of tuples (l, p, v).

To model the user’s behavior, we use a PVIOLTS. Thus, not only the proba-
bilistic behavior is modeled, but also “personal” costs. The application’s model is
extended to a VIOLTS by numerical values representing the costs for the execu-
tion of each single step. Probabilities can be added to model non-deterministic
application behavior. The user’s assumptions are modeled using a PIOLTS, and
costs can be added if needed. As sources for the statistical data, we suggest to
use databases as mentioned in Section 2. However, this is not mandatory and the
analyst can come up with his/her own values. Now, the mutual composition of
these three components provides the extended model of the HCI, incorporating
probabilistic user behavior as well as the interaction cost.

The probabilistic models resulting from our method can be used to prove
quantitative aspects of the interaction. In general, probabilistic model checking
is an automatic formal verification technique for the analysis of systems that
exhibit stochastic behavior [8]. In our setting, the models can be represented
as Discrete-Time Markov chains. Using Markov chains instead of Bayesian net-
works, which are another class of probabilistic graphical models, allows us to
use cyclic structures. The properties of the HCI are expressed in Probabilistic
Computation Tree Logic (PCTL) [9] and verified using the probabilistic model
checker PRISM [10].

5 Example

In this section, we present an example that was implemented as proof of concept
for our method. Due to the page limit, we only present the final model of the
HCI, which is used to verify quantitative properties.

We model the interaction of a user with an email client. The user intends to
write a confidential email and send it to Alice. However, with a certain probabil-
ity, he/she performs an erroneous action choosing Bob instead, which results in
high costs as confidential information is disclosed. Then, among others, the fol-
lowing erroneous interaction sequences are possible (with certain probabilities):
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– The user accidentally selects Bob as the addressee. The application conse-
quently reacts with setting Bob to be the recipient. Based on the output
provided by the application, the user’s assumptions about the applications’s
state, in particular the addressee, are not met and the user notices the error.
The user corrects the error. Then, compared to the non-erroneous situation,
the total cost of the interaction is increased by the amount it takes to select
and set an addressee, and to notice the mistake.

– The user accidentally selects Bob, and the application sets Bob as recipient.
In contrast to the previous sequence of actions, the user interprets the ap-
plication’s output incorrectly, assuming that Alice is selected. Thus the user
fails to notice the first error, and as a second error sends the email to Bob.
Here, the error cost is the cost of sending confidential data to the wrong
recipient.

– The user accidentally selects Bob, the application sets Bob, and the user
notices the error based on the application’s output. However, the user reacts
with a second error by sending the email instead of correcting the address.
Again, the error cost is the cost of sending confidential data to the wrong
recipient.

Once the model of the interaction is constructed using our method, properties
of the interaction can be formulated in PCTL and then checked by PRISM.
Figure 3 shows part of the PVIOLTS model of the interaction. For example,

Fig. 3. Part of the PVIOLTS of the mailing example. Labels written in uppercase
denote user’s inputs, lowercase denote the software’s outputs. The interpretation of
the application’s output by the user is included only for the case that Bob is chosen as
the recipient.
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the formula P≥0.95[�sentTo(Alice)] expresses that the email is sent to Alice
in at least 95% of the interactions. To express that “with a probability of at
most 0.02, Bob is selected as the addressee and the error is not corrected”, the
property P≤0.02[�(chosen(Bob) ∧ (chosen(Bob) U sentTo(Bob)))] can be used.
With PRISM’s support of cost analysis, the average total cost for sending an
email can be computed by the query R =? [F email_sent]. Due to the possibility
of erroneous interaction, the average total cost here will be higher than in a
scenario where errors do not result in additional cost.

A way to lower the probability of sending the email to Bob would be to
introduce additional dialogue boxes that require the user to confirm the address
selection. If the user is modeled to react “reasonably” to a confirmation request
with a high probability (as opposed to, e.g., blindly confirming the selection),
it can be proven that the probability to send the confidential email to Bob is
indeed lowered.

6 Modeling Changing Probabilities

In the probabilistic HCI models described so far, the probabilities and costs are
fixed for each action. In certain situations, however, it is useful to model changing
probabilities and costs. This can be done by adding a set S of variables to the
states of the transition system whose values can be changed by state transitions.
Probabilities and costs can then be modeled as function of the values of these
state variables, which greatly improves the expressiveness of our approach. For
example, the probability p(a) of an action a becomes a probability p(a, S). The
variables in S can be flags, counters, etc. For first experiments, this concept of
changing probabilities has been implemented.

Some examples for the use of this extension in the context of the email scenario
from the previous section are:

– different probabilities for an action can be used for different levels of com-
plexity of a confirmation:

p(a, S) =
{

0.7 if S.confirmationType = simple
0.9 if S.confirmationType = complex

– a “learning” user can be modeled by increasing the probability for the correct
action over time:

p(a, S) =
{

0.6 and {S .learned := true} if ¬S.learned
0.8 and {S .learned := true} if S.learned

– an increasingly bored and thus “inattentive” user can modeled by decreasing
this probability over time:

p(a, S) =
1

S .inattentionLevel + 2
+ 0.4 and {S .inattentionLevel++}

yields the sequence 0.9, 0.73, 0.65, 0.6, . . . if S .inattentionLevel = 0 initially.
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Confirmations are modeled on the user side as well as the application side.
While they decrease total cost of the application’s actions as unintended actions
are avoided, they increase total cost of the user’s action as he has to interpret
the confirmation request and react to it. Using our method, one can analyse the
trade off between the cognitive workload that is imposed on the user by complex
confirmations, and the average cost that is saved.

7 Conclusion

In this paper we have introduced a method for the formalization of probabilistic
models of human-computer interaction (HCI) including user behavior. These
models can then be used for the analysis and verification of HCI systems with the
support of model checking tools. This allows to answer questions, such as “what
is the probability that the user will send confidential information to unauthorized
recipients?” and to verify the corresponding properties of the HCI model.

Our method can help to develop user interfaces by avoiding the trap of having
to do human error analysis at the latest stages in the design process. Further-
more, it can help a designer to validate assumptions about human performance.
By setting up several scenarios, the analyst is able to discover the impact of
alternative designs on the expected cost of HCI. Thus, formal modeling and an
examination of the expected costs can together contribute to the design of user
interfaces, which have to be robust to the error-prone behavior of humans.
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Abstract. In previous works, Hierarchical Hybrid Automata (HHA) have been
proposed as a combination of UML state machine diagrams and hybrid automata
to model complex and in particular multi-agent systems. This approach enables
formal system specification on different levels of abstraction and expresses real-
time system behavior. A prototype was implemented using constraint logic pro-
gramming (CLP) as a framework to specify and verify these HHA. However, it
still requires the user to write a CLP program in order to specify the HHA, which
is a tedious and error-prone work. Therefore, this paper aims at simplifying the
verification process by introducing a tool environment where a HHA model to-
gether with requirements are entered graphically and the process of verification
is achieved automatically.

1 Motivation

Hybrid automata [12] are standard means for the specification and analysis of dy-
namical systems, where computational processes interact with physical processes.
Basically, hybrid automata are state machines for describing discrete-event systems,
augmented with differential equations for the treatment of continuous processes. Their
formal semantics make them accessible to formal validation of systems in safety critical
environments.

It is possible to prove desirable features as well as the absence of unwanted properties
for the modeled systems automatically using hybrid automata verification tools. They
are used for the specification of numerous applications, e.g. in the fields of robotics
[18], logistics [15], and multi-agent systems [16].

However, because of the high complexity of the interactions among agents and the
dynamics of the environments, the specification and verification of many of these sys-
tems is a highly demanding task. Therefore, it was proposed in [9] to combine the
formal semantics of hybrid automata along with software engineering, precisely UML
state machines [19]. These Hierarchical Hybrid Automata (HHA) allow complex sys-
tems to be modeled with different levels of abstraction and provide a formal way to
analyze the behavior of the modeled systems. A concrete prototype implementation of
the proposed combination is presented in [17]. In this framework, a hierarchical model
is specified as a constraint logic program (CLP) and can be verified using an abstract
state machine also written in CLP.

Usually, hierarchical specifications of hybrid systems are transformed into flat stan-
dard finite hybrid automata (see e.g. [4,20]). Composing of concurrent automata leads
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to the state explosion problem, because the number of states in the resulting flat au-
tomaton is the product of the number of states of all concurrent automata. Therefore,
the main novelty of the proposed approach [9,17] is the direct verification of the hierar-
chical model without flattening the automata components first. However, the process of
specifying HHA with CLP is a tedious task. The user needs to write hundreds of lines of
CLP code to specify a certain problem. Moreover, the writing has to be done carefully
in order to avoid side effects that may result in unwanted behavior.

To address this problem, the main contribution of this paper is to introduce a system
which simplifies the verification procedure. The specification can be done graphically
like with UML modeling tools and be verified directly. It is sufficient for the user to
focus only on the specification process rather than focusing on both specification and
the CLP implementation. This can reduce mistakes, which may occur due to the CLP
implementation. The HieroMate tool accepts specifications and properties to be proven
by visual interaction. Then it generates proper CLP code and passes it to a constraint
solver which verifies it by means of reachability analysis.

In the following, we are discussing related works (Sect. 2), before we are describing
the concept of HHA (Sect. 3). Then we will introduce the HieroMate tool (Sect. 4) and
end up with conclusions (Sect. 5).

2 Related Works

In the last decade, there have been various tools developed based on hybrid automata
to model and verify real time systems. These tools range from simple specifications
(e.g. timed automata [1]) to more general ones like hybrid automata. Related to our
work, Kronos [21] and UPPAAL [5] are tools to model and verify timed automata. In
these tools, a system model is given graphically and verified automatically. However,
these tools are restricted to timed automata and have no capability to add a hierarchical
model.

In more general tools for hybrid automata, like HyTech [13] and PHAVer [8], the
concurrent automata have to be specified in a proper plain text representation written
in the tool’s description language. Afterwards, the specification is given to a model
checker in order to verify a given requirement. In contrast to our work, these tools
neither have a graphical specification, nor they can handle hierarchical models directly.
Instead, they require the user to manually flatten such models before it can be specified
in a proper format.

Similar to the core of our verification framework, Urbina [20] and Jaffar et al. [14]
employ CLP to implement concurrent hybrid automata, where constraint solvers to-
gether with logic programs are used as verification engine. But both systems require
manual composition of concurrent automata into one single automaton. Then a CLP
specification has to be created for this resulting automaton. This is of course a tiresome
work, especially for specifying multi-agent systems.

Other authors engaged CLP for the implementation of timed automata [6,7,10],
where a CLP implementation is given to each automaton participating in the mode,
then a driver program has to take all the possible composition paths of the participated
automata. In contrast to our CLP verification framework, these systems neither provide
a graphical model nor hierarchy.
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3 Hierarchical Hybrid Automata

Hybrid automata [12] typically consist of several components which operate concur-
rently and communicate with each other. Each automaton is represented graphically as
a state transition diagram dialect like state charts, augmented with mathematical for-
malisms on both transitions and locations. HHA depend on both hybrid automata and
state machines. We now give a definition of their syntax.

Definition 1 (Hierarchical Hybrid Automaton). A Hierarchical Hybrid Automaton
(HHA) is a tuple (X ,S,s0,β ,α, Init, Inv,Flow,E,Jump,Events). The components are
as follows:

– A finite set X = {x1,x2, . . . ,xn} of continuous, real valued variables.
– A finite set S of states which is partitioned into three disjunct sets Ssimple, Scomp,

and Sconc — called simple, composite and concurrent states.
– The root state s0 ∈ S \ Ssimple.
– A function β ⊂ (S\{s0})×(S\Ssimple) which assigns a parent to each state but the

root. The parent of a concurrent state must not be a concurrent state as well.
– A function α ⊂ S× 2S which assigns a set of initial states to each state. A simple

state has none, a composed state one and a concurrent state more than one initial
states. α must respect the state hierarchy given by β : only direct descendants of a
state may be in its initial state set.

– A labeling function Init which assigns an initial condition, a predicate over X, to
each state.

– A labeling function Inv which assigns an invariant condition, a predicate over X,
to each state.

– A labeling function Flow which assigns a flow condition, a predicate over X ∪ Ẋ =
X ∪{ẋ1, ẋ2, . . . , ẋn}, to each state.

– A set E ⊆ S×S of transitions among states. E must respect the state hierarchy given
by β : only siblings may be connected by transitions.

– A labeling function Jump which assigns a jump condition, a predicate over X∪X ′ =
X ∪{x′1,x

′
2, . . . ,x

′
n}, to each transition.

– A labeling function Events which assigns a set of event labels to each transition.

The distinction between simple, composite, and concurrent states belong to the defini-
tion of state charts [11] and has become part of UML [19]. It is useful for expressing
the overall system on several levels of abstraction. Inspired by the definition of a con-
figuration in state charts [11], we define a configuration of a HHA as follows:

Definition 2 (Configuration). A configuration c of a HHA is a tree. s0 is the root node.
For each state s in the tree must hold:

– s is a leaf node iff s is a simple state,
– s has exactly one child s′, β (s′) = s iff s is a composed state.
– s has the children defined by α(s) iff s is a concurrent state.

The current situation of the whole system can be characterized by a triple (c,v, t) where
c is a configuration, v a valuation of the variables, and t the current time.
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Fig. 1. Specification of the train gate controller automata

The evolution of the system can be defined using the initial, flow, invariant and jump
conditions as well as the synchronization labels. Where the initial condition must hold
when entering the regarding state, the invariant denotes the condition to stay there, the
flow condition describes the timely evolution of the variables in that state and the jump
condition describes conditions on the variables before and after following a transition.
In flow conditions the derivative of the variables with respect to time can be referred
by Ẋ . In jump conditions X denotes the values of the variables before and X ′ the value
of the variables after taking the transition. For a complete formal description of the
semantic the reader is referred to [9].

Our verification framework can handle – like most of the model checking tools –
linear automata only, according to plain linear hybrid automata [12] we define linear
hierarchical hybrid automata as follows:

Definition 3 (Linearity). A HHA is linear if and only if the initial, invariant, flow and
jump conditions are boolean combinations of linear inequalities and the flow conditions
contain variables from Ẋ only.

4 The HieroMate Tool

In [17] an abstract state machine for model checking of hybrid automata by means of
reachability analysis has been developed. This framework requires the user to spec-
ify the hybrid automaton as a CLP program. With the HieroMate tool we introduce a
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system which simplifies this process significantly. The user can specify the automaton
graphically, which is the most natural way of describing hybrid automata. In addition,
the tool enforces the syntax for linear hierarchical hybrid automata (Def. 1 and Def. 3)
which helps to find mistakes early. The specification is then translated to CLP code
and passed to a constraint solver which executes the model checking. The result is then
shown to the user.

The tool environment of HieroMate is composed of different layers, namely the
graphical user interface (GUI), an internal logic, and a CLP-solver as back-end.

The GUI consists of three major parts which are an interface to edit and view the
specification of the automaton, an interface to view and edit the requirement and an
additional interface to view the output of the CLP query.

Using the first interface, the user can edit the automaton by adding and removing
states, transitions, and variables. Additionally, he can edit the jump condition and syn-
chronization labels of transitions and the flow, invariant and initial conditions of states.
Furthermore, the user can specify the initial states of composed states and change the
appearance of the automaton by rearranging the states. Most of these actions are context
sensitive so only legal options are shown and executed – for instance a context menu
hides the “Add Concurrent State” option, if the actual state is a concurrent one, and
transitions that break the state hierarchy are not allowed.

The interface for editing the requirement presents to the user a visualization of the
state hierarchy tree, where he can mark the states he wants to have checked for reacha-
bility. If more than one child of a concurrent state is marked, that means, that all these
states have to be reached in the same time. Checking more than one child state of a
composed state means that the requirement is fulfilled if one of these states is reached.
Later versions of HieroMate will enable the user to specify the reachability of certain
variable values as well.

The answer interface is very basic at the moment and only shows the result of reacha-
bility analysis. But as the requirement interface will allow more complex requirements
in future, here might be shown additional information as a trace which leads to the
specified configuration of the automaton or the value of certain variables.

The internal logic uses a tree to represent the states’ parent/child relationship and
a directed graph for the relationship between siblings. The transitions can be labeled
with synchronization labels (which are represented by a set of strings) and jump condi-
tions (which are boolean combinations of atomic linear constraints like “A ≤ 10.0” or
“A′ ≥ −1.0” represented as a tree). States can be labeled with flow, invariant and initial
conditions, which are represented in the same manner as jump conditions. This internal
representation is then transformed into a CLP program.

For example a transition from state a to b both children of a state p involving a
variable V is translated to trans(T,a,[[],[V1]],b,[[],V2]):-V1$>20,V2$=0., if
the jump condition of that transition was V > 20∧V ′ = 0. In a similar way the flow and
invariant conditions are translated to flow-clauses. The state hierarchy together with the
initial condition and the initial states is transformed to init-clauses. Additionally a start-
clause is added which specifies the topmost state in the hierarchy. Finally, the abstract
state machine [17] and the translated requirement are attached to the program and it is
passed to the constraint solver.
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Fig. 2. A screenshot of HieroMate when modelling the train-gate example

The CLP solver used is eCLiPSe Prolog [2] which offers an interface for being em-
bedded in other applications. It executes the model checking and produces some output.
This output is passed back to the internal logic and presented to the user via the GUI.

4.1 Train-Gate Example

Fig. 1 shows the train-gate example. In this model, a road is crossing a train track, that is
guarded by a gate, which must be lowered to stop the traffic when the train approaches,
and raised after a train passed the road. The gate is supervised by a controller that has
the task to receive signals from the train and to issue lower or raise signals to the gate.

The train starts at position X = 2000m and moves with some speed between 30 m
s

and 50 m
s towards the railroad crossing which is located at X = 0m. When it reaches the

point X = 1000m the controller notices that a train is approaching, which is modeled
by an event called “app”. As the train moves on, it will eventually reach the crossing
after which it is called to be in the “past” state. After it has moved 100m in this state, X
will be reset to 2000m in order to model a loop and the controller notices that the train
has left, which is modeled by the “exit” event.

After the controller has received the “app” or “exit” event, it takes up to 9.8s until it
starts moving the gate by the events called “lower” or “raise”.

The gate starts at an initial position of G = 90◦. After receiving the “lower” event it
will start moving down with a constant speed of 9◦/s. After 10 seconds it will be fully
closed. At any time the closing process can be interrupted by the controller by invoking
the “raise” event just like the opening process can be interrupted by the “lower” event.

One possible security rule is now, that the gate must be closed while the train is at
the crossing or up to 100m behind. This can be modeled by the requirement that the
automaton must not enter configurations where the gate is in another state than “closed”
while the train is in the “past” state. This can be checked via reachability analysis.

The specification can be entered into the HieroMate tool as it is shown in Fig. 2. It is
then automatically transformed into a CLP specification. Furthermore, the requirement
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can be entered through the requirement interface, it is transfered to CLP as well. The
intermediate CLP representation has been compared with a former implementation [17]
of a similar problem which had been created manually. No but small syntactic differ-
ences could be found. So it is not surprising that the reachabilty analysis gives the same
results in both cases.

5 Conclusion

In this paper, we presented a tool environment that simplifies the specification process
of hierarchical hybrid automata and supports the user in the task of creating correct
automata. A graphical specification and a requirement can be given to the tool and it
will convert them into a specification written in CLP. Then, the resulting CLP specifi-
cation will be checked using an abstract state machine in terms of reachability analysis
automatically.

Future work includes the possibility of generating input for related hybrid automata
tools (like PHAVer or HyTech), which would allow us to automatically compare these
tools in terms of verified requirements and efficiency. Furthermore, users will be al-
lowed to automatically apply hybridization methods [3] for approximations of non-
linear behavior, which will allow us to examine more complex problems.
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Abstract. The traditional, expert-based process of knowledge acquisi-
tion is known to be both slow and costly. With the advent of the Web 2.0,
community-based approaches have appeared. These promise a similar or
even higher level of information quantity by using the collaborative work
of voluntary contributors. Yet, the community-driven approach yields
new problems on its own, most prominently contributor motivation and
data quality. Our former work [1] has shown, that the issue of contributor
motivation can be solved by embedding the data collection activity into a
gaming scenario. Additionally, good games are designed to be replayable
and thus well suited to generate redundant datasets. In this paper we
propose semantic view area clustering as a novel approach to aggregate
semantically tagged objects to achieve a higher overall data quality. We
also introduce the concept of semantic barriers as a method to account
for interaction betwen spatial and semantic data. We also successfully
evaluate our algorithm against a traditional clustering method.

Keywords: Games and interactive entertainment, Knowledge
acquisition.

1 Introduction

The traditional method of collecting geospatial data (geographic information
combined with semantic annotations) is to send surveyors out into the field and
subsequently postprocess the collected data, a process which is both expensive
and time consuming. Goodchild [2] suggests replacing the experts by a commu-
nity of voluntary contributors and thus to reduce survey costs significantly.

However, there are good arguments in favor of the traditional approach:
Keeping the motivation of the voluntary contributors high is not an easy task.
Additionally, ensuring acceptable data quality is also a problem as voluntary
contributors are often inexperienced and community collected data is often of
low quality.

Finding solutions to these problems is not trivial, as both are closely related
to the well-known knowledge acquisition bottleneck (see e.g. [3]). Ahn and Dab-
bisch [4] argue that contributor motivation may be upheld by embedding the
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data collection process into an enjoyable game. Nonetheless, data quality assur-
ance remains a tedious task and it is a challenge to integrate quality control into
a game without spoiling the overall game experience.

One potential solution to the data quality problem is game replayability:
Games, and in particular location based games are usually designed to be re-
playable, i.e. let the player pass through similar situations repeatedly in different
game instances. If it is possible to adapt the game rules, such that each repeated
situation produces a data point, this creates a large, inaccurate, but redundant
dataset. To successfully exploit the gathered data, two new challenges have to be
tackled: Designing replayable games and aggregating the redundant data points.
In this paper we describe a method to aggregate geospatial data points.

The rest of the paper is structured as follows: After a review of related work
(section 2), we proceed to the main contributions of our paper: (1) We illustrate
how specific game rules can promote the collection of redundant data (section 3).
(2) We use the data points (section 4) obtained in CityExplorer game rounds as
input for a novel clustering algorithm that makes use of the unique structure of
the collected data points (section 5). (3) We evaluate our algorithm against real
game data to show the improvements in comparison to a traditional clustering
algorithm (section 5.1). (4) We conclude the paper with the introduction of the
concept of “semantic barriers” (section 5.2) as a method to account for semantic
dissimilarity in spatial clustering and give an outlook onto further improvements
(section 6).

2 Related Work

It has long been discussed in the games research community to gather geospatial
data in a game [5]. CityExplorer [1], however, is the first working location-based
game that specifically collects geospatial and semantic data of real world objects.
Earlier work like [6] either focuses on only one kind of data (semantic or geospa-
tial) and/or does not feature a quality control element. Lately, Bell et al. [7]
presented the Eyespy game to identify digital photos suitable for navigation
tasks, but their approach does not make proper use of data semantics, too.

Spatial clustering has so far relied mainly on geometric similarity measures
between points of interest (POIs), consisting of a single spatial coordinate pair
(e.g. [8] or [9]) to find assortative objects. Semantic information is most often
used only for preliminary filtering if at all [10]. Snavely et al. [11] present an
new approach to cluster images based on viewpoints and SIFT keypoints. Their
similarity measurement is based solely on the keypoints and uses GPS data
only for visualization purposes. They are able to propagate the semantic data
associated to parts of the image to other images that feature the same part, but
do not use this kind of data in their similarity computation process.

3 Game Rules Promoting Multiple Measurements

The goal of CityExplorer is to seize the majority of segments in an initially
unexplored city-wide game area by placing virtual “followers” (markers) within
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Fig. 1. Inaccessibility of an object and reconstructed view areas for two markers

them (see [1] for details). CityExplorer consists of an outdoor component where
players use mobile phones to place markers and an online component in which
they upload their markers and the game status is visualized1. Placing markers is
only admissible at real-world locations of predefined categories of non-movable
objects. Two basic rules make CityExplorer replayable:

Player-generated Content: In CityExplorer players can choose object cat-
egories freely. This makes it possible to reuse the same game area several
times.

Freely Eligible Game-relevant Locations: Markers may be set anywhere in
the game area. The only restriction is the list of available categories. The
fact that players can transform any non-moveable object of interest (OI) into
a game-relevant location greatly improves replayability.

Together, both rules make up an interesting property of CityExplorer: OIs are
usually tagged not only once but multiple times, sometimes even in the same
game round.

With only these basic rules, however, each marker would be represented only
by a single spatial coordinate associated with a category. To improve clustering,
we have requested the players to follow a certain procedure when marking an
OI: Players have to take a photo of the object and subsequently move as near as
possible towards the object (see figure 1) before selecting the object’s category.
We record the position (as GPS coordinates) of the player in both steps.

4 Aggregating Semantically Tagged Spatial Data Points

Community collected spatial data points are usually not accurate. Errors may
occur in both the spatial coordinates as well as the semantic data of the dataset:
The measuring errors of consumer-grade GPS devices are sometimes in the range
of several meters and proper categorization of objects is often non-trivial even
to experts.
1 see http://www.kinf.wiai.uni-bamberg.de/cityexplorer

http://www.kinf.wiai.uni-bamberg.de/cityexplorer
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In general, we can view the collected data points as approximations of an
abstract, errorless structure. Formally, we call the errorless structure an object
of interest (OI). An OI is a pair OI ≡def

〈−→
poi, cat

〉
, consisting of

poi The point of interest, a 2D-dimensional spatial coordinate that yields the
geographic location of the POI.

cat A piece of semantic information. For simplicity, we assume that cat is one
from a predefined set of categories. Our algorithm is extensible to more
complex information sets.

As described above, players of CityExplorer place markers on the game fields to
identify the approximate locations of OIs. These markers only represent vague
information. Formally, a marker is a 3-tuple mrk ≡def

〈−→
apl, va, cat

〉
consisting of

APL The assumed POI location, a 2D-dimensional geographic coordinate
vector, that gives an estimate of the actual POI.

VA view area (VA). While the APL is an estimate of the POI, the view area
represents the geographic area, where the POI is assumed to be found. Shape
and size of the view area are depend on the measuring error.

cat A category identifier (cat) that uniquely associates a marker with a user
defined category.

Semantically tagged data points may contain errors in two dimensions: The
location and the tag. Since all game-relevant locations can be freely chosen by
the players not all of them may actually be accessible (see e.g. figure 1). In this
case, the APL is really only an approximation of the actual POI. Given the above
game rules, we make the following assumptions: (1) The viewing direction is from
the POV in the direction of the APL. (2) The actual object is “behind” the
APL (as viewed from the POV) (3) The cameras’ aperture angle further limits
the location of the object. We have therefore decided to restrict the potential
locations of objects to viewing trapezoids. A schematic overview is given in
figure 1. Miscategorization errors occur, when the tag assigned by the user does
not match with the desired categorization. In particular, user assigned categories
rarely extend to the desired level of intensional information about an object. We
propose to use semantic similarity to tackle this problem.

5 Semantic View Area Clustering

Different players of the same or other game sessions can place a marker on the
same object. It is even possible for a single player to set different markers on the
same object using different categories if applicable. For example, a player could
place a marker at objectA using “building” as a category and a second marker at
objectA using “restaurant”, if both categories are available in the game session.
To expedite data quality, it is desirable to re-integrate those duplicate markers,
a process commonly known as “clustering”.
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We propose semantic view area clustering (svac) as an algorithm that makes
use of marker structure without increasing complexity. The algorithm consists
of a preprocessing step followed by the actual clustering operation.

In the preprocessing step, we modify the view areas of the individual markers
taking into account the semantic data associated with the markers. We measure
the similarity between two marker categories as simC(m1 ,m 2). For each pair
of markers, where the category-similarity is below a certain threshold, we set
m1 .VA ← m1 .VA−m2 .VA, where − is the topological difference operation (see
figure 2, line 4). This cropping step removes any overlap between markers, whose
categories are too different with regard to simC(m1 ,m2 ).

In the main clustering step, we make use of the cropped view areas. We first
pick a marker m1 from the list of unclustered markers and create a new cluster
containing only m1 . We store the view area of m1 as the currentArea. The
cluster is extended by searching for an additional unclustered marker m2 whose
view area overlaps with currentArea. If such a marker is found, it is added to the

CropViewAreas(Markers , threshold)
1 for 〈m1 ,m2 〉 ∈ Markers ×Markers
2 do if m1 �= m2 and If simC(m1, m2) < threshold
3 � Crop marker view area, unless semantically similar
4 then m1.V A← m1.V A−m2.V A

Fig. 2. View Area Cropping
.

SVAC(Markers)
1 O ← Markers � Open/unprocessed marker list
2 C ← ∅ � Cluster list
3 while O �= ∅

� Create a new cluster with a marker from the open list
� Combine currentArea with the view area of the new marker

4 do m1 ← pickAny(O); O ← O \ {m1}
5 currentArea ← getViewArea(m1 )
6 c ← newCluster(m1 )
7 m2 ← findOverlapping(currentArea , O, m1 .cat)

� Find all markers with overlap in the same category.
8 while m2 �= nil

9 do O ← O \ {m2}
10 currentArea ← combineViewAreas(
11 getViewArea(currentArea ,m2 ))
12 c ← c ∪ {m2}
13 m2 ← findOverlapping(currentArea ,O ,m1 .cat)
14 C ← C ∪ {c}
15 return C

Fig. 3. Simple View Area Clustering
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current cluster and its view area is combined with currentArea (see line 10 and
11 in figure 3). If no more overlapping markers are found, we finalize the current
cluster and repeat the above steps until all markers are clustered. Pseudo-code
for the algorithm is given in figure 3.

5.1 Evaluation

For evaluation, we compared svac against the k−means algorithm found in [9].
We computed Ashbrooks k−means algorithm with a cluster radius of 80m. We
test two versions of svac that differ in the implementation of the
combineViewAreas() function: (1) view area union and (2) view area
intersection.

To compute the similarity of two markers our svac algorithm needs an external
similarity function simC(A, B) : Cat×Cat �→ R. We use Resnik’s terminological
similarity [12] measure with a WordNET backend, using the existing tags as
instances.

Precision and recall values of the algorithms were compared against a manual
reference clusterinq of the around 700 data points from four different CityEx-
plorer game rounds played in Bamberg (see [1] for details). Additionally, we
computed the Fβ score (see [13]), using the weighted (with β = 3) harmonic
mean of the precision and recall values for a class of data points in the reference
clustering.

The results in table 1 show an increase in precision with regard to k-means.
The difference between the intersection and the union variant of svac algorithm
is only marginal for our test data set. Nonetheless, we note, that the inter-
section variant is less prone to the chaining effect, known from single-linkage
algorithms [14]. The lower recall is due to the fact that although more clusters
with only one member were correctly found the percentage of correctly identified
larger clusters went slightly down.

Table 1. Clustering Results

Algorithm Precision Recall Fβ

k-means 0.85 0.82 0.80
svac catsim (intersect) 0.90 0.72 0.85
svac catsim (union) 0.89 0.74 0.81

5.2 Semantic Barriers

Despite its simplicity, the algorithm exhibits some interesting properties, which
we illustrate by the following example: Consider the scenario in figure 4. mrk1
and mrk2 are of the same, mrk3 of a different category. If we do not perform
view area cropping, mrk1 and mrk2 would be incorrectly combined into a single
cluster, albeit both are clearly separated by the view area for mrk3. We call this
separative marker, respectively its corresponding object, a semantic barrier as
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Fig. 4. Inter-category overlap Fig. 5. Cropped overlap Splinter poly-
gons non-adjacent to the APL have been
removed

it forms a spatial barrier between semantically similar markers mrk1 and mrk2.
Note that semantic barriers are not only found in this particular scenario, but
play an important part in every aggregation scenario [15].

To evaluate the usefulness of this modification, the collection of more evalua-
tion data is required, as the current evaluation data set does not contain semantic
barrier situations.

6 Conclusion and Outlook

In this paper we illustrated that the addition of two simple game rules are
sufficient for a location-based game to produce redundant, semantically tagged
geospatial data points. In [1] we already showed that a game like CityExplorer
that features these two rules is able to produce large amounts of such data.
We presented svac, a novel clustering algorithm, that enables us to aggregate
multiple, inaccurate measurements of a real-world object to obtain better quality
data. We presented semantic barriers as an approach to use semantic information
to separate spatially proximate data points, which we expect to generalize well
to different scenarios (e.g. [11]).

We believe that the algorithm yields a good balance between complexity and
performance and may serve as grounds for future improvements. Manual evalua-
tion of the cropped view areas showed, that the binary, ”all-or-nothing” decision
to crop view areas is often too radical. A future version of the algorithm should
take into account the relative area of overlap and support weighting of over-
lapping regions using semantic similarity. Additionally, The current algorithm
to determine semantic similarity only makes use of the hyponym/hypernom re-
lationship of concepts. We can improve clustering performance, if we take into
account the part-of relationship. For example, the categories “gargoyle” and
“historical building” share a high spatial coappearance.
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Abstract. Designing user interfaces for ubiquitous computing applications is a
challenging task. In this paper we discuss how to build intelligent interfaces.
The foundations are usability principles that are valid on very general levels.
We present a number of established methods for the design process that can
help to meet these principle requirements. In particular participatory and iterative
so-called human centered approaches are important for interfaces in ubiquitous
computing. In particular the question how to make interactional interfaces more
intelligent is not trivial and there are multiple approaches to enhance either the in-
telligence of the system or that of the user. Novel interface approaches, presented
herein, follow the idea of embodied interaction and put particular emphasis on
the situated use of a system and the mental models humans develop in context.

1 Introduction

It is well known that user interfaces for computational devices can constitute a challeng-
ing matter for both their users and their designers [1,15]. By definition an interface is at
the boundary of two entities, which - in the case of user interfaces lies between humans
and machines while other interfaces lie, for instance, between networks and computers.
In ubiquitous and pervasive computing scenarios [33], we face the problem, that there
might be no clear boundaries any more. Computers are truly no longer visible at the end
and they can disappear from the user’s conscious perception. We will, therefore, face
the challenge to build an interface for something that is rather shapeless and invisible.
Thereby traditional means of employing affordances [20] may no longer apply and the
critical notions of context-awareness and situated interaction come into play.

Generally speaking, new forms of enabling meaningful and felicitous interactions in
dynamically changing contexts have to be found. A specific proposal for an alterna-
tive form of interaction - motivated by the shortcomings of so-called representational
approaches for including context - has been put forward under the heading of interac-
tional approaches to context [7]. In short, this approach - situated itself in the embodied
interaction framework [4] - seeks to employ the interface to enable the user to make in-
telligent decisions, rather than relying on the system to make a decision. This particular
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way of fleshing out the principles of embodied interaction, however, is thwarted in the
ubiquitous computing scenario introduced above where that option is no longer viable
or - in a manner of speaking - has disappeared together with the interface itself.

In this work, we will propose an alternative solution that provides an extendable
combination of representational and interactional instruments in an embodied interac-
tion approach viable for everyday computing. While prototype implementations exists
[18] together with a range of prior work and experimental studies, the focus of this work
is not to describe a specific technical realization or evaluation thereof, but to flesh out
the principles for designing computational blueprints for approaches that are based on
the awareness of the shortcomings of prior approaches as well as on the contributions
that come from ethnomethodological and psychological considerations [27,9].

In the following, we will go in more detail through these principles and will intro-
duce some general approaches for designing user interfaces. We will see that we one
learn from interface design for other - classical - scenarios, and still apply many of
those user interface design principles for ubiquitous computing as well. A central as-
pect thereby is design process that helps to find the right sequence of steps in building
a good user interface. After discussing these general aspects of user interface design
we will focus on the specific needs for fleshing out embodied interaction in ubiquitous
computing scenarios and finally on how to build intelligent user interfaces - or to put
it the other way around - to circumvent interfaces that do not facilitate efficient and
felicitous interaction.

2 Prior Art

The design of a good user interface is an art, which has been ignored for a long time in
the information and communication business. Frequently developers implemented what
they thought useful and assumed it to be beneficial for the respective users. However,
most users are not software developers and their way of interacting with technology can
differ radically. The result is technology that despite its functionality is intuitively us-
able only for a small group of people. For others it can be highly inefficient, frustrating
or even unusable. Some of the highlights of this dilemma can be found in the commu-
nication with the user when something goes wrong. Error messages notifying the user
often are of use for the developer, e.g. to help in his efforts in debugging the system, but
frequently a user will not be able to understand what happened.

In contrast, today usability plays an important role and many systems are designed
with more consideration for intuitive and (fail)safe usage. On the one hand this is due to
obligations concerning accessibility, but also due to the fact that many systems do not
differ greatly in functionality and technical detail and vendors have to diversify their
products mainly in terms of their look and feel. There exists now a wealth of empirical
methods, tools, and guidelines, which all help to develop good user interfaces [28,25,6].
However, there is not one single recipe whose application guarantees perfect results.
One essence of usability engineering - in all cases - is to work iteratively in order to
achieve the goal of better usability.

Consequently, much prior work on iterative and agile development still applies for
designing intelligent user interfaces for ubiquitous computing, while they are also valid
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for other user interfaces such as visible web- or desktop interfaces. The general process
of human-centered design could even be applied for products such as machines, appli-
ances and other artifacts [19]. As a matter of fact, one can see this as a truly generic
process. With this perspective good usability is a property that is generic featuring simi-
lar design processes for multiple domains which aligns perfectly with the way in which
ubiquitous computing seeks to integrate everyday computing into the objects of our nor-
mal life. From this point of view, then, usability engineering and ubiquitous computing
are both concerned with the usability of everyday things, whether they be soft (digital)
or hard (physical) components of the intertwined ecosystem.

As a result, from its very beginning on ubiquitous computing had usability in its fo-
cus. Mark Weiser’s idea of ubiquitous computing encompasses invisible interfaces that
are so naturally usable that they literally become invisible for the users conscious per-
ception [34]. This notion is expressed by the philosophers Martin Heidegger and hos
student Georg Gadamer who called such an interaction with things that we use without
conscious awareness things that are ready-to-hand or at our horizon [13]. In this phe-
nomenologist view, the meaning of the things is actually derived from our interaction
with them. Such a view on interactive artifacts can be adopted in ubiquitous computing
and is closely related to the notion of embodiment [5,7,12]. This is a fundamental shift
from the classical positivist approach that was taken in computational systems. Specif-
ically, this shift goes from modeling the real world via simplifying abstractions to an
embodied approach that puts the users and their context at the heart of the matter.

The shift from classical positivist approaches to interactional phenomenologistic ap-
proaches is pertinent for finding suitable new forms of interfaces for ubiquitous comput-
ing. This is case on the one hand if applications of ubiquitous computing are to be used
in rich dynamic real-world settings - as opposed to poorer closed world settings which
feature one or a specific number of contexts and all other contexts have been abstracted
away, usually in an implicit manner [22] - then, as a consequence, the way in which
meaning is afforded for the user will, in fact, evolve in the course of action. But also if
applications of ubiquitous computing should become natural extensions of our physical
abilities, they must be designed such that they do not need more conscious interference
from their users than other natural embodied forms of interaction. Please note that this
notion of being invisible does not necessarily imply not there, but rather present with-
out requiring conscious interaction with the form, but rather natural employment of the
form as one finds it in language-based interactions among human interlocutors.

The common examples for interacting with physical objects employ our body parts.
When we grasp a coffee cup, we just take it and we do not think and plan how to make
our hand grasp the handle and to make our arm to bring the hand there. In this sense,
the arm and hand are invisible but also very present. Thus, speaking of interfaces for
ubiquitous computing as being invisible or computers that are disappearing we actually
speak of things that are present and ready-to-hand. As a result, ubiquitous computing
artifacts that one interacts with might not be visible as computers or components. Hu-
mans have economical models how things works that are internalized to such a degree
that we do not have to think about them, unless we do so professionally [14]. As stated
above, these so-called mental models of how things work play an important role in de-
signing good user interfaces as well as in designing other everyday things [19,20]. Don
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Norman emphasizes that providing a good design comes down to providing the follow-
ing mappings in an adequate manner: the design model must be mapped to the system
image, the users must be able to map their mental model(s) to the system which must
allow the user to map its image to the users’ models.

The question is now, how can a system image support the appropriate user’s mental
model. The answer - with the notion of embodiment in mind - must bring the meaning
of things into the things themselves - thereby enabling a user to derive the meaning of
something from the interaction with it, for example, via its appearance that signals some
properties indicating how to use it. This, of course, brings up the central notion of affor-
dance again where the idea of affordances now is to bring knowledge into the world and
interface instead of having it in the mind, e.g. remembering a sequence of commands
or button presses or what to do with chairs. Many usable things in our environment let
us know by their physical appearance how to use them. A chair, for instance, does not
need a label, manual or instructions on how to sit on it. We just see and know that it can
serve as a chair in this context because we know what we can do with it, enabled via
embodied simulations that run on the respective mental models.

Consequently, this notion of affordances has been adopted in the form of virtual af-
fordances for computer interfaces and numerous metaphors on our computer screens
signal functionalities, e.g., mouse pointers and scrollbars. With the advent of ubiqui-
tous computing, an affordance becomes again more literally a property attached to the
physical properties of things. Not surprisingly, therefore, many ubiquitous computing
objects include tactile interfaces or objects with both physical and virtual properties.

3 Principles of Embodied Interaction for Ubiquitous Computing

There are a number of consequences following from assuming this perspective and
line of argumentation for fleshing out embodied interaction principles for ubiquitous
computing [15]:

– Support mental models - humans employ mental models to understand and to pre-
dict how things react to their actions. The system image should support such mental
models and make it therefore understandable and usable;

– Respect cognitive economy - humans re-use their mental models and if well-
established mental models for similar things exist then they constitute a good basis
for providing a means to understand what a new artifact could afford;

– Make things visible and transparent - in order to understand the state of an object
it should be obvious what is going on at the appropriate level of granularity, e.g.,
both containers and folders can indicate how loaded they are;

– Design for errors - mappings between the users’ models and the systems sometimes
fail and many human errors are, in fact, mapping errors. Therefore, systems must
assist users in finding a solution for their task even if something went wrong, for
which there are a number of techniques, e.g., allowing undo-actions or checks;

– Internal and external consistency - things within an application should work con-
sistently, for instance, pushing a certain type of button, e.g. a specifically colored
one, always carries some consistent signal. As a common example the color red
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has been conventionalized in our culture for denoting stops, which is also pertinent
for external consistency where expectations users may have from usage of other
applications, i.e. if we add some ubiquitous computing technology to an artifact,
e.g. when turning a normal cup into a smart cup, a user will still expect the artifact
to retain its normal function(s), or expect the cup to work also as a cup.

Additionally, for the case of our invisible interface forms, where some set of (inter)actions
are afforded by the environment that has been instrumented by means of ubiquitous com-
puting technologies. As specified above this instrumentation should only add new af-
fordances or augment - or extend - already existing affordances without obscuring or
disabling them. Situated interaction in such an environment becomes feasible by means
of situational awareness and corresponding contextual computing approaches.

It has been pointed out that current implementations of context-dependency or
context-awareness in computational systems follow an almost standardized path [7].
Firstly, a set of possible environmental states of contextually relevant parameters are
defined; then, rules are implemented that try to match sensory inputs to one of the given
states during runtime. Within these types of applications context-awareness is funda-
mentally provided by such matching processes and context itself is represented by the
predefined and stored set of environmental settings.

Hereby it is not only difficult to determining the appropriate settings or states of
the pertinent parameters, but also the fundamental problem of this approach to con-
textual computing hinges of the question of how one can pre-compile all the settings
and parameters that may become pertinent in advance. When applications of ubiquitous
computing are to be used in the aforementioned rich dynamic real-world settings - it be-
comes impossible to define these settings and parameters based solely on past research,
surveys, testing, own experience, and on the purpose of the particular system alone.

Correspondingly, given versatile form instruments, as applied in multimodal systems
[32,16] it becomes virtually impossible to predict all the possible input and the corre-
sponding contextual dependencies on which their interpretation might hinge. But even
in seemingly less murky waters human behavior can hardly be predicted as pointed out
frequently by the example of cell phone use as watches, alarm clocks, flash-lights or
short message terminals. These examples show that people may use and interact with
technology in unexpected ways. This reveals a fundamental problem of implementing a
predefined set of settings as such approaches will inevitably not scale to cover possible
interactions and behavior that will occur or evolve in future. One reason for this prob-
lem is that context has been approached as a representational problem by assuming the
following properties of context [8]:

– context is a form of information, i.e. context is seen as something that can be
known, represented and encoded in software systems;

– context is delineable, i.e. it is thought to be possible to define what counts as context
for a specific application in advance,

– context is stable, i.e. while context may vary from application to application, it does
not vary from instance to instance of an interaction with an application;

– context and activity is separable, i.e. context is taken to describe features of the
environment within which an activity takes place but the elements of the activity
do not belong to context itself.
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So far we presented a number of techniques for building good interfaces. We also saw
how the view of embodied interaction can be used as a paradigm for ubiquitous com-
puting. In general, a technical solution can be called intelligent for two reasons:

(i) there is some built-in intelligent computation that solves some otherwise unsolvable
problem;

(ii) using the system, a user can solve an otherwise unsolvable problem, even though
the system itself does not actually do anything intelligent.

Suppose that calculating the logarithm of a number is a hard problem for a human, then
a calculator is a good example for case (i) and an abacus would be an example for (ii).
The calculator solves the problem for the human and the abacus empowers users to solve
the problem on their own. It has also been pointed out that the classical approach of
artificial intelligence is a rationalist one and according to this approach a system should
model the knowledge that human experts have and thus emulate human intelligence. In
this sense, the intelligence moves from the user to the system. This approach is valid
for many cases, e.g., if expert knowledge is rare and non-experts should also be able to
work with a system. As discussed above, the interactional approach seeks to make the
interaction more intelligent. This fits to many new trends in artificial intelligence where
embodied intelligence is viewed as a property that emerges from the interaction of an
intelligent agent with the environment.

In this view, even communities of simple and light-weight agents can cooperate to
perform intelligent behavior and can produce emergent interaction forms without full
reflective and conscious knowledge of the world [29,30]. Also from this perspective
all of the above-mentioned material already describes how to build an intelligent ubiq-
uitous interface. Because the processes for designing human-centered systems are just
the right techniques for designing intelligent interactive systems, we already defined to
an extend how to build intelligent user interfaces. Instead of leaving all intelligence to
either the system, the user or the interaction, we can also try to get the best of all worlds
and combine these techniques to a cooperative system where both the system and the
user cooperate with their knowledge on solving some tasks supported by intelligent
interaction techniques.

4 Concluding Remarks

In the sense discussed above, we can make the system more intelligent by enabling the
system, the interaction and the user to find appropriate forms, mappings and functions
in a cooperative context-adaptive manner. Intelligent user interfaces techniques exist
for implementing such a blueprint adhering to the outlined principles. More principled
techniques can also now be used to put more knowledge and reasoning into the system.
Besides state of the art methods such as data bases, expert systems, heuristic search
and planning, a number of more recent developments have caught a lot of interest by
researchers and practitioners in the field. Especially the development of foundational
infrastructures [17], dedicated and re-usable design patters [10] for modeling world
knowledge in formal ontologies make it feasible to describe not only ground domain
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models, but also contextually reified descriptive models without resorting to higher log-
ics [11]. Semantic technologies and formal models of world knowledge, therefore, had
a great renaissance in the last couple of years. In context of the Semantic Web project
[3], ontologies have been established as a standard method for capturing complex rela-
tions of objects and events in the world. Ontologies have also been successfully used in
user interfaces in order to give the system a better understanding on the domain of an
interaction and for understanding contextual information supplied by web services and
wrapped sensors [21].

In terms of implementing a more interactional context-adaptivity that includes user
and situation as well as prior interactions in addition to ground and pragmatic models of
the domain at hand [24] several viable and more dynamic representational approaches
have been forthcoming [23]. Hereby, among the costs of enabling interactional context-
adaptivity is that the formal notion of correctness is replaced by one of plausibility. As
we have discussed context plays a central in ubiquitous computing. Context-dependent
user interfaces can greatly enhance the usability of these systems. However, context can
also be challenging because it can depend on a huge number of parameters and it is still
hard to acquire the needed formalization of the meaning of contexts and to learn the
relations between descriptive and ground entities autonomously. To remedy this new
approaches, e.g. in the form of human computation [2], can be applied [31], as well as
so-called category games [26].
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Abstract. The design of Space Launch vehicle is a complex problem that must 
balance competing objectives and constraints. In this paper we present a novel 
approach for the multidisciplinary design and optimization of an Air-launched 
Space Launch vehicle using Simulated Annealing as optimizer. The vehicle 
performance modeling requires that analysis from modules of mass, propulsion, 
aerodynamics and trajectory be integrated into the design optimization process. 
Simulated Annealing has been used as global optimizer to achieve minimum 
Gross Launch Mass while remaining within certain mission constraints and 
performance objectives. The mission of ASLV is to deliver a 200kg payload 
(satellite) to Low Earth Orbit. 

Keywords: Multidisciplinary Design Optimization, Air-launched Space Launch 
Vehicle, Simulated Annealing. 

1   Introduction 

The design of Air-Launched Space Launch Vehicle (ASLV) carrying payload to Low 
Earth Orbit (LEO) is a complex problem that must balance competing objectives and 
constraints. The whole process requires close interaction between diverse disciplines 
like aerodynamics, propulsion, structure, trajectory etc. separately albeit coordinated 
through a system level set of design requirements. This type of segmented design 
process requires much iteration and invariably leads to design compromises. 
Therefore the need arises for Multidisciplinary Design and Optimization (MDO) and 
the use of an artificial intelligence learning tool that can control design process.  

Significant research has been performed in rocket-based vehicle design and 
optimization using various optimization techniques [1,2,3,4,5,6,7,]. The above 
literature and many more gives us insight that Genetic Algorithm (GA) has been the 
most attractive choice of designers for MDO of Space Launch Vehicles (SLVs). 
However in this research effort we propose a new innovative strategy wherein we 
apply SA for design and optimization of ASLV. 

2   Simulated Annealing 

Simulated annealing was originally proposed by Metropolis in the early 1950s as a 
model of the crystallization process. It was only in 1980s, that independent research 
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done by [8] and [9] noted similarities between physical process of annealing and some 
combinatorial optimization problems. 

The main advantage of SA is that it can be applied to large problems regardless of 
the conditions of differentiability, continuity, and convexity that are normally 
required in conventional optimization methods. The algorithm starts with generation 
of initial design; new designs are randomly generated in the neighborhood of the 
current design. The change of objective function value between new and current 
design is calculated as a measure of the change of temperature of the system. At the 
end of search, when temperature is low the probability of accepting worse designs is 
very low. Thus, the search converges to an optimal solution [10,11]. SA has been 
shown to be a powerful stochastic search method applicable to a wide range of 
problems [6,12,13] but application of SA on MDO of SLV has not been attempted 
before. The optimization strategy and parameters applicable to MDO of ASLV are 
shown in Figure 1.  
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Fig. 1. Design and optimization strategy 

In this case a set of design variables (X) with upper (UB) and lower bounds (LB) is 
passed to SA which sends candidate design vectors to aerodynamics, weight and 
sizing, propulsion and trajectory analyses modules and performs its further 
operations. The constraints are calculated and handled by external penalty function. 
The algorithm runs in a closed loop via optimizer until optimal solution is obtained. 
Total computation time of whole process is about 18 hours on Intel(R) Core(TM)2 
Duo CPU @2.84 GHz with 8GB RAM. 
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3   Multidisciplinary Design Problem of ASLV 

Multidisciplinary design of SLV is an iterative process, requiring a number of design 
iterations to achieve a balance of emphasis from the diverse inputs and outputs. The 
major tasks of multidisciplinary design are 1) mission definition; 2) payload 
requirements, trade studies, and sensitivity analysis; 3) physical integration of 
different disciplines; and 4) technology assessment and technology development 
roadmap. Flow chart of multidisciplinary design approach is given in Figure 2. 

Aerodynamics 
Analysis

Propulsion 
Analysis

Weight
Analysis

Vehicle
Definition

Aerodynamic 
Coefficients

Stage 
weight

Time
Thrust

Vehicle Size

Trajectory 
Analysis

Mach
Altitude

 

Fig. 2. Multidisciplinary Design Process 

Vehicle Definition: ASLV has to be carried on mother aircraft to certain altitude and 
then launched in horizontal direction (Flight Path Angle = 0 deg) which is opposite to 
ground launched SLV. The baseline design is launched from approx 12 km at Mach 
number of 0.8. The propulsion system is solid fuelled Solid Rocket Motor (SRM) and 
number of stages is fixed as three. 
Propulsion Analysis: describes important parameters like thrust, burn time, mass flow 
rate and nozzle parameters [14]. In this analysis, we have not restricted to particular 
shape of grain at the conceptual design level, rather a variable grain shape factor (ksi) 
is used to represent the burning surface area of grain (Sri) as a function of grain length 
(Li) and diameter (Di). 

Thrust, vacuum specific impulse and mass flow rate are used, as described by [15]; 
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Where N is number of stages, pa is atmospheric pressure, Aei is nozzle exit area, pe is 
exit pressure, pc is chamber pressure, Rc is gas constant, Tc is temperature in 

combustion chamber, go acceleration due to gravity, (
a
spI ) average specific impulse, 

ρgn is density of grain and ui is burning rate of grain. 

Weight Analysis: Using a combination of physics-based methods and empirical data, 
the weight of the major components for solid stages are determined from [15]. Total 
mass of multistage ASLV includes masses of propellants and their tanks, related 
structures and payload mass. Mass equation for multi-stage SLV can be written as: 

( )∑
+

++++++=
n

i

fsifeiasisvistigniPAY mmmmmmmm
1

01
 (4) 

Where m01 is gross mass of the ith stage vehicle; mgni is mass of the ith stage SRM 
grain; msti is mass of the ith stage SRM structure; msvi is mass of control system, safety 
self-destruction system, servo, and cables inside the ith stage aft skirt; masi is mass of 
the ith stage aft skirt including shell structure, equipment rack, heating protect 
structure, and directly subordinate parts for integration; mfei is mass of equipment and 
cables inside the ith stage forward skirt; mfsi is mass of the ith stage forward skirt 
including shell structure, equipment rack, and directly subordinate parts for 
integration. Mass of payload mPAY is known by design mission. Skirt mass ratio Ni, 
and propellant reserve coefficient Kgni have small dispersions which can be selected 
from statistical data [14,15]. Relative mass coefficient μki of effective grain is given 
below in Equation 5. It is a design parameter which should be optimized. 

oi

e
gni

ki m
m

u =  (5) 

Structure mass fraction (αsti) is the main parameter for designing a multistage SLV. It 
is dependent upon structural material, grain shape, as well as the parameters of 
internal ballistics of SRM. This structure mass fraction is ratio of the sum of the 
chamber case mass (mcc), cementing layer mass (mcl), nozzle mass (mn) and insulation 
liner mass (min) to the grain mass (mgni), as shown in Equation 6: 

gni
innclcc

sti m
mmmm )( +++=α  (6) 

Aerodynamics Analysis: In conceptual design phase of SLV, rapid and economical 
estimations of aerodynamic coefficients are required. For this purpose U.S. Air Force 
Missile DATCOM 1997 (digital) [16] has been widely used. DATCOM is capable of 
quickly and economically estimating the aerodynamics of wide variety of design 
configurations and in the different flow field regions that SLV encounters. 

Trajectory Analysis: Computational cost penalty and unavailability of detailed data 
during conceptual design phase compels use of 3 Degree-of-Freedom (DOF) 
trajectory analysis instead of 6DOF trajectory simulation [17]. The trajectory analysis 
depends on inputs from aerodynamic, mass and propulsion modules. The flight 
program and results obtained from the other disciplines are used to compute the flight 
trajectory. ASLV is treated as a point-mass, and flight in 2D over spherical  
non-rotating earth is assumed. Forces acting on ASLV are given in Figure 3. 
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Fig. 3. Forces acting on ASLV 

3.1   Design Objective 

In aerospace vehicle design in general and in SLV design in particular minimum take-
off weight concepts have traditionally been sought as weight (or mass) is strong driver 
on vehicle performance and cost. For the present research effort, design objective is to 
minimize Gross Launch Mass (GLM) of entire vehicle, Eq (7) and (8). 

)( XGLMMin  (7) 

),,,,,,,( ki aukppDfX misieicii αμ=  (8) 

3.2   Design Variables 

Governing design variables of ASLV problem are given in Table 2. 

Table 1. Discipline-wise design variables 

Discipline Design Variable Symbol Units 

Structure + Propulsion Mass Coefficient of Grain  μki ratio 
Structure + Propulsion + Aerodynamics Body Diameter Di m 
Structure + Propulsion Chamber Pressure pci bar 

Structure + Propulsion Exit Pressure pei bar 
Structure + Propulsion Grain Shape Coefficient Ksi  
Propulsion Grain Burning Rate ui mm/s 
Aerodynamics + Trajectory Max Angle of Attack αm deg 
Aerodynamics + Trajectory Launch Maneuver Variable a  
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3.3   Design Constraints 

Mission velocity (v) and corresponding altitude (alt) are formulated as trajectory 
constraints. Structural requirements limit axial overload (Ox) to be lower than 12g for 
1st and 2nd stage. During launch maneuver αm is constrained to be below 22 deg and is 
ensured that it is zero during transonic phase. Nozzle exit diameters are constrained to 
be less than stage diameters. 1st and 2nd stage diameters are constrained to be equal. 

4   Optimization Results 

Detailed performance analysis of ASLV, being proposed, fulfills all mission 
requirements under certain constraints. The required circularization velocity (> 7600 
m/s) and altitude (> 450 km) are perfectly achieved. Ox is below 12g for 1st and 2nd 
stage, αm is less than 22deg and it is zero during transonic regime (Fig. 4). Optimized 
design variables (X*) lie between their upper and lower bounds (Table 3). Minimum 
GLM achieved is 20.5 Mg and is comparable to existing system [18]. 
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Fig. 4. Performance graphs of ASLV 
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Table 2. Optimum Values of Design Variables 

 Symbol Units LB UB Optimum Value 

Mass Coefficient of Grain 1st Stage  μk1 ratio 0.60 0.75 0.6994 
Mass Coefficient of Grain 2nd Stage  μk2 / μk1  ratio 1.00 1.10 1.0000 
Mass Coefficient of Grain 3rd Stage  μk3 / μk2  ratio 1.00 1.10 1.0002 
Body Diameter 1st and 2nd Stage D1 m 1.20 1.40 1.3000 
Body Diameter 3rd Stage D3 m 0.80 1.00 0.8504 

Chamber Pressure 1st Stage pc1 bar 55.0 75.0 66.048 
Chamber Pressure 2nd Stage pc2 bar 55.0 75.0 60.314 
Chamber Pressure 3rd Stage pc3 bar 55.0 75.0 60.024 
Exit Pressure 1st Stage pei bar 0.10 0.16 0.1400 
Exit Pressure 2nd Stage pe2 bar 0.08 0.14 0.1278 

Exit Pressure 3rd Stage pe3 bar 0.08 0.14 0.0999 
Grain Burning Rate 1st Stage u1 mm/s 5.00 8.00 6.0976 
Grain Burning Rate 2nd Stage u2 mm/s 5.00 8.00 6.9985 
Grain Burning Rate 3rd Stage u3 mm/s 5.00 8.00 6.0996 
Grain Shape Coefficient 1st Stage Ks1  1.50 2.30 2.1814 

Grain Shape Coefficient 2nd Stage Ks2  1.50 2.30 2.2998 
Grain Shape Coefficient 3rd Stage Ks3  1.50 2.30 2.0167 
Max Angle of Attack αm deg 1.00 22.0 21.911 
Launch Maneuver Variable a  0.01 0.10 0.0166 

5   Conclusion 

Simulated Annealing as optimizer has been successfully implemented to solve the 
complex multidisciplinary design problem of ASLV which has never been attempted 
before. SA proved able for the multidisciplinary design of ASLV considering 
propulsion, mass features, aerodynamics and trajectory performance objectives and 
mission constraints. The results of this preliminary design can be used as a basis for 
detailed design. The optimization results and performance are to be considered as 
preliminary (proof-of-concept) only, but they can be compared to existing systems 
[18] and can be applied in conceptual design of similar space launch systems.  

Such a design strategy allows vehicle designers to rapidly consider number of fully 
converged design alternatives in a very short time without sacrificing design detail, 
thus improving the quality of whole design process. Application of SA as optimizer 
for the MDO opens new avenues in design and optimization of aerospace systems. 
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Abstract. Automatic instrument recognition is an important task in
musical applications. In this paper we concentrate on the recognition of
electronic drum sounds from a large commercially available drum sound
library. The recognition task can be formulated as classification prob-
lem. Each sample is described by one hundred temporal and spectral
features. Support Vector Machines turn out to be an excellent choice
for this classification task. Furthermore, we concentrate on the stochas-
tic optimization of a feature subset using evolution strategies and com-
pare the results to the classifier that has been trained on the complete
feature set.

1 Introduction

Instrument recognition is an important task in music information retrieval. Onset
and beat detection as well as instrument recognition belong to the first necessary
steps from transforming subsymbolic music data to symbolic representations,
e.g. transcription. In the taxonomy of problem classes in music by Kramer,
Stein and Wall [8] instrument recognition belongs to the music analysis and
subsymbolic branch. We concentrate on the recognition of digital drum sounds,
as this genre is of high practical importance. For this purpose we formulate
the instrument recognition task as classification problem and use a multi-class
support vector machine (SVM) to assign correct labels. Classification with SVMs
exhibits various degrees of freedom, e.g. the choice of kernel and regularization
parameters or the selection of features. In various classification approaches with
SVMs the application of stochastic search methods turned out to be an elegant
solution. In this line of research we apply evolution strategies to the instrument
recognition task, i.e. the selection of musical features that describe the samples.

In the next Section 2 we formulate the instrument recognition task as clas-
sification problem, describe the underlying classifier and give a short survey of
related work. Section 3 describes the data base of drum samples and the features
we generate to describe each sample. In the following Section 4 we describe the
evolutionary feature selection approach and show an experimental analysis with
regard to five feature set sizes.

B. Mertsching, M. Hund, and Z. Aziz (Eds.): KI 2009, LNAI 5803, pp. 727–734, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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2 Large Margin Based Instrument Recognition

At first, we describe the evolutionary large margin based classification algorithm.
We want to learn a strong classification algorithm that is capable of recognizing
electronic drum sounds in real scenarios.

2.1 Instrument Recognition as Classification Task

Instrument recognition can be treated as classification task. We assume that
each electronic drum sample1 is represented by a feature vector x. Section 3
describes the musical features we use. Given a training set L ⊂ S consisting of
features with class labels (i.e. drum sound names) we train a classifier to predict
correct class labels on the training set that minimizes the classification error on
the test data set S. In our scenario of electronic drum sound recognition seven
labels are given. We use the LIBSVM implementation from Chang et al. [3] for
our multi-class instrument recognition task. The stochastic search algorithms
are based on our own implementation.

2.2 Large Margin Based Instrument Classification

Support vector machines are the most famous kernel methods and are usually
used for classification and regression tasks. Classical SVMs are based on three
concepts: First, finding the hyperplane that separates the data of different classes
based on the maximum margin principle, second, mapping the data samples to
the Hilbert H space with a kernel function K(xi, xj) where the data is linearly
separable. The resulting decision function is

f(x) = sign

(
l∑

i=1

yiα
∗
i K(xi, xj) + b

)
(1)

Third, the problem can be transformed into the dual form and solved more easily
by means of Lagrange multipliers.

W (α) =
l∑

i=1

αi −
1
2

l∑
i,j=1

αiαjyiyjK(xi, yj) (2)

subject to
∑l

i=1 αiyi = 0 and 0 ≤ αi ≤ C for i = 1, . . . , l. The coefficients αi

are the solution to the quadratic optimization problem. The vectors xi are the
support vectors. For a detailed introduction to SVMs we refer to Bishop [2].
Parameter C is the regularization parameter that controls the trade-off between
maximizing the margin and minimizing the function complexity, i.e. the L1-norm
of the margin slack vector.
1 For the sake of a better understanding: In machine learning a sample is one data

example, in music a sample is a digital sound fragment, in digital signal processing
a sample is one scanned value.
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2.3 Related Work

In this section we shortly present related work in the field of machine learning
based instrument recognition, in particular with regard to percussive sounds, and
previous attempts of optimizing kernel methods with evolutionary algorithms.

Music Instrument Recognition. Most of the approaches that focus on in-
strument classification try to recognize natural instruments like piano or strings.
Herrera-Boyer et al. [7] gave an overview of instrument classification methods.
Only few work concentrates on electronic sounds although this genre is closer to
computer music production and software applications. Van Steelant et al. [13]
concentrated on the classification of only two electronic percussive instruments,
i.e. bass drums and snare drums, with SVMs. They achieved a fast learning
time with linear kernels and concentrated on a set of about 5,000 drum sounds.
Gillet et al. [5] address the problem of separation and transcription of percus-
sion sounds from polyphonic music. Their system is based on a harmonic-noise
decomposition, time-frequency masking, an improved Wiener filtering-based sep-
aration method and the automatic selection of relevant features. They make use
of grid search to determine SVM parameters. The classification accuracy varies
between 50 and 80 percent taking three classes (base drum, snare drum and
hi-hat) into account.

Stochastic Search in Classification with Kernels. The application of evo-
lutionary methods turn out to be an elegant solution for some machine learning
optimization tasks. Ruxandra et al. directly solves the primal SVM optimization
problem by means of an evolutionary algorithm for regression [11] and classifica-
tion tasks [12]. Mierswa [9] balances the classification accuracy and complexity
of SVMs by means of multi-objective evolutionary algorithms. Friedrichs et al.
[4] have tuned the kernel parameters of support vector machines concentrating
standard Gaussian and general Gaussian kernels that rotate and scale the fea-
tures with a positive definite matrix. They performed a coarse tuning with grid
search and a fine tuning using Covariance Matrix Adaptation. The experimental
results reported achieved a slight improvement of about 1% for the classification
error. We have also tried to evolve the parameters of a Gaussian kernel, but were
only able to achieve an improvement that was not statistically relevant. For an
introduction to the problem of feature selection we refer to Guyon et al. [6].

3 Data Description

3.1 Sample Data Base

Our library of electronic drum sounds consists of 3, 300 samples from two com-
mercial libraries2. We emphasize that the drum samples are real-world data –
containing ”dirty” samples that are pitched atypically or contain two or more
superposed instruments. The data sets comprise seven instrument classes, i.e.

2 One-shot drum samples of Techno Trance Essential and House Essential, Überschall.
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base drums, snare drums, claps, open hi-hats, closed hi-hats, and cymbols
(chrashes and rides), and tom-toms. Most samples are based on famous digital
and analog drum synthesizes like Roland TR-909, Roland TR-808 or Yamaha
RY30. The programs, algorithms or digital circuits with their specific parame-
terizations lead to typical sounds. The average length of all samples is about 456
ms or 20126 samples. Before the training of the SVM the sample descriptors,
i.e. the features, are computed offline. For each sample the computation of all
feature takes approximately 3 seconds on a 2.0 GHz AMD-64 processor.

3.2 Sample Descriptors

To describe the sound samples we use typical features that have been proposed
in the set of audio features of the CUIDADO project [10]. We make use of 10
features which can be devided into the following sets of temporal features and
spectral features:

1. Temporal features: rms, zero crossing rate, centroid, crest-factor
2. Spectral features: centroid, crest-factor, skewness, kurtosis, flatness, rolloff

These features are extracted from the entire sound signal and 9 different fre-
quency ranges, thus resulting in a total set of 100 features characterizing each
sound sample.

Due to the limited space we restrict ourselves to the description of two features
and refer to [10] for the definition of all sample descriptors. The zero crossing
rate xzcr – as an example for a temporal feature – is a commonly used feature in
music information retrieval and speech recognition systems. It counts the number
of times, the signal st crosses the axis of abscissae within period T . Let δ(·) be
one if its argument is true. Then

xzcr =
1
T

T∑
i=1

δ(stst−1 < 0) (3)

is the zero crossing rate.
Another example for a useful audio feature we use is the temporal crest factor

xcf. It is the peak amplitude of a waveform divided by its rms-value (root mean
square)

xcf =
|x|peak√
1
T

∑T
i=1 xi

(4)

The crest-factor is an important measure because it is easy to calculate and
provides a measure for how much impacting is occurring in a waveform. This
information is lost in a fast fourier transformation that cannot differentiate
between impacting and random noise.
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4 Stochastic Feature Selection

Features have an essential influence on the classification results. The question
arises: what is the optimal set of music descriptors F for our drum recogni-
tion task? In the following we use evolutionary optimization techniques for the
automatic selection of relevant musical features. For this sake we use a (μ + λ)-
Evolution Strategy (ES). For a comprehensive introduction to ES we refer to
Beyer et al. [1].

4.1 Evolutionary Model

We search for an optimal subset of features F ′ ⊂ F of a given size φ = |F ′| that
minimizes the classification error, i.e. the number of wrong predictions with re-
gard to the whole tuning set. The evolutionary algorithms is modeled as follows.

1. Representation: each individual (x)i, 1 ≤ i ≤ λ consists of a list of features
(x)i = {x1, . . . , x|F ′|}, with xj ∈ 1, . . . 3, 300 defining F ′.

2. Population model: We use a (5+25)-EA, i.e. μ = 5 parental and λ = 25
offspring individuals.

3. Initialization: Initial training samples are added randomly with uniform dis-
tribution and may occur multiple times.

4. Recombination: We do not use recombination, each solution is selected with
uniform distribution from the parents.

5. Mutation: Each component xi of vector x is mutated with probability pm =
1/|F ′|.

6. Selection: Plus-selection selects the μ best solutions from all μ + λ solutions
of the previous generation.

7. Fitness: The classification error on the tuning set of samples T guides the
search.

8. Termination condition: we stop the algorithm after 500 iterations.

As stated in Section 3 each sample is described by 100 features. We seek for the
feature set F ′ of sizes φ = 15, 30, 45, 60, i.e. the φ best features that result in
the best instrument recognition performance. To train the SVM we divide the
set of 3, 300 samples in each run into three sets of same size, i.e. a learning set L
the classifier is trained with, a tuning set T and an evaluation set E . The SVM
learns on the learning set L using feature set F ′ defined by xt in generation t.
To evaluate the classification error δT , we test the SVM on the tuning set T
and use δT as quality (fitness measure) for the ES. After the run of the ES we
evaluate the quality of the evolved feature set F ′ on the evaluation set E .

4.2 Experimental Results

Table 1 summarizes the results of our stochastic feature selection approach with
four different feature set sizes and five runs each. It shows the classification error
δT on the tuning set T in the last generation t = 500 and the error δE on the
evaluation set E . In each run we randomly select the three sets L, T , and E . For
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Table 1. Stochastic evolution of feature set F ′ after t = 500. Classification error δT
shows the error on the tuning set T while δE counts the correct labels on the evaluation
set E .

15 30 45 60 100
δT δE δT δE δT δE δT δE δT δE

best 0.8173 0.8045 0.8309 0.8173 0.8373 0.8127 0.8391 0.8127 0.8218 0.8318
mean 0.8009 0.7840 0.8123 0.7923 0.8236 0.7945 0.8274 0.8072 0.8057 0.8087
worst 0.7900 0.7664 0.7982 0.7809 0.8118 0.7782 0.8136 0.7973 0.7873 0.7890
dev 0.0117 0.0153 0.0105 0.0132 0.0101 0.0120 0.0082 0.0059 0.0092 0.0111

the purpose of comparison the table also shows the results of the SVM that is
trained with all features and the last column of the table shows the results of 20
runs of the SVM with all features, but stochastically selected training, test and
evaluation set.

We can observe that in each case the achieved accuracy on the tuning set T is
better than the accuracy on the evaluation set E . This is easy to explain as the
stochastic search procedure adapts to the training set and optimizes the feature
selection in order to achieve a maximal classification quality on T . The error
δE on the evaluation set is a measure for the ability of our model to generalize.
As the figures are comparable, this ability is quite high. With δ∗T = 0.8391 the
best accuracy on the training set T has been achieved on the optimized feature
set of size φ = 60. The best accuracy on the evaluation set has been achieved
for the size φ = 30, but in average also for size φ = 60. But we can summarize
that almost all classification results achieve similar accuracies – after feature set
optimization. Of course, the training considering all features reaches the high
accuracies of over 80% at once, without further optimization. But the results
confirm the importance of proper features, because a comparably small, but
optimized feature set (φ = 15) can achieve similar results like a set taking all
features (φ = 100) into account. In all runs of the small feature sets one third
of the chosen features concerned the whole feature spectrum. Furthermore, it is
remarkable that the RMS-feature in different frequency bands was chosen often.

Figure 1 shows the fitness development of the evolutionary feature selection
process in terms of classification error on the tuning set δT and the evaluation
set δE . The feature set sizes φ = 15, 30, 45, and 60 are tested. At the beginning
the accuracy of the trained SVM with a subset of features is comparably small
in all runs. But we can clearly observe the reduction of the classification error
in the course of evolution both on the evaluation and on the tuning set. For
φ = 15 classification accuracies lie closely together and show almost the same
development. For the other feature set sizes we can observe a gap between the
errors on both sets. In contrast to the averaged figures of table 1 for φ = 30 and
φ = 45 the accuracy on the evaluation set is even higher during the course of
evolution. For φ = 60 the accuracy on the tuning set is higher. We can observe
that the accuracy on the evaluation set can deteriorate.
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15 features 30 features

45 features 60 features

evaluation set E

tuning set T

Fig. 1. Fitness development of the best runs with regard to the fitness on the evalu-
ation set with various feature set sizes φ = 15, 30, 45, and 60 on a logarithmic scale
(generations).

5 Conclusion

Instrument recognition of digital drum sounds is an interesting classification
problem of practical relevance. We took the seven most important instrument
classes into account. Our SVM based classification approach showed a classifica-
tion accuracy of over 80%. Taking the fact into account that many of the samples
are disturbed and dirty – which are usual conditions in musical praxis – the clas-
sification error is excellent. The classifiers can directly be used to automatically
classify huge sets of drum samples. In the end, all trained classifiers have shown
similar classification errors. Our analysis has proven the importance of features:
A small, but evolutionary optimized feature set can achieve the same accuracy
like a large set of features. But it is questionable if the practitioner should invest
the effort to optimize the feature set if the classifier itself is able to taking the
relevant features into account. Our future work will concentrate on the recogni-
tion of drum samples within songs and audio mixes. We will try to answer the
question whether other instruments disturb the classification results.
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Hollink, Vera 136
Hudlet, Volker 664
Hund, Marcus 97

Iqbal, Taswar 347

Jegelka, Stefanie 144
Jung, Bernhard 492



736 Author Index

Kalesse, Sören 484
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