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Preface

On behalf of KES International and the KES 2009 Organising Committee we
are very pleased to present these volumes, the proceedings of the 13th Interna-
tional Conference on Knowledge-Based Intelligent Information and Engineering
Systems, held at the Faculty of Physical Sciences and Mathematics, University
of Chile, in Santiago de Chile.

This year, the broad focus of the KES annual conference was on intelligent
applications, emergent intelligent technologies and generic topics relating to the
theory, methods, tools and techniques of intelligent systems. This covers a wide
range of interests, attracting many high-quality papers, which were subjected
to a very rigorous review process. Thus, these volumes contain the best papers,
carefully selected from an impressively large number of submissions, on an in-
teresting range of intelligent-systems topics.

For the first time in over a decade of KES events, the annual conference came
to South America, to Chile. For many delegates this represented the antipode of
their own countries. We recognise the tremendous effort it took for everyone to
travel to Chile, and we hope this effort was rewarded. Delegates were presented
with the opportunity of sharing their knowledge of high-tech topics on theory
and application of intelligent systems and establishing human networks for future
work in similar research areas, creating new synergies, and perhaps even, new
innovative fields of study. The fact that this occurred in an interesting and
beautiful area of the world was an added bonus.

The year 2009 stands out as being the year in which the world’s financial
situation has impacted on the economies of most countries. This has made it
difficult to develop meetings and conferences in many places. However, we are
really happy to see the KES conference series continue to be an attractor engine
for many researchers, PhD students and scholars in general, despite its location
in a very far away country like Chile.

We are grateful to many friends and colleagues for making the KES 2009
conference happen. Unfortunately the list of contributors is so long that it would
be difficult to include every single one of them.

However, we would like to express our appreciation of the Millennium Insti-
tute of Complex Engineering Systems, whose financial support made possible
the local organization, the Millennium Scientific Initiative of the Chilean Gov-
ernment, the Department of Industrial Engineering (DIE), and the Faculty of
Physical Sciences and Mathematics of the University of Chile.

Also we would like to acknowledge the work of Victor Rebolledo and Gaston
L’Huillier, who were in charge of local organisation, and the team of DIE students
and Juan F. Moreno, local general organiser, all of whom worked hard to make
the conference a success.



VI Preface

We would like to thank the reviewers, who were essential in providing their
reviews of the papers. We are very grateful for this service, without which the
conference would not have been possible. We thank the high-profile keynote
speakers for providing interesting and informed talks to provoke subsequent dis-
cussions.

An important distinction of the KES conferences over others is the Invited
Session Programme. Invited Sessions give new and established researchers an
opportunity to present a “mini-conference” of their own. By this means they
can bring to public view a topic at the leading edge of intelligent systems. This
mechanism for feeding new blood into research is very valuable. For this reason
we must thank the Invited Session Chairs who contributed in this way.

In some ways, the most important contributors to the conference were the
authors, presenters and delegates, without whom the conference could not have
taken place. So we thank them for their contribution.

We hope the attendees all found KES 2009 a marvellous and worthwhile
experience for learning, teaching, and expanding the research networks and that
they enjoyed visiting Chile. We wish that readers of the proceedings will find
them a useful archive of the latest results presented at the conference and a
source of knowledge and inspiration for their research.

September 2009 Juan D. Velásquez
Sebastián A. Ríos
Robert J. Howlett

Lakhmi C. Jain
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Abstract. This paper describes the intersection search as an inference procedure 
for a knowledge representation scheme based on the theory of Fuzzy Petri Nets. 
The procedure uses the dynamical properties of the scheme. The relationships 
between the concepts of interest, obtained by the intersection search algorithm, 
are accompanied by the value of the linguistic variable expressing the assurance 
for the relations. An illustrative example of the intersection search procedure is 
provided. 

Keywords: Knowledge representation, Inference procedure, Fuzzy Petri Net, 
Intersection search. 

1   Introduction 

One of the central problems of the knowledge-based systems, especially for real-
world tasks solving, where knowledge is based on vague, uncertain and fuzzy facts, is 
the development of a knowledge representation scheme. Among the knowledge repre-
sentation schemes that support uncertain and fuzzy knowledge representation and rea-
soning there is a class of schemes based on the theory of Fuzzy Petri Nets (FPNs) [1]: 
Looney [2] and Chen et al. [3] proposed FPNs for rule-based decision making; Scar-
pelli et al. [4] described a reasoning algorithm for a high-level FPN; Chen [5] intro-
duced a Weight FPN model for rule-based systems; Li and Lara-Rosano [6] proposed 
a model based on an Adaptive FPN, which is implemented for knowledge inference; 
Looney and Liang [7] proposed the fuzzy-belief Petri Nets (PN) as combination of the 
bi-directional fuzzy propagation of the fuzzy-belief network and the FPN; Lee et al. 
[8] introduced a reasoning algorithm based on possibilistic PN as a mechanism that 
mimics human inference; Canales et al. [9] described a method of fuzzy-knowledge 
learning based on an Adaptive FPN; Ha et al. [10] described knowledge representa-
tion by weighted fuzzy-production rules and inference with a generalized FPN; and 
Guo-Yan [11] proposed a hybrid of the PN and the Fuzzy PN to support an inference 
procedure. Shen [12] presented a knowledge-representation scheme based on a high-
level FPN for modeling fuzzy IF-THEN-ELSE rules.  

In this paper the intersection search procedure based on “spreading activation” for 
a Fuzzy Petri Net-based knowledge representation scheme is proposed. 
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2   A Fuzzy Petri Net-Based Knowledge Representation Scheme 

A network-based fuzzy knowledge representation scheme named KRFPN (Knowl-
edge-Representation Scheme based on the Fuzzy Petri-Nets theory) uses the concepts 
of the Fuzzy Petri Net theory to represent uncertain, vague and/or fuzzy information 
obtained from modeled, real-world situations. The knowledge representation scheme 
KRFPN is defined as the 13-tuple: 

KRFPN = (P, T, I, O, M, Ω, μ, f, c, λ, α, β, C),                 (1) 

where the first 10 components represent a Fuzzy Petri net FPN [18] defined as fol-
lows: P = {p1, p2, … , pn} is a  finite set of places; T = {t1, t2,  … , tm} is a finite set of 
transitions; P ∩ T = ∅; I: T → P∞ is an input function, a mapping from transitions to 
bags of places; O: T → P∞ is an output function, a mapping from transitions to bags of 
places; M = {m1, m2, … , mr}, 1 ≤ r < ∞, is a set of tokens; Ω: P → ℘(M) is a map-
ping, from P to ℘(M), called a distribution of tokens, where ℘(M) denotes the power 
set of M. Using Ω0 we denote the initial distribution of tokens in the places of an 
FPN; μ: P → N is a marking, a mapping from places to non-negative integers, N. A 
mapping μ can be represented as an n-component vector μ = (μ1, μ2, … , μn), where n 
is a cardinality of the set P. An initial marking is denoted by the vector μ0. A function 
f: T → [0, 1] is an association function, a mapping from transitions to real values be-
tween zero and one, and c: M → [0, 1] is an association function, a mapping from to-
kens to real values between zero and one, and λ ∈[0, 1] is a threshold value related to 
the firing of a FPN. 

A marked FPN can be represented by a bipartite directed multi-graph containing 
two types of nodes: places (graphically represented by circles) and transitions (bars). 
The relationships that are based on input and output functions are represented by di-
rected arcs. Each arc is directed from an element of one set (P or T) to the element of 
another set (T or P). The tokens in the marked FPN graphs are represented by labeled 
dots c(mi), where c(mi) denotes the value of the token. 

Tokens give dynamical properties to an FPN, and they are used to define its execu-
tion, i.e., by firing an enabled transition tj, tokens are removed from its input places 
(elements in I(tj)). Simultaneously, new tokens are created and distributed to its output 
places (elements of O(tj)). In an FPN, a transition tj is enabled if each of its input 
places has at least as many tokens in it as there are arcs from the place to the transi-
tion and if the values of the tokens c(ml), l = 1, 2, ... exceed a threshold value λ ∈ [0, 
1]. The number of tokens at the input and output places of the fired transition is 
changed in accordance with the basic definition of the original PN [16]. The new to-
ken value in the output place is c(ml)

.f(ti), where c(ml) is the value of the token at the 
input place pj ∈ I(ti) and f(ti) is the degree of truth of the relation assigned to the tran-
sition ti ∈ T.  

The components α, β and C, introduce a semantic interpretation to the scheme:    
α: P → D is a bijective function that maps a set of places onto a set of concepts D. 
The set of concepts D consists of the formal objects used for representing objects and 
facts from the agent’s world. The elements from D = D1 ∪ D2 ∪ D3 are as follows: 
elements that denote classes or categories of objects and represent higher levels of ab-
straction (D1), elements corresponding to individual objects as the instances of the 



 Intersection Search for a Fuzzy Petri Net-Based Knowledge Representation Scheme 3 

classes (D2) and those elements representing the intrinsic properties of the concepts or 
values of these properties (D3). 

β: T → Σ is a surjective function that associates a description of the relationship 
among the facts and objects to every transition ti ∈ T; i = 1, 2, … , m, where m is a 
cardinality of the set T. The set Σ = Σ1 ∪ Σ2 ∪ Σ3 consists of elements corresponding 
to the relationships between the concepts used for the partial ordering of the set of 
concepts (Σ1), the elements used to specify the types of properties to which the values 
from subset D3 are assigned (Σ2), and the elements corresponding to the relationships 
between the concepts, but not used for hierarchical structuring (Σ3). For example, 
elements from Σ3 may be used to specify the spatial relations among the objects. 

The semantic interpretation requires the introduction of a set of contradictions C, 
which is a set of pairs of mutually contradictory relations (for example, is_a and 
is_not_a), as well as, pairs of mutually contradictory concepts if they are inherited for 
the same concept or object (for example, the object cannot simultaneously inherit 
properties such as “Quadruped” and “Biped”). 

The inverse function α-1: D → P, and the generalized inverse function β-1: Σ → τ; τ 
⊆ T are defined in the KRFPN. 

Note that the KRFPN inherits dynamical properties from the FPN. 
The uncertainty and confidence related to the facts, concepts and the relationships 

between them in the KRFPN are expressed by means of the values of the f(ti), ti ∈ T, 
and c(mi), mi ∈ M,  association functions. The value of the function f, as well as the 
value of the function c, can be expressed by the truth scales and by their correspond-
ing numerical intervals proposed in [3] - from “always true”  [1.0, 1.0], “extremely 
true” [0.95, 0.99], “very true” [0.80, 0.94] to “minimally true” [0.01, 0.09], and “not 
true” [0.0, 0.0]. 
 
Example 1 
In order to illustrate the basic components of the KRFPN, a simple example of the 
agent’s knowledge base for a scene (adapted from [17]; Fig. 1) is introduced. Briefly, 
the scene may be described as follows: Shaggy, who is a human, and Scooby, the dog, 
are cartoon characters. Scooby, as a cartoon character, can talk and he is, like Shaggy, 
a mammal. Shaggy wears clothes and he is in front of Scooby. We suppose that both 
Shaggy and Scooby are hungry.  

The knowledge base designed by the KRFPN has the following components (Fig. 2):  

P = {p1, p2, ... , p12}; T = {t1, t2, ... , t17}; 
I(t1) = {p1}; I(t2) = {p3}, ... ; I(t17) = {p1};  
O(t1) = {p5}; O(t2) = {p4}, ... ; O(t17) = {p3}. 

 

Fig. 1. A simple scene with Scooby and Shaggy [17] 
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The initial distribution of tokens is: 
Ω0 = {{m1}, ∅, ..., ∅}, where c(m1) = 1.0, where ∅ denotes an empty set. 

The vector μ0 = (1, 0, ... , 0) denotes that there is only one token in the place p1. 
The function f is specified as follows: 

f(t1) =  f(t2) =  ... = f(t9) = 1.0:  f(t10) = f(t12) = 0.8; and f(t11) = … = f(t17) = 0.9; f(ti), 
i = 1, 2, ... , m  indicates the degree of our pursuance in the truth of the relation β(ti). 

The set D is defined as follows: 
D1 = {Cartoon_Character, Cartoon_Dog, Human, Mammal, Dog, Live},D2 = 

{Scooby, Shaggy} and D3 = {Talking, Brown, Hungry, Wears_Clothes}. 
The set Σ consists of:  
Σ1 = {is_a, is_not_a}, Σ2 = {has_characteristic, has_not_characteristic, 

has_color} and Σ3 = {is_in_front_of, is_behind_of}.  
Functions α and β are:α: p1 → Shaggy, β: t1 → is_a, α: p2 → Cartoon_Character, 

β: t2 → is_a, …, α: p12 → Wears_Clothes, β: t17 → is_in_front_of.  
A set of contradictions C is {(has_characteristic, has_not_characteristic), 

(is_in_front_of, is_behind_of), (is_a, is_not_a)}.   

 

Fig. 2. The knowledge base designed by the KRFPN (Example 1) 

For the initial distribution of tokens, the following transitions are enabled: t1, t3, t14, 
t15 and t17. 

3   Intersection Search Algorithm 

R. Quillian proposed a procedure that corresponds to the inference in semantic net-
works [14]. The procedure, called intersection search or spreading activation, makes 
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it possible to find relationships between facts stored in a knowledge base by “spread-
ing activation” out of two nodes (called patriarch nodes) and finding their intersec-
tion. The nodes where the activations meet are called intersection nodes. The paths 
from two patriarch nodes to the intersection nodes define the relationships between 
the facts. 

Based on the above idea the intersection search algorithm for the fuzzy knowledge 
representation scheme KRFPN is here proposed. The intersection search inference 
procedure in the KRFPN is based on its dynamical properties, given by the firing en-
abled transitions, and the determination of the inheritance set of the KRFPN. The in-
heritance set for the KRFPN is based on concepts similar to the reachability set of the 
ordinary Petri nets (PNs), where the reachability relationship is the reflexive, transi-
tive closure of the immediately reachable relationship [16]. The reachability set of the 
PN is graphically represented by a reachability tree. 

The main differences between the inheritance set of the KRFPN and the reachabil-
ity set of the PN [16] are as follows: (i) After firing an enabled transition, where the 
transition is related to the element in the subset Σ1 (recall that the elements in Σ1 are 
used for the hierarchical structuring) that specifies an exception or negation (for ex-
ample, is_not_a), the created token(s) in the corresponding output place(s) has to be 
frozen. A frozen token in the output place is fixed and it cannot enable a transition. 
(ii) After firing all the enabled transitions for the distribution of tokens in the KRFPN, 
where the transitions are related to the elements in the subsets Σ2 and Σ3, the created 
tokens at the corresponding output places also have to be frozen. Recall that the  
elements in Σ2 and Σ3 are used to specify the properties and the non-hierarchical struc-
turing, respectively. (iii) An inheritance tree, as a graphical representation of the in-
heritance set, is bounded by k + 1 levels, where k is a predefined number of levels. 
Such an inheritance tree is called a k-level inheritance tree. (iv) A k-level inheritance 
tree has the following additional types of nodes: a k-terminal node, a frozen node, and 
an identical node. 

Taking into account the above particularities, a k-level inheritance tree can be con-
structed by applying the slightly modified algorithm for the reachability tree given in 
[16]. The algorithm for construction of a k-level inheritance tree is given in [18].  

A k-level inheritance tree consists of the nodes π = (π1, π2, … , πn), where n is the 
cardinality of the set of places P, and the directed, labeled arcs. In order to simplify 
and make the notation uniform, the nodes in the tree are denoted by n-component vec-
tors in the form π = (π1, π2, … , πn). Each component πi; i = 1, 2, ..., n  of π is repre-
sented by an empty set ∅ for μ(pi) = 0, i.e., there is no token(s) at the place pi, or by a 
set {c(mk), ... , c(ml), ... , c(ms)}, where c(ml) is the second component of the pair (pi, 
c(ml)) and represents the value of the token ml at the place pi.   

For example, the 3-level inheritance tree for the knowledge base designed by the 
KRFPN (Example 1), where a token m1 is initially at a place p1, is shown in Fig. 3. 

Note that in order to simplify and make the notation shorter the nodes in the tree 
πpr, p, r = 0, 1, 2, ... contain only a component that is different to ∅ (Fig. 3). This 
component contains information about the place where the token is and the token's 
value.   

By using the components of the k-level inheritance tree, a node at the level i - 1, a 
labeled arc, a node at the level i (successor of the node at level i - 1), the functions α 
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and β, and a triplet named an inheritance assertion is formed.  The strength of the as-
sertion is defined as the value of the token at the successor node, i.e., as a product of 
the token value at the node at level i - 1 and the value of the association function of 
the corresponding transition. 

The inheritance paths, starting from the root node of the inheritance tree and fin-
ishing at the leaves of the tree, represent sequences of the inheritance assertions. An 
inheritance path is interpreted as the conjunction of the inheritance assertions in 
which the redundant concepts connected by AND are omitted. The strength of an in-
heritance path is defined by the value of the token at the node that is a leaf of the in-
heritance tree. 

In network-based knowledge representation schemes there is the well-known prob-
lem of the conflicting multiple inheritance [13], which in the KRFPN is expressed as 
follows: two inheritance paths are in conflict if the same concept inherits the mutually 
contradictory elements from D. Two inheritance paths are, also, in conflict if the same 
concept inherits the concept or property from D, but over contradictory relations from 
Σ. To resolve the situations involving conflicting multiple inheritance in the KRFPN 
we used Touretzky's principle of inferential distance ordering (PIDO) [13].  

 
π0

II (p1, {1.0}) 
 

                t15=0.9  t1=1.0 t17=0.9                   t14=0.9   t3=1.0   
 

π11
II (p12, {0.9})F,T        π12

II (p5, {1.0})         π13
II (p3, {0.9})F          π14

II (p11, {0.9})F,T             π15
II (p2, {1.0}) 

 
     
          t5=1.0      t9=1.0 
 

                                      π21
II (p6, {1.0})       π22

II (p8, {1.0})T,F 

 
 
                          t8=1.0 
 

           π31
II (p8, {1.0})I,T,3-T  

Fig. 3. The 3-level inheritance tree for the knowledge base (Example 1) (T denotes the terminal 
node, F denotes the frozen node and 3-T denotes the terminal node at level k = 3) 

In situations when PIDO fails, procedure described in the Step 9 below is applied. 
The intersection search algorithm for the KRFPN is presented as follows: 

Input: Two concepts of interest, d1 and d2, for which we want to determine possible 
relationships; the depth of the inheritance k; 0≤ k <∞, and λ ∈ [0, 1].  

Output: The relationships between the concepts d1 and d2 expressed by assertions (by 
means of the inheritance paths) from patriarch nodes to the intersection nodes. 

In order to make the algorithm clearer, each of its steps will be illustrated for the 
following task: For the knowledge base (Fig. 2) find relationships between the con-
cepts d1 = Scooby and d2 = Shaggy. The depth of the inheritance is k = 3 and λ = 0.1.  
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Step 1. For the given concepts of interest, d1 and d2, by using the inverse function α-1, 
find the corresponding places pi and pj: α-1: d1 → pi, α-1: d2 → pj. If d1 ∉ D or d2 ∉ D 
stop the algorithm and send the message: “du is an unknown concept, the relationships 
are unknown”; u=1, 2.  

For our example: α-1: Scooby → p3, α-1: Shaggy → p1. 

Step 2. Define the initial markings μI
0 = (μI

1, μI
2, ... ,  μI

n) and μII
0 = (μII

1, μII
2, ... ,  

μII
n), where n is a cardinality of the set of places P: 

μI
k = 

ikall

ik

for

for

≠
=

⎩
⎨
⎧
0

1
   and      μII

k =
jkall

jk

for

for

≠
=

⎩
⎨
⎧
0

1
,                 k = 1, 2, ... , n 

In our example: μI
0 = (0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0) and  

            μII
0 = (1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0). 

Step 3. Define the initial distribution of tokens ΩI
0 = πI

0 = ( ∅, ∅, ∅, ... {(pi, c(mI
1)}, 

... , ∅, ∅) and  ΩII
0 = πII

0 = ( ∅, ∅, ∅, ... {(pj, c(mII
1)}, ... , ∅, ∅), and set  c(mI

1) = 
c(mII

1) = 1.0; 
ΩI

0 = πI
0 = ( ∅, ∅, {(p3, c(mI

1) = 1.0)}, ... , ∅, ∅) and 
ΩII

0 = πII
0 = ({(p1, c(mII

1) = 1.0)}, ∅, ∅, ... , ∅, ∅) 

Step 4. For the initial distribution of tokens ΩI
0 = πI

0 construct k levels of the inheri-
tance tree InhTreeI. Fig. 4. depicts the InhTreeI. 

 

Fig. 4. The inheritance tree InhTreeI 

Step 5. For the initial distribution of tokens ΩII
0 = πII

0 construct k levels of the inheri-
tance tree InhTreeII. The inheritance tree InhTreeII is shown in Fig. 3. 

Step 6. Find the nodes πI
pr, p, r = 0, 1,2,... in InhTreeI and πII

st, s,t = 0, 1, 2, ... in In-
hTreeII that match one another. Two nodes, one from InhTreeI and another from In-
hTreeII, are the matched nodes if they have tokens in the same places, regardless of 
the number and the values of the tokens. These nodes are defined as the intersection 
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nodes. For example, the nodes πI
pr = (∅, ∅, ∅, {(p4, c(mI

1) = 0.8), (p4, c(mI
2) = 1.0)}, 

∅, ... ,∅) and πII
st = (∅, ∅, ∅, {(p4, c(mII

1) = 0.6)}, ∅, ... ,∅}are matched nodes. 
 If there are no such nodes the algorithm stops and sends the message: “There are 

no relationships between the concepts (facts) d1 and d2 “. 
For our example (see Fig. 4 and Fig. 3): 

(πI
0, πII

13): πI
0 = (p3, {1.0}) and πII

13 = (p3, {0.9}); 

(πI
14, πII

0): πI
14 = (p1, {0.9}) and πII

0 = (p1, {1.0}); 

(πI
13, πII

14): πI
13 = (p11, {0.9}) and πII

14 = (p11, {0.9}); 

(πI
21, πII

15): πI
21 = (p2, {1.0}) and πII

15 = (p2, {1.0}); 

(πI
31, πII

22): πI
31 = (p8, {1.0}) and πII

22 = (p8, {1.0}); 

(πI
31, πII

31): πI
31 = (p8, {1.0}) and πII

31 = (p8, {1.0}); 

(πI
32, πII

21): πI
32 = (p6, {1.0}) and πII

21 = (p6, {1.0}). 

Step 7. For all the matched nodes in InhTreeI and InhTreeII apply the semantic func-
tion α for the corresponding places to obtain a set of intersection concepts. 

α: p3 → Scooby, α: p1 → Shaggy, α: p11 → Hungry, α: p2 → Cartoon_Character, α: 
p8 → Live, α: p6 → Mammal; 

The set of intersection concepts is: {Scooby, Shaggy, Hungry, Cartoon_Character, 
Live, Mammal}. 

Step 8. Find the inheritance paths, starting from the root node (the patriarch node) of 
the inheritance tree InhTreeI and finishing at the nodes (the leaves) of the k-level in-
heritance tree. Do the same for the inheritance tree InhTreeII. 

The strength of an inheritance path is defined as the minimal value of the tokens in 
the leaf-node.  

InhTreeI: 
(i) Scooby is_a Cartoon_Dog AND is_a  Cartoon_Character AND is_not_a Live; 

strength = 1.0, 
(ii) Scooby is_a Cartoon_Dog AND is_a Dog AND is_a Mammal;strength = 1.0, 
(iii) Scooby is_a Cartoon_Dog AND has_characteristic Talking; strength = 0.9, 
(iv) Scooby is_a Cartoon_Dog AND is_a Dog  AND has_not_characteristic Talking; 

strength = 0.8, 
(v) Scooby has_color Brown; strength = 0.8 

Scooby has_characteristic Hungry; strength = 0.9, 
(vi) Scooby is_behind_of Shaggy; strength = 0.9. 

InhTreeII: 
(i)' Shaggy is_front_of Scooby; strength = 0.9, 
(ii)' Shaggy has_characteristic Hungry; strength = 0.9, 
(iii)' Shaggy is_a  Cartoon_Character AND is_not_a Live; strength =1.0,  
(iv)' Shaggy is_a Human AND is_a Mammal AND is_a Live; strength = 1.0 
(v)' Shaggy has_characteristic Wears_Clothes; strength = 0.9 
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Step 9. If there are assertions, in one or both sets of the inheritance assertions, involv-
ing conflict due to multiple inheritance use the PIDO or, if that fails, make a decision 
on the basis of the more direct inheritance path. If two or more inheritance paths have 
the same length the concept inherits the property that corresponds to the stronger path. 
On the basis of the above criteria, remove the inheritance assertion that is the source 
of the conflict and all the inheritance assertions that follow it.  

InhTreeI: 
The inheritance paths (iii) and (iv) are in conflict: Can Scooby talk or not? Using the 
PIDO concept results in rejecting the inheritance path (iv) because the concept Car-
toon_Dog is “nearer” to the concept Scooby than to the concept Dog. 

InhTreeII: 
The inheritance paths (iii)’ and (iv)’ are in conflict: Is Shaggy live or not? To resolve 
the conflict, the decision is made on the basis of the more direct inheritance path, be-
cause the PIDO concept failed (there is no hierarchical relationship between the con-
cepts Cartoon_Character and Human). The more direct inheritance path is (iii)’. 

Step 10. After the elimination of the conflicting assertions, the elements of the set of 
intersection concepts determined in Step 7 are identified in the inheritance paths. If a 
certain inheritance path does not contain any of the intersection concepts, the given 
path does not describe the relationship between the concepts of interest.  

For our example: 

(i) Scooby is_a Cartoon_Dog AND is_a  Cartoon_Character; Always true, 
(ii) Shaggy is_a  Cartoon_Character; Always true, 
(iii) Scooby is_a Cartoon_Dog AND is_a  Cartoon_Character AND is_not_a Live; 

Always true, 
(iv) Shaggy is_a  Cartoon_Character AND is_not_a Live; Always true, 
(v) Scooby is_a Cartoon_Dog AND is_a Dog AND is_a Mammal; Always true, 
(vi)  Shaggy is_a Human AND is_a Mammal; Always true, 
(vii)  Scooby has_characteristic Hungry; Very true, 
(viii)  Shaggy has_characteristic Hungry; Very true, 
(ix) Scooby is_behind_of Shaggy; Very true, 
(x)  Shaggy; Always true, 
(xi)  Scooby; Always true, 
(xii)  Shaggy is_front_of Scooby; Very true. 
 
(Note that the concepts corresponding to the intersection nodes are denoted bold). 

4   Conclusion 

An original intersection search procedure for the knowledge representation scheme 
based on the Fuzzy Petri Net theory, named KRFPN, is proposed. The procedure uses 
k-level inheritance trees that are generated on the basis of the dynamical properties of 
the scheme. The relationships between the concepts of interest, obtained by the pro-
posed intersection search algorithm, are accompanied by the value of a linguistic vari-
able expressing the degree of assurance for the relationship assigned to the transitions.  
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The very important properties of the proposed algorithm are that the k-level inheri-
tance trees are finite and that the upper bound of the time complexity of the algorithm 
is O(nm), where n is the number of the concepts (places) and m is the number of rela-
tions (transitions) in the knowledge base. 

The program simulator for the KRFPN was developed and the fuzzy inference pro-
cedures, including the proposed intersection search algorithm, were tested on numer-
ous examples [19]. 
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Abstract. The paper deals with the problem of determination of sta-
bility margin of uncertain linear discrete-time systems with uncertainty
described by fuzzy numbers. Nonsymmetric triangular membership func-
tions describing the uncertainty of coefficients of characteristic polyno-
mial are considered. The presented solution is based on transformation
of the original problem to Hurwitz stability test and generalization of
Tsypkin-Polyak plot.

1 Introduction

When dealing with the problems related to systems with parametric uncertainty
classical robust analysis approach assumes that the uncertainty remains the same
independently on the working conditions. It means that the worst case has to
be considered and conservative results are obtained. However, in many practical
situations the uncertainty varies, e.g. depending on operation conditions. In such
a case the uncertainty interval is not fixed. One way how to characterize this
dependency is a parameterization of uncertainty intervals by a confidence level.
This parameter is usually tough to measure but it can be estimated by a human
operator. If each parameter of a system is described in this way the system
corresponds to a family of interval linear time-invariant systems parameterized
by the confidence level.

Naturally, as in classical analysis of systems with structured uncertainty the
parameterized uncertainty intervals can enter into the coefficients linearly, multi-
linearly, polynomically or even in more complicated manner. To handle such type
of uncertain systems a mathematical framework is desired. Such a framework was
proposed by Bondia and Picó in [1]. They adopted the concept of fuzzy numbers
and fuzzy functions, see [2]. The approach interprets a set of intervals parame-
terized by a confidence level as a fuzzy number with its membership degree given
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by this confidence level. It means that all the coefficients ci are characterized
by means of fuzzy numbers with membership functions αi = μc̃i(ci). When a
confidence level αi is specified then the coefficient interval is determined by the
αi-cut [ci]αi . If αi = 1 (the maximum confidence level – the system works in
normal operating conditions) the coefficient ci can take any value (crisp or in-
terval) within the cores of c̃i’s (ci = ker{c̃i}). If αi = 0 (the minimum confidence
level) the coefficient ci is the interval ecual to the support of c̃i (ci ∈ supp{c̃i}).
It is supposed that supp{c̃i} are finite sets, e.g. sigmoidal membership functions
cannot be applied. Throughout the paper common confidence level α for all
parameters will be used.

The question is what minimum confidence level αmin guarantees stability of
the system under the assumption that the nominal system (i.e. for α = 1) is
Schur stable. A different definition for a measure of fuzzy system stability based
on the degree of belief that a system is stable was proposed in [3]. In the sequel
stable means Schur stable.

There exist two main approaches extensively used to solve the problem of
robust stability analysis of systems with parametric uncertainty. The first one
is called coefficient space concept or algebraic approach and it consists in al-
gebraic computations with coefficients of characteristic polynomial and testing
positivity of multivariate polynomial. The value set concept or frequency domain
approach transforms multidimensional problem to testing two-dimensional sets
in the complex plane. The latter is used in this paper.

2 Concept of Fuzzy Numbers

In this section we will formalize the concept of description of uncertain parame-
ters by fuzzy numbers that conforms to the framework of interval polynomials.

Let us consider characteristic polynomial

C̃(z) = c̃0 + c̃1z + · · ·+ c̃nz
n (1)

where the coefficients c̃k, k = 0, . . . , n are described by triangular membership
functions (generally nonsymmetric). More precisely, considering common confi-
dence level α, if triangular membership function with ker{c̃k} = c0k, supp{c̃k} =
[c−k , c

+
k ] characterizes the coefficient c̃k then the functions

c−k (α) = (c0k − c−k )α+ c−k ,

c+k (α) = (c0k − c+k )α+ c+k (2)

determine the α-cut representation of polynomial (1) defined as an interval poly-
nomial

C̃α(z) = C(z, α) =
n∑

k=0

ckz
k ,

ck ∈ [c−k (α), c+k (α)] . (3)
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Let us suppose that the nominal (1-cut) polynomial C(z, 1) =
∑n

i=0 c
0
i z

i is
stable. The task is to find stability margin of the polynomial (1), i.e. confidence
level αmin ∈ [0, 1] such that interval polynomial (3) is stable for α > αmin and
unstable for α ≤ αmin.

The solution of this problem for continuous-time systems was stated in [4]
with the help of Argoun stability test [5], which is graphical in nature, or in [6]
using Kharitonov theorem and in [7] using the generalization of Tsypkin-Polyak
loci [8], [9].

When dealing with Schur stability of interval polynomials the solution is more
complicated since Kharitonov theorem cannot be generally applied. The excep-
tion is the case when upper coefficients are fixed [10]. Some more counterparts
on application of Kharitonov theorem to Schur stability are given in [11], [12]
and [13]. Generally, a subset of exposed edges has to be tested for stability using
Segment lemma [14] or using algebraic approach Jury test has to performed [15].
Unfortunately, both approaches are not suitable for determination of stability
margin. In this paper we propose different solution based on bilinear transforma-
tion of discrete-time polynomial to continuous-time one and using generalization
of Tsypkin-Polyak plot [8].

3 Transformation to Continuous-Time Polynomial

When dealing with stability determination of discrete-time systems with para-
metric uncertainty it is often more effective to perform stability analysis of equiv-
alent continuous-time systems instead of the original discrete-time one. Using a
bilinear transformation [16], [17] the determination of Schur stability of a given
discrete-time polynomial can be converted to the determination of Hurwitz sta-
bility of an equivalent continuous-time polynomial. Utilizing this approach, the
often more elaborated and powerful continuous-time design techniques can be
applied to the discrete-time domain.

Lemma 1. Schur stability margin of polynomial C̃(z) is equal to Hurwitz sta-
bility margin of polynomial

D̃(s) = (s− 1)nC̃

(
s+ 1
s− 1

)
= d̃0 + d̃1s+ · · ·+ d̃ns

n. (4)

Proof of the lemma 1 is obvious since the bilinear transformation z = s+1
s−1 maps

the roots of C̃(z) located inside, outside, or on the unit circle to the zeros of C̃
(

s+1
s−1

)
located inside the open left half plane, inside the open right half plane or on the
imaginary axis, respectively. It should be noted that the lemma 1 holds only if
C̃(z) has no roots at z = −1 (degree of D̃(s) is equal to degree of C̃(z)). If C̃(z)
has some root at z = −1 a biquadratic transformation should be used [18].

The coefficients d̃k, k = 0, . . . , n of the polynomial (4) are linear affine func-
tions of the coefficients c̃k, k = 0, . . . , n (1). It means that using bilinear transfor-
mation (4) we have transformed the task of determination minimum confidence
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level guaranteeing Schur stability of interval polynomial to the task of deter-
mination minimum confidence level guaranteeing Hurwitz stability of interval
polynomial with linear affine dependency on uncertain parameters.

4 Linear Affine Fuzzy Parametric Uncertainty

In the sequel we will consider polynomial

D̃(s) = d̃0 + d̃1s+ · · ·+ d̃ns
n (5)

where the coefficients d̃i, i = 0, . . . , n are supposed to be linear affine functions
of the parameters c̃k, k = 0, . . . , n, i.e.

d̃i = βi +
n∑

k=0

γik c̃k, βi, γik ∈ � . (6)

The parameters c̃k, k = 0, . . . , n are described by nonsymmetric triangular mem-
bership functions sharing common confidence level α. If the triangular member-
ship function with ker{c̃k} = c0k, supp{c̃k} = [c−k , c

+
k ] describes the coefficient c̃k

then the linear functions

c−k (α) = (c0k − c−k )α+ c−k ,

c+k (α) = (c0k − c+k )α+ c+k (7)

characterize the linear interval polynomial

D(s, α) = d0(α) + d1(α)s + · · ·+ dn(α)sn (8)

where

di(α) = βi +
n∑

k=0

γikck, i = 0, . . . , n ,

ck ∈ [c−k (α), c+k (α)] . (9)

Let us suppose that the nominal (1-cut) polynomial D(s, 1) =
∑n

i=0 d
0
i s

i, d0
i =

βi +
∑n

k=0 γikc
0
k is stable. We are looking for confidence level αmin ∈ [0, 1] such

that linear interval polynomial (8) is stable for α > αmin and unstable for α ≤
αmin.

In order to solve the problem a generalization of the Tsypkin-Polyak plot [8]
will be used.

5 Stability Margin Determination

5.1 Zero Exclusion Theorem

Let Q be a connected region in the (n + 1)-dimensional space. Let us consider
family of polynomials

δ(s,Q) = p0 + · · ·+ pns
n,p = [p0, . . . , pn],p ∈ Q. (10)
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To derive the main result of this paper well-known boundary crossing theorem
will be used.

Theorem 1 (Boundary crossing theorem) [14]. The family of polynomials δ(s,
Q) (10) of invariant degree is stable if and only if

a) there exists a stable polynomial δ(s,p∗),p∗ ∈ Q,
b) jω /∈ roots{δ(s,Q)}∀ω ∈ � .

This intuitive result simply states the fact that the first encounter of polynomial
with fixed degree (i.e. coefficient pn does not include zero) with instability has to
be on the boundary of stability domain. Computationally more efficient version
of the boundary crossing theorem is formulated by the zero exclusion principle.

Theorem 2 (Zero exclusion principle) [14]. The family of polynomials δ(s,Q)
(10) of invariant degree is stable if and only if

a) there exists a stable polynomial δ(s,p∗),p∗ ∈ Q,
b) 0 /∈ δ(jω,Q)∀ω ∈ � .

The set δ(jω,Q), ω ∈ � is called the value set. Due to symmetry of value sets it
suffices to check zero exclusion for ω ≥ 0 only.

5.2 Main Result

Let us consider the polytope of polynomials of constant degree

Q(s, ρ) = A(s) + ρ

n∑
k=0

rkBk(s), r−k ≤ rk ≤ r+k (11)

where

A(s) = d0
0 + d0

1s+ · · ·+ d0
ns

n, d0
i = βi +

n∑
k=0

γikc
0
k ,

i = 0, . . . , n ,
Bk(s) = γ0k + γ1ks+ · · ·+ γnks

n ,

r−k = c−k − c0k, r
+
k = c+k − c0k,

k = 0, . . . , n ,
ρ > 0 .

The family of polynomials (11) is usually written as

Q(s, ρ) = A(s) + ρ
n∑

k=0

[r−k , r
+
k ]Bk(s) . (12)

Theorem 3 The minimum confidence level preserving stability of (8)

αmin = max{0, 1− ρmax} (13)

where ρmax is maximum value of ρ preserving stability of (12) called stability
margin.
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Proof. Substituting α = 1 − ρ into (8) one obtains D(s, 1 − ρ) = Q(s, ρ) from
which (13) immediately follows.

Let us examine the value set of polynomial family (12) in some point s = jω,

Q(jω, ρ) = A(jω) + ρ

n∑
k=0

[r−k , r
+
k ]Bk(jω) . (14)

Since ri, i = 0, . . .n are interval parameters the value set is a parallelogram
with 2(n+ 1) vertices [19], in which there are n+ 1 pairs of edges parallel with
Bk = Bk(jω), k = 0, . . . , n, see Fig. 1. In particular, if the complex numbers
A,B0, . . . , Bn are defined as

A = A(jω) = |A|ejθ ,

Bk = Bk(jω) = |Bk|ejφk , k = 0, . . . , n (15)

then the value set (14) equals to the set A+ ρB where

B =

{
n∑

k=0

rkBk : r−k ≤ rk ≤ r+k

}
. (16)

Due to zero exclusion theorem we need to examine when zero is excluded from
value set A+ ρB. The following result gives the answer.

Theorem 4 The condition

0 /∈ A+ ρB, ρ > 0 (17)

L*

L

C

P
A

ρr
0
+B

0
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1

θ
ψ
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Fig. 1. Projection of the value set onto L*
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holds if and only if

max0≤k≤n
|A|| sin(θ−φk)|∑n

i=0 |r∗
i Bi|| sin(φi−φk)| > ρ,

if sin(φi − φk) �= 0 for some i, k (18)

where

r∗i =
{
r−i , if sign (sin(φi − φk)) = sign (sin(φk − θ)),
r+i , if sign (sin(φi − φk)) �= sign (sin(φk − θ))

and

max0≤k≤n
|A|∑

n
i=1 |r∗

i Bi| > ρ,

if sin(φi − φk) = 0 and sin(φk − θ) = 0 ∀i, k (19)

where

r∗i =
{
r−i , if θ = φk,
r+i , if θ = −φk.

Proof. Zero is excluded from the set A + ρB if and only if there exists a line
L which separates the set from the origin in complex plane. We will use the
polygonal shape of value set and try to project the set into direction L∗ which
is orthogonal to the line L passing the origin at an angle ψ with the real axis,
see Fig. 1. The length of the projection of the vector A into this direction is
|A|| sin(θ − ψ)| (the line CPA in Fig. 1). The total length of the projection of
the set B is

ρ
(
(|r+0 |+ |r−0 |)| sin(φ0 − ψ)|+ · · ·

+(|r+n |+ |r−n |)| sin(φn − ψ)|
)
.

The line L separates the set A+ ρB from the origin if and only if the projection
of A is greater than the part of the projection of B (of the projections of each
Bi) whose direction is opposite to the direction of the projection of A. In Fig. 1
these directions are −B0 and −B1 and the corresponding projections are the
lines CP0 and CP1. The total length of this part is

ρ(|r∗0 || sin(φ0 − ψ)|+ · · ·+ |r∗n|| sin(φn − ψ)|) (20)

where

r∗i =
{
r−i , if sign (sin(φi − ψ)) = sign (sin(φk − θ)),
r+i , if sign (sin(φi − ψ)) �= sign (sin(φk − θ))

.

It means that if and only if there exists an angle ψ ∈ [0, 2π) such that

|A|| sin(θ − ψ)| > ρ(|r∗0 || sin(φ0 − ψ)|+ · · ·
+|r∗n|| sin(φn − ψ)|) (21)

with r∗i defined in (20) then the value set A + ρB does not contain the origin.
Because of polygonal shape of B it suffices to test if the inequality (21) holds
only for ψ = φi, i = 0, . . . , n, which corresponds to the formula (17). The formula
(19) solves the case when the value set B degenerates to a line.
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Since Theorem 4 holds for a polynomial of constant degree we have to investigate
value of ρn corresponding to degree drop which for continuous-time polynomials
causes loss of stability. By inspection of polytope (11) we obtain

ρn =
d0

n∑n
k=0 r

∗
kγnk

(22)

where

r∗k =
{
r−k , if sign(d0

n) = sign(γnk),
r+k , if sign(d0

n) �= sign(γnk), k = 0, . . . , n.

In order to determine the stability margin ρmax of the polytope (12) we will look
for maximum ρ = ρ(ω) for each ω ≥ 0 such that the inequalities (17) and (19)
are satisfied. Then, if ρmin := infω ρ(ω), stability margin of polynomial (12) (not
necessarily of constant degree)

ρmax = min{ρmin, ρn}. (23)

The minimum confidence level αmin preserving stability of (1) is then determined
by (13).

6 Example

Let us consider a 6-th order discrete-time polynomial

C̃(z) = c̃0 + c̃1z + c̃2z
2 + c̃3z

3 + c̃4z
4 + c̃5z

5 + c̃6z
6 (24)

with the coefficients c̃i, i = 0, . . . , 6 characterized by nonsymmetric triangular
membership functions with

ker{c̃0} = 0.0021, supp{c̃0} = [−0.0260 0.0240]
ker{c̃1} = 0.0350, supp{c̃1} = [−0.0110 0.2050]
ker{c̃2} = 0.2493, supp{c̃2} = [0.1940 0.3440]
ker{c̃3} = 0.9362, supp{c̃3} = [0.8852 1.0192]
ker{c̃4} = 1.9642, supp{c̃4} = [1.8542 1.9932]
ker{c̃5} = 2.1810, supp{c̃5} = [2.1100 2.3300]
ker{c̃6} = 1.0000, supp{c̃6} = [1.0000 1.0000] .

Let us determine the minimum confidence level αmin preserving stability of poly-
nomial (24).

Firstly we verify that the nominal polynomial

C(z, 1) =
6∑

i=0

c0i z
i = z6 + 2.1810z5 + 1.9642z4

+ 0.9362z3 + 0.2493z2 + 0.0350z + 0.0021

is Schur stable.
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Now we will use bilinear transformation (4) to transform discrete-time polyno-
mial (24) into equivalent continuous-time polynomial D̃(s) (5). Using the α-cut
representation (8) and notation (11), the nominal polynomial D(s, 1) yields

D(s, 1) = A(s) = 6.3665s6 + 17.9981s5 + 21.0838s4

+13.0984s3 + 4.5509s2 + 0.8383s+ 0.0640.

The polynomials Bk(s), k = 0, . . . , 6 are given as

Bk(s) = (s+ 1)k(s− 1)6−k

and rk, k = 0, . . . , 6 as

r−0 = c−0 − c00 = −0.0281, r+0 = c+0 − c00 = 0.0219
r−1 = c−1 − c01 = −0.0460, r+1 = c+1 − c01 = 0.1700
r−2 = c−2 − c02 = −0.0553, r+2 = c+2 − c02 = 0.0947
r−3 = c−3 − c03 = −0.0510, r+3 = c+3 − c03 = 0.0830
r−4 = c−4 − c04 = −0.1100, r+4 = c+4 − c04 = 0.0290
r−5 = c−5 − c05 = −0.0710, r+5 = c+5 − c05 = 0.1490
r−6 = c−6 − c06 = −0.0000, r+6 = c+6 − c06 = 0.0000.

We are now looking for maximum ρ preserving stability of polytope (11). The
corresponding frequency plot of ρ(ω) is shown in Fig. 2. From this plot we will
find ρmin = inf0<ω<∞ ρ(ω) = 0.4575. For ω = 0 the value set degenerates to a
line, using (19) we obtain ρ0 = ρ(0) = 0.1065. The degree drop of polynomial
(24) according to (22) occurs for ρn = 13.4740. Using (23) the stability margin
ρmax is

ρmax = min{ρ0, ρn, ρmin} = 0.1065

0 2 4 6 8 10
0
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10

15

20

25

30

ω

ρ(
ω
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Fig. 2. Frequency plot of ρ(ω) of equivalent continuous-time polynomial to (24)
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and the minimum confidence level αmin preserving stability of (24),

αmin = max{0, 1− ρmax} = 0.8935.

7 Conclusion

In this paper an algorithm for determining stability margin of discrete-time
linear systems with fuzzy parametric uncertainty is presented. The coefficients
of characteristic polynomial are supposed to be characterized by nonsymmet-
ric triangular membership functions. The paper extends the known results on
continuous-time polynomials. The algorithm is based on bilinear transformation
to continuous-time polynomial and generalization of Tsypkin-Polyak plot. The
obtained result is demonstrated on an illustrative example.
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Experimental results indicate that our proposal reliably identifies ap-
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simulations on both synthetic and real data.
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1 Introduction

A common feature of all time series is that the current value is dependent of the
previous ones, and a dynamic model is required for a proper description of the
real system that generates the observations. In this way, an important problem
in forecasting procedures is the empirical model building. This implies the need
to select a proper set of lags operators on previous values of a time series to
conform the independent variables that should be considered for an improved
system modeling.
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list of possible forecasts, and we are not quite sure how many of these variables,
and especially which ones, should be included at the final model. In general, the
lags operators that conform the best set of explanatory variables are chosen with
or without having to look at each possible subset.

On the other hand, Takagi-Sugeno-type neuro-fuzzy systems play an impor-
tant role in many modeling and identification applications that exhibit complex
relationships between variables related to a phenomenon of interest [9], and has
been employed on dynamic autoregressive system identification (see [4], [6] and
[8] for more details). In particular, this work is focussed on the development of a
Takagi-Sugeno neuro-fuzzy model with flexible architecture for the conformation
of an autoregressive framework that selects sets of the most explicative previous
values from time series to improve forecasting performance.

The structure of this paper is organized as follows: in the next section, we
briefly discuss the fundamentals of Non-linear Time Series Forecasting. In section
3 we present our proposed model. We give some experimental results to show the
performance of the proposal in section 4. Finally, in the last section, we discuss
the concluding remarks and we delineate some future works.

2 Non-linear Time Series Forecasting

The statistical approach to forecasting involves the construction of stochastic
models to predict the value of an observation xt using previous observations.
This is often accomplished using linear stochastic difference equation models.
By far, the most important class of such models is the linear autoregressive
integrate moving average (ARIMA) model (see [2] for details). In [3] an extention
of ARIMA to the non-linear case is presented.

An important class of Non-linear Time Series models is that of non-linear
Autoregressive models (NAR) which is a generalization of the linear autore-
gressive (AR) model to the non-linear case. A NAR model obeys the equation
xt = h(xt−1, xt−2, ...., xt−p) + εt, where h is an unknown smooth non-linear
function and εt is white noise, and it is assumed that E[εt|xt−1, xt−2, ...] = 0. In
this case the conditional mean predictor based on the infinite past observation
is x̂t = E[h(xt−1, xt−2, ...)|xt−1, xt−2, ...], with the following initial conditions
x̂0 = x̂−1 = ... = 0.

3 Flexible Neuro-Fuzzy Autoregressive Technique
(NFAR)

In this section we describe our proposed technique NFAR of a flexible neuro-
fuzzy model developed to identify and estimate the non-linear autoregressive
time series. The NFAR is an extension of ANFIS [5] and SONFIS [1]. During
the learning procedure, our proposed model self-organizes its architecture in
order to identify the number of fuzzy rules as well as the set of lags needed to
describe and forecast the time series data.
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Given the time series χ = {xt}T
t=1, we assume that there exists an un-

known regression function ϕ(xt−1, ..., xt−p) = E[Xt|Xt−1, ..., Xt−p] such that
for any fixed value of xt−1, ..., xt−p, the stochastic process is determined by
xt = E[Xt|Xt−1, ..., Xt−p] + εt, where εt is a random variable with zero expec-
tation and variance σ2

ε . The task of our neuro-fuzzy technique is to construct an
estimator of the unknown function ϕ(xt−1, ..., xt−p) by a set of K fuzzy if-then
rules of Takagi and Sugeno type [9], i.e. for each k-th rule we have:

Rule k: If xt−1 is A(k)
1 and ... and xt−p is A(k)

p , then
fk(xt−1, ..., xt−p, Θ

(k)) = θ
(k)
0 + θ

(k)
1 xt−1 + ... + θ

(k)
p xt−p = [Θ(k)]′x̃.

where the input features are given by the augmented vector of time-lag features
x̃ = [1, xt−1, ..., xt−p]′ and the vector of parameters of the k-th rule is Θ(k) =
[θ(k)

0 , θ
(k)
1 , ..., θ

(k)
p ]′. The operator v′ denotes the transpose of the vector v. These

rules are modeled with a neuro-fuzzy system.

3.1 Architecture of the NFAR Model

The base architecture of NFAR was inspired on the structure of ANFIS proposed
by Jyh-Shing Roger Jang in 1993 [5]. It is a fuzzy inference system implemented
in the adaptive framework of neural networks and allows us to construct an
input-output mapping based on both human intelligence and data samples.

The fuzzification layer computes the degree to which a given input xi satisfies
the linguistic label A(k)

i . The output of the node is given by the membership
function μ

A
(k)
i

(xi). In this work we use the gaussian-type membership function,

μ
A

(k)
i

(xi; η
(k)
i ) = exp

[
−

(
(xi − ν

(k)
i )/σ(k)

i

)2
]
, where η(k)

i = {ν(k)
i , σ

(k)
i } are the

premise parameters of the linguistic label A(k)
i . The generalized “AND layer”

consists of T − norm operators that perform the generalized AND. Each node
of this layer represents the firing strength of some specific rule. We use the
product as a T − norm, i.e., wk = wk(x; η(k)) = μ

A
(k)
1

(x1) × ... × μ
A

(k)
d

(xd),
k = 1..K. The normalization layer computes the normalizing firing strengths of
the weights of the previous layer as wk = wk(x; η(k)) = wk/

∑K
j=1 wj , k = 1..K.

The consequent layer computes the weighted hyperplane that approximates the
non-linear mapping, i.e., fk(x; η(k), Θ(k)) = wk(x; η(k))fk(x;Θ(k)) = wk[Θ(k)]′x̃,
where Θ(k) is the consequent vector of parameters. Finally, the network output
consists in a single node that computes the overall output as the summation of
all the incoming signals:

g(x; η,Θ) =
K∑

k=1

wk(x; η(k))fk(x;Θ(k)) (1)

where η = (η(1)
1 , ..., η

(K)
d )′ and Θ = (Θ(1), ..., Θ(K))′ correspond to the premise

and consequent set of parameters respectively. To estimate these parameters,
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the classical ANFIS employs a hybrid learning procedure that uses backpropa-
gation learning algorithm to determine premise parameters η and the Least Mean
Square (LMS) estimation procedure to determine the consequent parameters Θ.
Please refer to reference [5] for further details.

3.2 Self-organization Process

During the learning procedure, our proposed model self organizes its architecture
in order to automatically identify the number of rules needed to model the
available data. The self-organization learning procedure consists in two stages.
In the first stage we construct a base model with a predefined number of rules
(nodes) and we iteratively estimate the premise η and consequent Θ parameters.
The aim of the second stage is to select the most suitable number of membership
functions by means of a self organization process. To accomplish this task the
method applies three types of operators: Grow Net, Split Membership Functions
and Vanish Membership Functions. Before applying any operator, the current
base model is frozen meaning that none of its parameters can be any longer
updated during this stage.

The Grow Net operator consists in adding new rules, i.e., a new membership
function is incorporated to the premises of each input feature and together with
a new hyperplane to the consequent. For each input x of the training data we
compute the firing strength wk for all the K rules. If the maximum of these
strengths is less or equal than a user-defined threshold δ to the power of d,
where d is the dimension of the input space, i.e., max

k=1..K
wk ≤ δd, then we say

that the sample (x, y) is not well-modeled by the current model. The sample is
added to a “bad samples” set, together with label of its best matching rule, i.e.,

wκ = arg max
k=1..K

wk(x, η(k)) (2)

After having revised all the training data, we group the data into the set Vκ ac-
cording to their best matching rule wκ. For each group that has more than Ngrow

samples, where Ngrow is user-defined, we construct and add a new membership
function for each dimension μ

A
(K+1)
i

(xi), i = 1..d, with the premise parameters

initialized with the mean, ν(K+1)
i , and standard deviation, σ(K+1)

i , of the sam-
ples belonging to this group. The consequent parameters of the new rule are
randomly initialized.

The Split Membership Functions operator consists in splitting a rule with bad
performance into two new rules. To evaluate the rule performance, the training
set is partitioned in K sets where the sample (x, y) is assigned to the set Vk

if its best matching rule (2) is wk. For each set we compute the mean square
error Ek = 1

Nk

∑
(x,y)∈Vk

(y − g(x; η,Θ))2, where Nk is the number of samples
belonging to the set Vk. If the performance of the rule k, Ek, is higher than a user
defined threshold ε and Nk is higher than the minimum required samples Nsplit,
where Nsplit is user-defined, then the rule is divided into two new rules. If the
premise parameters of the k-th rule are ν and σ, then the premise parameters of
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the new rules are ν(K+1)
i = ν− σ

2 , σ(K+1)
i = σ

2 , ν(K+2)
i = ν+ σ

2 ; and σ(K+2)
i = σ

2 .
The consequents parameters are initialized randomly. After the inclusion of the
new rules, the k-th rule is eliminated.

The Vanish Membership Functions operator consists in eliminating rules that
model less that Nvanish sample data, where Nvanish is user-defined. To accom-
plish this, we introduce an agek variable that starts from zero and is increased
by one if the rule models no data, i.e. if the set Vk is empty, and the rule is
unfrozen. If the age variable of the k-th rule reaches the threshold λ, then the
k-th rule is eliminated, where λ is user-defined. If the set Vk is no longer empty,
then the agek variable is set back to 0.

After all three operators are applied to the model, all the unfrozen parameters
(rules) are updated. After this step, the whole net architecture is frozen. The
operators and the training steps are applied iteratively until the learning algo-
rithm self organizes and stabilizes satisfying some user’s performance criterion.
Finally, all the parameters (frozen and unfrozen) of the network are updated in
the last iteration.

3.3 Incremental Lags Identification

For the proposed NFAR method, we will explore two variants depending on the
search mechanism employed to identify the more significant lags of the time
series. The first method, called Sequential NFAR (NFAR-S), has a sequential in-
cremental identification algorithm, where the search is accomplished sequentially
from the second lag t − 2 until the user defined last possible lag t − pmax. The
second method, called Informative NFAR (NFAR-I), starts the search from the
most significant lag between t−2 and t−pmax, and the technique incrementally
adds the new feature to the neuro-fuzzy structure.

Both incremental algorithms work as follows. We assume that lag t− 1 is the
most relevant one to predict the expected value of Xt, and we construct an train
a Neuro-Fuzzy model with the self organization process explained in section 3.2.
In this way, we obtain the model x̂t = g(xt−1; η(1), Θ(1)) as given in equation (1),
where the number K of rules was found automatically with the self organization
process. After the training process of the base model, the current structure and
parameters are frozen.

Now, suppose that the feature xt−q is going to be added to the NFAR model.
The new regressor feature xt−q is incorporated to the architecture, together with
its membership functions μ

A
((k))
q

(xt−q; η
(k)
q ), k = 1..K, with linguistic labels A(k)

q ,
k = 1..K. All the consequents hyperplanes are extended with the new input fea-
ture, i.e., the function of the k-th rule, k = 1..K, becomes fk(x, xt−q, Θ

(k))
where x symbolizes the previously selected features, and the vector of param-
eters Θ(k) = [θ(k)

0 , θ
(k)
1 , ..., θ

(k)
q ]′ has one more element θ(k)

q for each rule. The
consequent parameters are initialized randomly while the premise parameters
are initialized with the values of the parameters of the last added premise, i.e,
η
(k)
q = η

(k)
r , k = 1..K, where xt−r was the last feature incorporated to the

structure. The unfrozen parameters are trained with the available data.
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To decide if the feature xt−q will be added to the net architecture, we compute
the performance of the model with the mean square error. If the error is reduced
by at least a user-defined γ%, then the new feature is accepted otherwise we
proceed the search with next feature for the NFAR-S case or we stop searching
for the NFAR-I case.

Once the feature xt−q was included, all the parameters (frozen and unfrozen)
of the network are updated. After the last training process, the net architecture
is frozen again.

Notice that NFAR-I method searches the most significant lag by testing all
the possible remaining (not included) feature lags xt−q, q = 2..pmax, at the same
time. Meanwhile the NFAR-S searches sequentially from q = 2 to q = pmax.

4 Experimental Results and Discussion

In this section we study the performance of our proposed model with its two
variants, the sequential NFAR-S and the informative NFAR-I, compared to
the Adaptive-Network-Based Fuzzy Inference System (ANFIS) and the classical
Feedforward Artificial Neural Network (FANN). The experiments were executed
with both synthetic and real datasets.

For the synthetic experiment we have created two synthetic time series. The
simulated time series consist in a linear Autoregressive (AR) process, xt =
0.5xt−1 − 0.6xt−2 − 0.1xt−7 + 0.2xt−10 + εt, and a non-linear Autoregressive
(NAR) process: xt = 0.6xt−1e

−4∗x2
t−2 − 0.3xt−12e

−8x2
t−13 + εt. In both cases, εt

is a Gaussian noise with zero mean and variance σ2
ε = 0.1. 5000 data samples

were drawn with initial conditions of x0 = x1 = ...xp = 0 and only the last 1000
samples were used for the experimentation to avoid initialization problems, from
where 500 samples were used for training, 250 for validation and 250 for testing.

In the real experiment we tested the algorithms with three real time series:
a) The International Airline Passengers (Series G) of Box-Jenkins-Reinsel time
series data set [2], with 120 samples for training, 12 samples for validation and
12 samples for testing. b) The Balloon Time Series data sets obtained from the
StatLib archive (see [7]), with 1501 samples for training, 250 samples for vali-
dation and 250 samples for testing. c) The Laser Time Series, with 901 samples
for training, 100 samples for validation and 100 samples for testing.

The parameters chosen empirically for the NFAR model are: ε = 0.3, Nsplit =
30, δ = 0.7, Ngrow = 20, λ = 2, Nvanish = 20, γ = 10% and pmax = 15. The
lags selected for the ANFIS and FANN models for the synthetic experiments are
the same as in the original structure, i.e., the lags (t− 1)(t− 2)(t− 12)(t− 13)
and (t − 1)(t − 2)(t − 7)(t − 10) for the first and second synthetic time series
respectively. On the other hand, the lags selected for the ANFIS and FANN
models for the real experiments coincide with the lags found by the best NFAR
model, i.e., the lags (t − 1)(t − 12)(t− 13), (t − 1) and (t − 1)(t − 2)(t − 5) for
the Airline, Balloon and Laser real time series respectively. Furthermore, the
number of rules selected for the ANFIS, and the number of hidden neurons of
the FANN were selected according to the NFAR methods.
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The synthetic and real data sets were separated in training, validation and test
sets. For each data sets, the models were executed 10 times and we computed the
average of the mean square error of the test set (MSE-Test), the mean number
of rules (Rules), the minimum mean square error of the test set (Min-Test), and
the best set of lags (Lags). The experimental results are shown in table 1.

In both, synthetic and real time series data sets, our proposed NFAR models,
NFAR-S and NFAR-I, outperformed significantly the FANN and ANFIS models
in every measurement. In the Airline and Laser data sets, the improvement
obtained by the NFAR methods were statistically significant. Notice that for
the rigid structures models (FANN and ANFIS), the architecture was previously
determined according to the best structure obtained by the NFAR in the real
case, and by the structure of the underlying time series generation process for
the synthetic case.

As we can further notice, the results obtained by the NFAR-S and NFAR-I
are very similar. However, in some cases the NFAR-I obtained lower test errors
than the NFAR-S, mainly due to the search strategy of the optimal set of lags.
The NFAR-I is advocated to incorporate the most relevant lags first, while the
NFAR-S looks sequentially for all the lags that improves the performance.

Table 1. Summary results of the performance evaluation of the FANN, ANFIS, NFAR-
S and NFAR-I with the synthetic and real time series data sets

Dataset Method Rules Lags MSE -Test Min-Test

Linear FANN 3 (t-1),(t-2),(t-12),(t-13) 29.1 · 10−5 ±1.9 · 10−6 28.8 · 10−5

Synthetic ANFIS 3 (t-1),(t-2),(t-12),(t-13) 10.0 · 10−5 ±1 · 10−6 11.0 · 10−5

AR NFAR-S 3 (t-1),(t-12) 9.0 · 10−5 ±0 9.0 · 10−5

NFAR-I 2 (t-1),(t-12) 9.0 · 10−5 ±0 9.0 · 10−5

Non-linear FANN 3 (t-1),(t-2),(t-7),(t-10) 2.2 · 10−4 ±1.1 · 10−6 2.2 · 10−4

Synthetic ANFIS 3 (t-1),(t-2),(t-7),(t-10) 1.1 · 10−4 ±2.3 · 10−6 1.1 · 10−4

AR NFAR-S 3 (t-1),(t-2) 1.0 · 10−4 ±0 1.0 · 10−4

NFAR-I 2 (t-1),(t-2) 1.1 · 10−4 ±0 1.1 · 10−4

FANN 5 (t-1),(t-12),(t-13) 35047 ±723 33876
Airline ANFIS 5 (t-1),(t-12),(t-13) 232274 ±0 2322744

NFAR-S 6 (t-1),(t-9),(t-10), 513 ±7 507
(t-11),(t-12),(t-13)

NFAR-I 5 (t-1),(t-12),(t-13) 493 ±15 468

FANN 4 (t-1) 468.6 · 10−3 ±3.2 · 10−3 463.9 · 10−3

Balloon ANFIS 4 (t-1) 8.1 · 10−3 ±2.6 · 10−4 7.5 · 10−3

NFAR-S 5 (t-1) 8.1 · 10−3 ±1.9 · 10−4 7.8 · 10−3

NFAR-I 4 (t-1) 8.0 · 10−3 ±2.0 · 10−4 7.7 · 10−3

FANN 18 (t-1),(t-2),(t-5) 8543 ±35 8508
Laser ANFIS 18 (t-1),(t-2),(t-5) 7383 ±47 7254

NFAR-S 28 (t-1),(t-2),(t-5) 923 ±536 142
NFAR-I 18 (t-1),(t-2),(t-5) 79 ±31 35



A Flexible Neuro-Fuzzy Autoregressive Technique 29

5 Conclusion

In this paper we were able to give a solution to the problem of time series mod-
eling by a Takagi-Sugeno type neuro-fuzzy system with a flexible self-organizing
structure. The model was able to effectively identify the best set of explanatory
variables in an incremental fashion. During the learning procedure, the NFAR
model self organizes its architecture in order to automatically identify the num-
ber of rules together with the set lags needed to model the available data.

In the experimental studies with synthetic and real time series data sets,
the proposed model showed a superior prediction performance than the classical
ANFIS and FANN models, both with “rigid” architectures. Moreover, the NFAR
model has the advantage of automatically search the best set of rules together
with the most significant lags. This is a useful improvement in applications where
an unexperienced user does not know which lags to use in order to forecast time
series, leaving this task to a fully automated method. Two search methods to
identify the most explicative variables were explored: the sequential and the
informative, where the latter showed similar or better performance results.

Future works are needed in order to determine the values of the set of pa-
rameters of the NFAR model, possible improvements can be accomplished with
evolutives frameworks. Another problem that should be attacked is to generalize
our technique to non-stationary environments where concept drifts can occur.
Several other search methods for the optimal set of lags should be explored in
order to improve the performance of the current model.
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Abstract. As more and more organizations use the Service Oriented Architecture 
(SOA) to design and implement their information systems also the systems’ archi-
tects need the more intelligent and reliable tools. The complexity, modularity and 
heterogeneity of the information systems make the security evaluation process dif-
ficult. The proposed method uses multiagent approach as the most promising di-
rection of the research. As the security evaluation requires the precise definition of 
the set of evaluation criteria the basic criteria for each functional layer of SOA 
have been presented. Also, the paper presents two algorithms where the first can 
be used separately  for each of  the particular layer of SOA  and the second serves 
for the calculation of the generalized SOA system security level.  

1   Introduction 

Most organizations deliver their business processes using information technology (IT) 
applications. Many different software tools are used to capture, transform or report 
business data. Their role may be for example to structure, define and transform data 
or to enable or simplify communication. Each such interaction with an IT asset can be 
defined a service. The set of delivered from the business processes services provide 
the incremental building blocks around which business flexibility revolves. In this 
context, Service Oriented Architecture (SOA) is the application framework that en-
ables organizations to build, deploy and integrate these services independent of the 
technology systems on which they run.[8] In SOA, applications and infrastructure can 
be managed as a set of reusable assets and services. The main idea about this architec-
ture was that businesses that use SOA can respond faster to market opportunities and 
get more value from their existing technology assets.[9] 

The final success of the SOA concept can be obtained if  many groups, both inter-
nal and external to the organization, contribute to the execution of a business process. 
Because in most cases the most valuable and also sensible part of each organization is 
information, a business partner is much more willing to share information and data 
assets, if it knows that these assets will be protected and their integrity maintained. 
Business partners will also be more likely to use a service or process from another 
group if it has assurance of that asset’s integrity and security, as well as reliability and 
                                                           
* The research presented in this paper has been partially supported by the European Union 
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performance. Therefore ensuring security is a one of the most crucial elements while 
putting SOA approach into practice.  

The paper is structured as follows. The second section presents the general motiva-
tion and related work to the problems of security level evaluation and service oriented 
architecture. Next section describes a few basic notions in a security governance and 
after that the some examples of basic requirements for security evaluation in SOA. 
The forth section brings the main contribution – the description of multiagent  
framework for security evaluation in SOA systems. The last section consists of the 
conclusion and the direction of future research. 

2   Motivation and Related Work 

A mobile agent is a composition of computer software and data which is able to move 
from one host to another autonomously and continue its execution on the destination 
host. Mobile agent technology can reduce the bandwidth requirement and tolerate the 
network faults - able to operate without an active connection between clients and 
server. As the security evaluation process must be accurate and efficient, these basic 
features relevant to agent and multiagent systems are the main motivation for many 
researchers to apply multiagent approach to the tasks related to system security. The 
second premise in this case is the correspondence of the multiagent environment to 
SOA systems. Multiagent systems are composed from the number of autonomous and 
mobile entities that are able to act both cooperatively  and separately. The fundamen-
tal concept for SOA system is service – entity that could be evoked individually  
as well as in cooperation with other services. And at last, both multiagent and SOA 
systems tend to act in heterogenic and highly distributed environment. 

As the number of SOA implementation grows the concerns about SOA systems  
security also increases.  The literature related to the security of SOA focuses on prob-
lems with threat assessment, techniques and functions for authentication, encryption, 
or verification of services.[1],[2],[6] Some other works focus on high level modeling 
processes for engineering secure SOA [4],[9] with trust modeling [7], identity man-
agement and access control [12][10].  Many studies focus on secure software design 
practices for SOA, with special interest in architectural or engineering methodologies 
as the means to create secure services. [3],[5]  

To the author best knowledge, the proposed in this paper framework is the first that 
introduces the multiagent approach to the SOA security level evaluation. The other 
important and novel issues addressed in this work are the personalization of the secu-
rity level evaluation process, multilevel security evaluation, support for continuous 
and automate security evaluation. 

3   SOA Security Governance 

There are several standards and mechanisms that have been elaborated to provide and 
to maintain the high security level of SOA systems. The basic solutions address the 
problems of confidentiality and integrity of data processed by SOA system. Because 
of the network context of SOA and the multilevel security risk related to the layers of 



32 G. Kołaczek 

ISO/OSI network model, there are several solutions that offer data protection  
mechanisms at the corresponding level to each network layer. 

The most commonly used and described are standards and protocols from the ap-
plication layer that are maintained by OASIS consortium. These solutions have been 
worked out to support the development of web services and so also SOA systems. The 
other type of the protection methods, mechanisms and protocols like for example IPv6 
are common for all network applications and can be used in SOA systems as well in 
any other type of software. 

 

 

 

 

 

 

 

 

 

 
 

Fig. 1. SOA application layer related security protocols 

3.1   Evaluation of SOA Security 

The security evaluation process should be based on some formal prerequisites. This 
means that the security evaluation must be objective to guarantee the repeatability and 
universality of the evaluation results. So, there must be defined notion of the security  
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measure. There are some confusion about this notion. The first problem is that the  
 

security measure does not have any specific unit. The other difficulties are: security 
level has no objective grounding but it only in some way reflects the degree in which 
our expectation about security  agree with reality, security  level evaluation is not 
fully empirical process, etc. 

As the SOA system can be defied by its five functional layers (fig.2.) the corre-
spondent definition of SOA security requirements for security evaluation process 
should  address the specific security problems within each layer. Some elements from 
a set defining security requirements for the SOA layers has been presented in  
Table 1.The complete list can be found in [5]. 

Table 1. The functional and non-functional security evaluation requirements for each of the 
SOA functional layers (selection) 

SOA Layer Evaluate/verify/test 
Policy and Business 
Processes 

− Policy consistency 
− Policy completeness 
− Trust management 
− Identity management 

Service − Identification of the services 
− Authentication of the services 
− Management of security of the complex services 

Service Description − Description completeness 
− Availability  
− Protection from attacks 

Service Communica-
tion Protocol 

− Confidentiality 
− Authentication 
− Norms compliance 

Transport − Availability 
− Protection from attacks 
− Integrity 

4   Multiagent Framework for SOA Security Evaluation 

There are several different problems considering the SOA security level evaluation 
process. The most crucial, as it has been stated in the earlier sections are: the com-
plexity of the architecture, multilevel relationships between the system components 
and heterogenic environment. Each security level evaluation method and tool must 
take into account all these factors and apply appropriate solutions for them  to provide 
the accurate final results of the security evaluation process.  

4.1   The Architecture of Multiagent System for SOA Security Level Evaluation 

This section presents the main assumptions about SOA systems security evaluation 
framework. The main idea about this framework is the application of multiagent architec-
ture. As systems implementing Service Oriented Architecture are often geographically 
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and logically dispersed the appropriate tool for monitoring and controlling all compo-
nents is necessary. The multiagent approach offer all relevant mechanisms and concepts 
so it seams to be the best solution in the described situation. 

The main element of the multiagent system architecture for SOA security evaluation 
is definition of the agents classes. The following agents classes have been considered: 

1. AMOL – SOA functional layer monitoring agents  
2. ASL – SOA functional layer superior agents 
3. AM – SOA managing agents 
4. AC –  the agents of consumers of  SOA system services  

Table 2. The characteristic of the agent classes 

AMOL_1= 
{amol11, amol11,…, 
amol1n} 

- set of autonomous agents which perform the se-
curity level evaluation related tasks defined in 
Table 1. For the first functional layer of SOA – 
transport; 

- for example amol11 may be an agent that evalu-
ates the confidentiality of the transport layer, 
amol12 may be an agent that evaluates data integ-
rity at the transport layer level, etc.  

AMOL_2= 
{amol21, ,…, amol2m} 
AMOL_3= 
{amol31, …, amol3l} 
AMOL_4= 
{amol41, ,…, amol4o} 
AMOL_5= 
{amol51, ,…, amol5p} 

- sets of autonomous agents for corresponding four 
SOA layers (communication protocols, …, busi-
ness processes) that perform specific security 
evaluation tasks related to the particular layer as 
described in Table 1. 

ASL={asl1, asl2, …, asl5} - for each SOA functional layer there is defined 
one superior agent;  

- the superior agents range of responsibility is to 
coordinate all the tasks related to the security 
evaluation process for the particular SOA func-
tional level, to collect the results provided by amol 
agents, to interpret the results provided by amol 
agents and finally to present the results of the secu-
rity level to managing agent and to client agents 

AM={am} - the managing agent is responsible for the most 
top-level security evaluation; it coordinate the ac-
tivity of asl agents, collect the results of the SOA 
layer evaluation, combine all security level related 
information and produce the general SOA security 
level value, serves the consumer agents requests 

AC={ac1, ac2,…, acq} - SOA services consumers agents collect the in-
formation about security level of provided by 
SOA systems services and evaluates the security 
level of composite services 
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The fundamental relations among agents, agent classes and SOA architecture are 
presented in fig. 3. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 3. The architecture of the multiagent system for SOA security level evaluation 
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SOA security level evaluation in a relation to requirements listed in the table 1 and 
multiagent architecture presented in the fig. 3 
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BEGIN 
1. ack prepare and send to am a request concerning the security level of the N-th layer 

of the SOA system 
2. am find all the monitoring agents related to N-th layer (amolN1, ,…, amolNm), pre-

pare and send the appropriate requests to them 
3. Monitoring agents (amolN1, ,…, amolNm) perform the security evaluation tasks 

using all tools, methods, algorithms, etc. available to them 
4. am collects the results obtained by all monitoring agents and using the specific 

algorithm (data fusion, consensus operator, etc.) and taking into account the list p1, 
p2,…, pl of ack  preferences evaluates the final security level value of the N-th layer 
of this SOA system 

5. am returns Ln to the ack 
END 
 
Algorithm 2. SOA security level evaluation. 
Given: − ack – consumer of the service 

− am – managing agent 
− p1, p2,…, pl – details or preferences related to ack request 

Result: − Lsoa – SOA system security level 
 
BEGIN 
1. ack prepare and send to am a request concerning the security level of the SOA 

system 
2. Using algorithm 1 managing agent am evaluate L1,…,  Ln – security levels for all 

SOA system’s layers 
3. Managing agent am evaluate Lsoa the final security level value of the SOA system 

using selected data fusion methods and taking into account the list p1, p2,…, pl of 
ack  preferences 

4. am returns Lsoa to the ack 
END 

Discussion. In both algorithms there is no explicit definition of the method used for 
evaluation of the security level for a separate SOA layer and for the whole SOA sys-
tem. The definition and the validation of the methods, algorithms used in these steps 
is one of the most challenging task of the security evaluation process. But as it was 
stated before, there is more than one acceptable approaches. The final decision  
concerning selection of the method used to combine the data provided by monitoring 
agents may depend on the context of the SOA system or/and the context of the  
consumer request.  

5   Conclusion 

The paper presents a novel framework of multiagent system for SOA security level 
evaluation. Also some general discussion about security level evaluation and Service 
Oriented Architecture have been presented. The multiagent architecture is composed 
of three types of agents: monitoring agents that tests the various security parameters 
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related to particular SOA layer, superior agents that manage the activity of monitoring 
agents, manging agents that are responsible for all superior agents and for communi-
cation with service consumer agents. Two algorithms used by monitoring agents and 
managing agents have been discussed. 

The most important future work related to the problems described in the paper is 
proposition of the exact calculation method for assessment of the corresponding secu-
rity level. After that, the selected method should be validated in the environment of 
the production SOA systems. 
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Abstract. This paper1 focuses on the issue of the formal logical
description of evolutions of multi-agent systems (MAS). By evolution
of a MAS we mean the change of inner states of the combined MAS
caused by interaction of participating agents. We introduce a general
scheme of combining propositional modal languages and respective log-
ics into a single language suitable for such descriptions. The method is
based on the representation of multi-agent systems by Kripke-Hintikka
models. The obtained description allows to study the question of verifi-
able specifications.

Keywords: multi-agent systems, multi-modal logics, decision algorithms,
satisfiability, Kripke semantics.

1 Introduction

Numerous attempts at combining logics — the hybrid, fusion, product logics pro-
viding by far not complete list — were motivated largely by applications, which
more and more often require formalisms to describe complex systems with mul-
tiple ontologies. There are two main approaches toward combining propositional
logic, that assume full combination of signatures. One is product and another
is fusion [1]. From the point of view of applicability to modeling evolutions of
MAS, there are certain constraints inherent to both these methods. Basic fu-
sions do not allow for interaction of modalities. Products assume that structural
configuration, representing a snapshot of a multi-agent system, should be fixed
once and for all. Even more challenging restriction of products is that they are
undecidable even for quite simple constituent logics, like S5 [2].

For modeling behavior of multi-agent systems we propose a general scheme of
cluster-based fusions that partially combines features of both fusion and product
approaches, while avoiding their above-mentioned shortcomings. In particular,
unlike products, cluster-based fusions lead to decidable logics, that allows, at
1 This research is supported by Engineering and Physical Sciences Research Council,

U.K. (EP/F014406/1).
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least in principle, to use them for specification and verification purposes. Sec-
ondly, unlike the methods based on basic fusions, cluster-based fusions allow for
far more expressive descriptive languages. The main difference with the previ-
ously used methods (cf. [3,4]), is that every state of a MAS is assumed to be
contained inside a time-cluster.

The paper is structured as follows: in the next section we briefly review fusions
and products of Kripke frames and discuss how our approach relates to them.
In Section 3, we present the result about decidability of logics obtained by our
method.

2 Cluster-Based Fusions of Kripke Frames

Let us recall the basics of multi-modal Kripke semantics.
A Kripke multi-modal frame F of the Kripke signature 〈R1, . . . , Rm〉 is a tuple

〈W,R1, . . . , Rm〉, where W �= ∅ is the set of worlds or states, and every Ri is a
binary relation on the elements of W (i.e., each Ri ⊆ W ×W ). The set W is
also called the universe of F , and the Ris are called accessibility relations.

Later on, we will be dealing mainly with two types of Kripke frames and
Kripke signatures. The first type, uni-modal, is used to imitate the flow of time.
The second, multi-modal, is used to represent particular configurations of multi-
agent system at given moments of time. Combined together, they represent an
evolution of a MAS as a change of structural configurations in (possibly non-
deterministic) time. Both type of Kripke frames will be assumed to satisfy certain
structural conditions, that can be defined by modal formulas.

Let F = 〈W,R,R1, . . . , Rm〉 be a multi-modal Kripke frame, where R is a
reflexive, transitive relation. A R-cluster of F is a maximal under inclusion
subset C of W , such that the restriction of R to C is an equivalence relation.
We denote by ClR(F ) the set of all R-clusters of F . If the relation R is clear
from context, we routinely drop the related subscripts or qualifications. Usually
in this paper, the first relation in a combined Kripke signature will represent
time, therefore we call the respective clusters — time clusters. The union of all
clusters covers the frame and distinct clusters do not intersect. Therefore for
every w ∈ W , we can define by C(w) the unique cluster of F that contains w.
In particular, any cluster of F is a cluster of the type C(w) for some w ∈ W .

The main construction of this paper is given by

Definition 1. A multi-modal frame 〈W,R,R1, . . . , Rm〉 is called a cluster-based
fusion (CB-fusion) if

– R is a reflexive, transitive binary relation on W (R represents time);
– Ri are arbitrary relations on W (each Ri represents informational channels

available to the i-th agent);
– each Ri ⊆ R (i.e., all informational transactions are aligned with the time);
– each Ri ⊆ R−1 (i.e., all informational transactions are determined by the

current state of the MAS in question).
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A Kripke model with the signature 〈R1, . . . , Rm〉 is a tuple 〈W,R1, . . . , Rm, V 〉,
where 〈W,R1, . . . , Rm〉 is a Kripke frame with the signature 〈R1, . . . , Rm〉, and
V : X → P(W ) is a valuation of some subset X ⊆ V ar of variables. For a
valuation V , V (xi) denotes the set of all worlds of W , where the basic fact,
represented by the propositional variable xi, is true.

For describing properties of multi-modal Kripke frames of the signature
〈R1, . . . , Rm〉 the following modal propositional language is usually used:

Λ = 〈∧,∨,→,¬,♦1, . . . ,♦m〉.
We fix an enumerable set V ar := {x1, x2, x3, . . . } of propositional variables.
Well-formed formulas of the language Λ (Λ-formulas) are defined by the follow-
ing grammar

α ::= xi | α1 ∧ α2 | α1 ∨ α2 | α1 → α2 | ¬α | ♦iα (i ∈ I)
The set of all Λ-formulas is denoted by ForΛ. For a formula α, the set of variables
V ar(α) of α is defined inductively:

V ar(xi) := {xi}, V ar(∗β) := V ar(β), V ar(β ∗ γ) := V ar(β) ∪ V ar(γ) .

We will use the following shortcuts: �iφ := ¬�i¬φ, � := p ∨ ¬p, ⊥ := p ∧ ¬p.
By Λ we denote the standard multi-modal language 〈∧,∨,→,¬,♦1, . . . ,♦m〉,

where all ♦i are assumed to have the standard interpretation, i.e., given a Kripke
model M of the signature 〈R1, . . . , Rm〉, for all φ ∈ ForΛ, w ∈W and i ∈ I

(M, w) � ♦iφ⇔ ∃u : wRiu& (M, u) � φ,

where we write (M, w) � α to say that the formula α is true or holds in the
model M at the world w. We will call the standard modalities (or their duals:
�i := ¬�i¬) with the presumed standard interpretation, Kripke modalities.

A formula α is valid in a frame F , if, for any valuation V of variables V ar(α),
F �V α. If a formula α is not valid on F , then there is a valuation V such that
F ��V α. In that case we say that α is refuted in F (by V ).

Suppose K is a class of Kripke frames of 〈R1, . . . , Rm〉-signature. Let Λ be the
respective modal language. We denote by Log(K) the logic

{α ∈ ForΛ | K � α}.
If L = Log(K) we say that L is generated by K.

If we have a multi-modal logic L, let Fr(L) be the class of all frames F of the
respective Kripke signature, such that all theorems of L are valid in F . A frame
from Fr(L) we will call adequate for L or an L-frame.

The simplest way of combining logics is the fusion. If L is a Kripke complete
unary modal logic, we denote LN the N -fusion of L, i.e. the logic generated by
the class of frames K such that for every frame F = 〈W,R1, . . . , RN 〉 ∈ K and
all i ∈ {1, . . . , N}, the frame 〈W,Ri〉 is an L-frame.

The product L1 × L2 of logics L1 and L2 is generated by products of frames.
The product of 〈W1, R1〉 and 〈W2, R2〉 is the frame 〈W1 ×W2, Rh, Rv〉, where
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(i) 〈u1, v1〉Rh〈u2, v2〉 iff (u1R1u2 and v1 = v2); (ii) 〈u1, v1〉Rv〈u2, v2〉 iff (v1R2v2
and u1 = u2). This construction can be iterated.

The combining scheme we propose is based on cluster-based fusions.

Definition 2. Suppose we have two Kripke-complete logics B and S, of Kripke
signatures 〈R〉 and 〈R1, . . . , Rm〉, respectively, where B is transitive. We call a
BS-frame, every frame F = 〈W,R,R1, . . . , Rm〉, such that (i) F is a CB-fusion,
(ii) 〈W,R〉 is a B-frame, (iii) for every C ∈ ClR(F ), 〈C,R1, . . . , Rm〉 is an
S-frame.

We define the cluster-based fusion of B by S, denoted by BS , the logic

{α ∈ ForΛ | for all BS-frames F : F � α},
where Λ = 〈∧,∨,→,¬,♦,♦1, . . . ,♦m〉.
Let Λ = 〈¬,∧,♦1, . . . ,♦m〉 be a given modal language. A clause (or type) over
variables x1, . . . , xn is a formula of the kind

n∧
k=1

x
t(0,k)
k ∧

m∧
i=1

n∧
k=1

(♦ixk)t(i,k),

where xi are variables, t(i, k) ∈ {0, 1}, and for any formula α, α0 := ¬α, α1 := α.
It is easy to see that there are only 2n(m+1) distinct clauses over a set of n vari-

ables. We denote the set of all clauses over variables x1, . . . , xn by Θ(x1, . . . , xn).
For every θ ∈ Θ(X) and i ∈ {1, . . . ,m}, we denote

μi(θ) := {xk ∈ X | t(i, k) = 1}.
We say that a clause θ is realized in a model M, if there is a world w ∈M, such
that (M, w) � θ.

Given a Kripke modelM of the signature 〈R1, . . . , Rm〉 with the finite domV ,
every world w ∈ W generates a unique clause θM(w) ∈ Θ(domV ), defined as

θM(w) :=
∧

(M,w)�x
t(0,k)
k

x
t(0,k)
k ∧

∧
(M,w)�(♦ixk)t(i,k)

(♦ixk)t(i,k),

where all t(i, k) ∈ {0, 1}. We will omit the subscript in θM(w), whenever the
model is clear from context. Also, we write for every i ∈ {0, 1, . . . ,m}

μi(M) :=
⋃

w∈W

μi(θM(w)).

In particular, μ0(M) is the set of the variables, that hold at least at one world
in the model M.

Definition 3. Suppose M1 and M2 are two Kripke models of the same sig-
nature, such that M1 is finite and domV1 = domV2 is finite. Let Ψ ⊆ Φ ⊆
Θ(domV1) be a pair of sets of clauses. We say that a mapping f : W1 → W2 is
a clause-preserving mapping of M1 into M2 modulo 〈Φ, Ψ〉 if
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1. M1 �
∨
Φ and M2 �

∨
Φ;

2. ∀θ ∈ Ψ ∃a ∈M1 : (M1, a) � θ;
3. ∀θ ∈ Φ∀a ∈ M1 : (M1, a) � θ ⇐⇒ (M2, f(a)) � θ;
4. μ0(M1) = μ0(M2).

Thus the clause-preserving mapping f : M1 → M2 modulo 〈Φ, Ψ〉 guarantees
that:

1. M1,M2 �
∨
Φ,

2. all θ ∈ Ψ are realized in M1,
3. f preserves validity of all clauses from Φ.

Definition 4. Let L be a Kripke complete logic and K is a class of frames such
that L = Log(K). We say that L is complete under clause-preserving mapping
w.r.t class K if for every model M over a frame F ∈ K, and any sets of clauses
Ψ ⊆ Φ ⊆ Θ(domV ), there exists a finite model M′ such that

1. the frame of M′ is an L-frame,
2. there exists a clause-preserving mapping of M′ into M modulo 〈Φ, Ψ〉.

If, in addition, each model M′ can be chosen so its size does not exceed f(|Φ|),
for some computable function f : N → N, then L is said to be complete under
f -bounded clause-preserving mappings w.r.t class K.

3 Decidability Results

Following [5], we will be representing formulas by inference rules.
An (inference) rule is a pair 〈α, β〉 of Λ-formulas. We will usually write the

rule 〈α, β〉 in the form α/β. For a rule r = α/β: V ar(r) := V ar(α) ∪ V ar(β). A
rule r = α/β is valid in a model M (written M � r), if V ar(r) ⊆ dom(V ) and

M � α =⇒M � β.

A rule r is valid i a frame F , if, for any valuation V of variables V ar(r), F �V r.
If the rule r is not valid on F , then there is a valuation V such that F ��V r. In
that case we say that r is refuted on F (by V ).

A rule r over the modal language Λ = 〈¬,∧,∨,→,♦1, . . . ,♦m〉 is said to be
in the reduced normal form if

r =
∨

1�j�s

θj/x1 , (1)

and each disjunct θj has the form

θj =
n∧

k=1

x
t(0,k)
k ∧

m∧
i=1

n∧
k=1

(♦ixk)t(i,k),

where xi are variables, t(i, k) ∈ {0, 1}, and for any formula α, α0 := ¬α, α1 := α.
Note that every disjunct of the reduced form is a clause.
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Two rules r1, r2 are equivalent over a Kripke class K, if for every F ∈ K:

F � r1 ⇐⇒ F � r2 .

For a formula α, the set of subformulas Sub(α) of α is defined as usually. For a
rule r = α/β: Sub(r) := Sub(α) ∪ Sub(β).

It has been shown in Rybakov [6] that any modal inference rule may be
transformed to an equivalent rule in the reduced normal form. Using essentially
the same technique we can transform to normal reduced forms all rules of the
considered modal language.

Lemma 1. Let Λ = 〈¬,∧,∨,→, f1, . . . , fm〉 be a language, where fi are unary
connectives (may be non-Kripke modalities). Suppose that for all fis holds

fi(p↔ q) ↔ (fip↔ fiq).

Then any rule r = α/β can be transformed in exponential time to an equivalent
rule rnf in the reduced normal form.

From the definition of a normal reduced form, it is clear that under any given
valuation of variables only one θj can hold true at a given state.

Thus, we have for every Λ-formula α and every frame F of the respective
signature:

F � α ⇐⇒ F � x→ x/α ⇐⇒ F � (x→ x/α)nf .

Therefore the following lemma holds:

Lemma 2. A formula α is a theorem of a logic L iff the rule (x → x/α)nf is
valid in all L-frames.

Further on, rules will always be of the form (1).

Lemma 3. Suppose B and S are two Kripke complete modal logics and S is closed
under f -bounded clause-preserving mappings. Then, if a rule r =

∨
1�j�s θj/x1 is

refuted on a BS-model, then r is refuted on a BS-model with the size of R-clusters
at most f(s).

Definition 5. Suppose M is a transitive Kripke model of the signature 〈R〉,
such that domV is finite. A model N is a clause-filtration of the model M if

W = W/ ∼, where u ∼ v ⇐⇒ θM(u) = θM(v).

[u]∼Ri[v]∼ ⇐⇒ μi(θN (v)) ⊆ μi(θN (u)),

V (xk) = {[w]∼ | xk ∈ μ0(θN (w))}.
We say that a Kripke logic L admits strong clause-filtration, whenever for every
L-model M over an L-frame, there is a clausal filtration N of M, based on an
L-frame.

The strong clause-filtration property is a variant of the usual filtration prop-
erty [7,8,9], modified in two respects: firstly, it adjusted for the use with the
reduced normal forms, secondly, it requires the existence of a filtration model
with underlying frame adequate for L.
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Lemma 4. Let M = 〈W,R,R1, . . . , Rm, V 〉 be the BS-model obtained in
Lemma 3, in particular M �� r. Suppose also that the logic B is closed under
clause-filtrations. Then r is refuted on a finite BS-model of the size less or equal
than f(s) · 2s, where s = |Θ(r)|.
A Kripke logic L has the finite model property, whenever for every formula α /∈ L,
there is a finite modelM such thatM � L andM �� α. If, in addition, the model
M can be chosen to be of the size not more than f(|α|), for some computable
function f : N → N, then L has the f-effective finite model property.

We say that a Kripke-complete logic L admits strong filtration, whenever for
every modelM �� α over an L-frame, there is a finite set of formulas Σ, such that
there is a model 〈F, V 〉 �� α, that is a filtration of M modulo Σ and F ∈ Fr(L).
The logics that admit strong filtration form the majority of standard logics to
which the filtration method (see [10]) can be applied. They include K4, S4, S5
and so on. A logic L that admits strong filtration modulo sets of the kind Sub(α),
also admits strong clausal filtration.

Theorem 1. Let
1. B be a transitive logic that admits strong filtration,
2. S be a multi-modal logic, closed under f -bounded clause preserving mappings,

Then BS has the g-effective finite model property, where g(x) = (f(x) + 1) · 2x.

Proof. By Lemmas 3 and 4 ��
Corollary 1. If under conditions of Theorem 1 the class of finite models of BS
is decidable (i.e., the set of isomorphic classes of finite BS-models is decidable),
then BS is decidable.

As an easy corollary of Theorem 1 we obtain:
Corollary 2. Suppose B is a mono-modal transitive logic that admits strong
filtration. If S also admits strong filtration, then BS has the effective finite model
property. In particular, if

B ∈ {K4, S4, S5}, S ∈ {K4N , S4N , S5N},
then the logic BS has the effective finite model property.

Proof. Since the filtration property implies the clause-filtration property, there-
fore, by Theorem 1, the logic BS has the effective finite model property ��
Corollary 3. If, in addition to conditions of Corollary 2, logics B and S have
effectively recognizable classes of finite models, then BS is decidable.

Proof. Since, by Corollary 2, logic BS has the finite model property, it suffices
to show that the class of finite BS-frames is effectively recognizable. To check
that a given frame F = 〈W,R,R1, . . . , Rm〉 is a BS-frame we only need to check
that
1. the frame 〈W,R〉 is a B-frame,
2. the frame 〈C,R1, . . . , Rm〉 is S-frame, for every C ∈ ClR(F ).

Both conditions can be checked effectively, and also the procedure of recognizing
clusters in a finite frame is effective. Thus logic BS is decidable. ��
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4 Conclusion and Future Work

The paper presents a method for describing evolutions of MAS, which differs
from the established approaches in several important respects. First of all, unlike
the methods based on basic fusions, it allows for more expressive descriptive
language, On the other hand, we prove that, unlike products of logics used as
a base for describing evolutions of MAS, the proposed cluster-based approach
leads to decidable logics. We demonstrate this by presenting a generic decision
algorithm. This algorithm has 2EXPTIME-complexity (relative) bound, which
makes it practically unfeasible. Nevertheless, the decidability of corresponding
logics, opens a possibility for obtaining more practical variants of the decision
algorithms, possibly using tableaux-based techniques.
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Abstract. Deploying and maintaining software in a distributed sys-
tem includes software delivery, remote installation, starting, stoping, and
modifying in order to configure or re–configure a system according to user
needs. This paper deals with an agent–based framework where intelligent
and mobile agents provide the means to implement a distributed system
and enable its evolution by taking partial or full responsibility for soft-
ware deployment tasks. Agents are organised into agent teams, where
one agent is the team leader responsible for planning, while the others
are operational agents capable of executing a defined plan. The formal
model, as well as functionality and performance issues, are elaborated.
Special attention is paid to deployment strategies and their optimization,
while taking into account characteristics of distributed system nodes and
the network connecting them. Simulation-based evaluation of agent seri-
alization, migration and deserialization parameters, and their influence
on overall performance, is included.

1 Introduction

Establishment and maintenance of distributed systems includes operations that
provide software delivery to system nodes, remote installation, starting and stop-
ing, and version handling. Furthermore, modification of software after delivery
must be supported in order to correct faults, improve performance character-
istics, adapt to a changed environment or improve maintainability. Distributed
system software should be configured initially, and re–configured if and when
corrective, perfective, adaptive or preventive actions are required. Software de-
ployment and maintenance strategies are important in order to configure or re–
configure distributed systems according to their requirements (i.e., where and
what), and to achieve minimum configuration and re–configuration setup times
(i.e., when and how), taking into account the network and node characteristics,
as well as operational conditions.

Intelligent and mobile agents provide the means to implement a distributed
system and enable its evolution, by taking partial or full responsibility for these
resource intensive and costly tasks. Regarding system performance, configura-
tion and re–configuration should have minimum influence on system operation.

J.D. Velásquez et al. (Eds.): KES 2009, Part I, LNAI 5711, pp. 46–53, 2009.
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Consequently, software deployment and maintenance should be optimised in or-
der to achieve acceptable total execution time. In this paper, functionality and
performance issues of an agent-based framework are elaborated. Furthermore,
system parameters related to agent migration and agent activation/deactivation,
and their influence on overall performance, are discussed.

The paper is organized as follows: Section 2 describes formal model of an
agent–based software deployment framework and introduces a prototype sys-
tem MA–RMS. Case study dealing with system parameters describing agent
serialization/de–serialization time and communication link capacity, including
results of simulations is presented in Section 3. Section 4 concludes the paper.

2 The Formal Model of an Agent–Based Software
Deployment Framework

Software deployment has to take into account the functionality that a distributed
system provides (i.e. services), as well as characteristics of nodes (i.e. capacity,
operating system, agent platform, installed software) and the network connect-
ing them (i.e. topology, link bandwidth). Furthermore, procedures specific to the
system must be considered. Examples of distributed systems faced with such
problems are network–centric applications and networks themselves, with hun-
dreds or thousands of nodes, e.g. access points in local networks or base stations
in mobile networks [1,2].

From the formal standpoint, a distributed system is defined by the tuple
(S,N) where S denotes system nodes, S = {S1, S2, ..., Si, ..., Sns}, and N de-
notes a network connecting them. System nodes should be configured in order to
provide support for a set of required elementary services, ES = {es1, es2, ..., esj ,
..., esnes} provided by the system, i.e., a defined subset of elementary services
si = {esi1, esi2, ..., esij , ..., esin} should be supported by each node Si. Dis-
tributed system configuration is defined with an initial set–up where software
components corresponding to elementary services from ES are delivered and
activated at each node Si, according to its predefined functionality, si. Re–
configuration is required when the ES changes (i.e. new elementary service is
introduced or an existing one updated), when node S changes (i.e. new node is
connected or an existing one functionally upgraded) or when network N changes
(i.e. network topology or link capacity changes).

An agent–based software deployment system is organised as a multi–agent
system, ASD, which shares the set of nodes, S and the network N with the
system under consideration, (ASD, S,N). ASD includes a planning agent aP

and a team of operational agents, {a1, a2, ..., ai, ..., ana}. The planning agent
aP is responsible for planning software deployment, allocating deployment tasks
to operational agents in the team and co–ordinating them. Operational agents
are multi–operational, capable of executing one or more deployment tasks to
one or more nodes. Each individual task corresponds to an operation, such as
software delivery to a system node, remote installation, starting or stoping, re-
placement/modification of the existing software, version handling and others.
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Request Deployment task
ES’, S’, N’, Si’
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Model of (S,N)

ES’, S’, N’, Si’
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Deployment and
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Execution
a1-RMS

a1-RMS
a1-RMS

1

na

Team of ai-RMS

MA-RMS

Distributed
System
(S,N)

Fig. 1. Service deployment framework MA–RMS

When deploying software components on a large number of nodes at remote
locations using software agents, one of the major challenges faced is determining
the number of operational agents to use and distributing the required tasks
among them. Software deployment efficiency depends on agent team organisation
and the strategy used. The simplest strategy is when a single agent executes all
tasks on all nodes, while the most promising one is when team size and task
assignment are optimized according to the system and network conditions. As
an example, the role of planning agent aP , when ES should be re–configured
to ES′(ES → ES), is defined as follows: (1) Identify a subset of nodes S′ ⊂ S
that should be re–configured, i.e. for which s′i �= si; (2) Define deployment tasks
required for re–configuration of each node Si ∈ S′, for each elementary service
esij ∈ s′i′ ; (3) Define a sub–network N ′ ⊂ N which connects nodes from S′; (4)
Collect node and network parameters for (S′, N ′); (5) Decide which deployment
strategy to use, organize the agent team and let them work; (6) If deployment
results with ES′, all tasks were completed successfully. Otherwise the resulting
configuration is ESx �= ES′, and the procedure for re–configuring ESx → ES′

should be repeated until completion.
Related work includes different aspects of the agent–based approach for soft-

ware (re)configuration, updating and maintenance [3,4,5]. Using agents in ser-
vice oriented architectures has been studied mostly for service composition and
orchestration [6]. The practical implementation can be difficult for complex dis-
tributed systems, from functionality and performance point of view. Some pre-
liminary results show that rational agents based on BDI paradigm can cope
with a complexity issues related to frequent changes, deployment errors or in-
consistency and rollback ability. A service deployment framework, called the
Multi–Agent Remote Maintenance Shell (MA–RMS) [4,7] shown in Fig. 1, is
based on a formal model of a mobile agent network [8].

The main goal of the planning agent, ap−RMS , is to optimize the deployment
strategy. This goal is divided into two sub goals. The first sub–goal is to gather
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and analyse information regarding the nodes and the network. The second sub–
goal is to select a previously defined fixed strategy or an optimized one, taking
into account the node and network characteristics and conditions. This goal con-
sists of a set of plans, defined by triggering conditions and plan implementation.
Triggering conditions define when the plan is applicable, while plan implemen-
tation activates operational agents according to the selected strategy. Planning
agent ap−RMS selects the predefined strategy which gives minimum completion
time. The strategies are the following: (R1) a single agent executes all services
on all nodes; (R2) an agent executes a single service on one node only; (R3)
an agent executes all services on one node only; (R4) an agent executes a spe-
cific service on all nodes; (R5) services are assigned to the agents in order to
exploit maximal parallelism in service execution (mutually independent services
are assigned to different agents, in order to execute them simultaneously); (R6)
a hybrid solution combining R4 and R3. An agent is responsible for a specific
service on all nodes while other agents execute the remaining services each on a
different node. Strategies R1–R6 are static, i.e., they always generate the same
distribution of tasks among agents for a specific network topology, regardless of
available link bandwidth or other conditions. An additional strategy, R7, based
on a genetic algorithm for agent team optimization uses the network topology
and link bandwidth as input parameters [9].

Operational agents, ai−RMS , support full functionality required for software de-
ployment and maintenance on nodes in an IP network. These agents know how to
migrate, install, configure, start, stop and uninstall software. A mobile agent net-
work simulator is applied to access performance issues [10]. It can simulate agent
execution in different networks (i.e. nodes, switches and links), different operation
execution times and different strategies, including the genetic algorithm.

3 Evaluating Performance of the Agent–Based Software
Deployment Solution

The basic performance measure evaluated in the paper is the total execution
time of the software deployment and maintenance process. The first group of
parameters influencing this process describe the software under consideration
(ES) and its distribution to system nodes (S). This distribution is defined by
software configuration requirements for each node (si). The second group of
parameters is related to agents, their complexity (i.e. the operations assigned
to them, their size) and their life–cycle, as shown in Fig. 2. Agent migration
between nodes Si and Sj when peforming some deployment task is defined by
an agent transfer time, as follows: Tij = tpi + tij + taj where tpi is the agent
preparation time needed for agent serialization at the originating node Si; tij
is communication time needed for agent transfer from Si to Sj ; and taj is the
agent activation time which includes agent reception and de–serialisation at the
destination node.

Handling of some deployment task at node Sj is described by an agent holding
time: tqj = tcj + twj + tsj , where tcj is the inter–agent communication time (i.e.
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Fig. 2. Agent transfer and holding time

the time an agent spends at node Sj searching for the result of a deployment
task performed by another agent); twj is waiting time (i.e. the time an agent
spends in a queue at Sj waiting execution); and tsj is the serving time (i.e. the
time needed for execution at Sj). The third group of parameters describes the
characteristics and conditions of a distributed system that affect software deploy-
ment and maintenance. The basic node characteristics taken into consideration
are node processing power influencing serving time, and agent serialization and
de–serialization (tsj , tpi, taj). All deployment tasks are treated the same with
respect to tsj , which equals Δt. The basic characteristics of the network include
its topology and available link bandwidth. For analysis purposes, all parameters
related to timing are expressed in discrete time units, Δt.

This approach provides a tool for analyzing the performance of a single agent.
When extended to a multi–agent system and a mobile agent network [11], it al-
lows for analysis of the total execution time required to fulfill a software deploy-
ment and maintenance request. The total execution time is the time required
by an agent team to execute all deployment tasks on all nodes. The case study
that follows deals with the impact of agent serialization/de–serialization (tpi

and taj on Fig. 2) and available link bandwidth on the total execution time. The
sub–network under consideration consists of 12 nodes and 6 switch components
connected with a link of certain bandwidth (Fig. 3). Node S0 is used as a staring
node hosting the planning agents and from which all agents start their execu-
tion. The set of elementary services that should be deployed to all nodes except
S0 consists of 4 services. Three network scenarios are simulated by varying two
parameters: a) the available link bandwidth, and b) the ratio of agent execution
time to agent serialization/de–serialization time. The aim of the simulation is to
explore the influence of bandwidth variation and agent complexity on strategy
selection. In the first scenario the bandwidth of the links in the network was set
to 5 Mbit/s, in the second to 10 Mbit/s and in the third to 100 Mbit/s.

In all scenarios, the service agent execution time to agent serialization/de-
serialization time ratio varies from 1 to the 128. The results of the simulations
are shown in Fig. 4 (Sc. 1), Fig. 5 (Sc. 2) and Fig. 6 (Sc. 3). The graphs for
all scenarios and all strategies show the same basic characteristic: growth of the
total execution time as the ratio of agent execution time to agent serialization/
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Fig. 3. Network topology
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Fig. 4. Scenario 1: Simulation result for link bandwidth of 5 Mbit/s

de–serialization time increases. The reason for this is evident: holding time in-
creases with agent complexity. The difference between results obtained from
different strategies is the speed of its growth.

Each agent should be activated before execution and the strategy R3 with a
single agent responsible for one node only is the best one in this respect. Such
a conclusion will lead to the planning agent to define the triggering condition
for R3 as “low bandwidth” &“wide execution time span” and make it applicable
after detecting such situations (Sc. 1 and 2). Strategies R1, R4, and R6 have
poor performance in slow networks because of intensive agent migration, while
strategies R3 and R7 give acceptable total execution times (Sc. 1 and 2). With
higher bandwidth available, strategies R2 and R6 become comparable to R3,
because migration time has far less impact due to fast links (Sc. 3). Furthermore,
faster networks compensate with higher agent ratio, making complex agents more
attractive. Strategy R5 requires an triggering condition “parallel capability“.
Optimized strategy R7 shows good performance in the worst conditions, i.e. in
the case when the available bandwidth is low (Sc. 1 and 2). This discussion covers
performance analysis assuming an ideal environment where software deployment
and maintenance is completed as required. In reality, some agents might not
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Fig. 5. Scenario 2: Simulation result for link bandwidth of 10 Mbit/s
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Fig. 6. Scenario 3: Simulation result for link bandwidth of 100 Mbit/s

perform as required due to network congestion, unavailable nodes, and errors or
faults, leading to partial fulfilment of software deployment tasks. When detected,
such events can be used as additional triggers for optimized strategies.

4 Conclusion

An agent–based framework for software deployment includes a multi-agent system
with a planning agent and a team of operational agents. The intelligent planning
agent needs to know the current state of system nodes and the network. Using
this information, it can decide which strategy to choose in order to obtain better
performance characterists, i.e. acceptable total execution time. Simulations were
performed to evaluate deployment strategies from the performance perspective.
Three network scenarios were simulated with variations in the link bandwidth and
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the ratio of agent execution time to agent serialization/de-serialization time. The
obtained results demonstrate how bandwidth variation and agent complexity in-
fluence the total execution time.

Future work will include further definition and implementation of the planning
agent as a rational agent based on the BDI paradigm. Further on, robustness
issues will be studied in order to exploit the full potential of an agent-based
software deployment framework in a large–scale environment.
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Abstract. Policy-based security is an effective approach to manage knowledge 
systems by handling all behaviors of a system thought a set of rules. This  
approach has such advantages as capacity to define general high-level targets, 
ease for configuration, and flexibility in development and maintenance. How-
ever, the resolution of conflicts is unavoidable requirement because of many 
elements of subjectivity as well as objectivity in administrative processes. To 
this end, several works have been done, and they gave concrete results. In  
this paper, we will propose a new approach to solve conflicts and to integrate 
rules in a policy. A new representation of rules is given, the distances between 
rules are defined as well as postulates are presented and analyzed. Algorithms 
for integrating policy also have been proposed and examined.  

Keywords: Policy-based security, knowledge integration. 

1   Introduction 

Security is one of the important problems in multi-agent systems as well as database 
systems. It has become increasingly important for computer and information systems 
with explosive growth of the Internet and the widespread use of wireless networks. 
There are some methods to ensure the security for a system, and policy-based manage-
ment is one of the most common and effective approaches. By this approach, we can set 
the configuration easily, have the flexibility in development and maintenance processes 
as well as define general tasks in a high level without knowing about the detailed  
specification of system in which policy is applied. This approach is applied in sub-fields 
of AI and database systems such as security and access management [9], network  
management and monitoring [6, 12], and electronic commerce [2, 7].  

In policy-based management approach, all behaviors of a system are handled by a 
sequence of rules called policy. As we mentioned above, the approach has some ad-
vantages. However, if an inconsistent situation arises, it may lead the system to an 
unknown state or an error. Unfortunately, this situation is difficult to avoid because 
the rules of a policy may be given by many administrators, in different periods of 
time, and without the clear idea of their purposes [1]. Therefore, the problem to  
integrate security policy can be formulated as follows:  

Given policy may contain some conflicts, which requires resolution for the policy 
to be a robust one.  
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Working out a solution of this problem is one of the basic requirements of the  
system administrating. 

In order to integrate policies, the common task that we have to perform is solving 
conflicts. There are several methods for conflict resolution proposed. In [13], au-
thors propose the method base on Consensus Theory to resolve conflicts and inte-
grate security policy. The methods, based on the order of rules in the policy, the 
priority of the restriction of rules, and the most/least specific condition, are intro-
duced in [11]. Some structures defined for representing policies have been also 
examined. In [1] the authors defined an algebra of security policy as well as its 
semantics to combine authorization specifications. The hierarchy structures are used 
in [3, 4] and graph is recommended in [5, 10]. The representation of security rules 
on the syntactic level has been surveyed and analyzed in works published recently. 
For instance, set-based approach and semi-lattices are used to solve conflicts in 
policy rules [1] or relational structures have been proposed in [13]. In this paper, we 
propose the approach to represent this kind of knowledge and to solve conflicts on a 
logical semantic level. 

The rest of this paper is structured as follows. In Section 2, we present some re-
lated concepts such as some definitions of rule, policy, and conflict. The distance 
functions between rules are introduced in Section 3. The postulates are proposed and 
some algorithms are examined in Section 4. At last, some conclusions are included in 
Section 5.       

2   Basic notions 

Definition 1. A rule is the binding of a condition with an action to handle the be-
havior of the security system at a concrete situation. The condition will be evaluated 
to determine whether the action is performed. 

Formally, the model of policy rule is presented as follows: 

r: C → a 

in which C is a family of conditions, a is an action, and symbol “→” is only the way 
to represent the concept of the binding of a condition with an action instead of usual 
logical meaning. 

The condition usually is understood as specific fields of values, the number of 
these fields in each system is usually constant, and they are strictly ordered. The 
condition is satisfied if and only if all the fields are satisfied. In this work, we also 
assume that the conditions of rules include finite fields, which are ordered in a defi-
nite order and the actions of rules belong to a definite set of actions defined by 
administrators. 
 
Definition 2. A policy is a sequence of rules, which is used to administer, manage, 
and control access to a security system [1].  

A policy determines the appropriate action, which will be performed for each particu-
lar situation of system. So, a policy is also understood as the information that can be 
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used to handle the behavior of a system. Obviously, the system may have changed 
behavior if the order of rules in its policy is changed. Formally, we denote a policy p 
including rules r1, r2, ..., and  rn by a sequence as follows: 

p = < r1, r2, ..., rn > 

By symbol “⊕” we denote the concatenation between two policies, so a policy can 
be built as follows:  

1. If r is a rule, <r> is a policy. 
2. If p1 and p2 are policies, p1 ⊕ p2 is also a policy. 

It is easy to notice that with p1, p2 and p3 are policies; the concatenating operator ⊕ 
has following characteristics: 

a) p1 ⊕ p2  ≠  p2 ⊕ p1 
b) (p1 ⊕ p2) ⊕ p3  =  p1 ⊕ (p2 ⊕ p3) 

 

According to semantic view, a policy p can be defined as a pair <C, A>  where C is a 
set of fields of conditions and A is a set of actions. Policy p includes a set of rules, in 
which each of them has a conjunction of condition fields in C called a condition and 
an action in set A. We also accept the assumption that each rule has exactly one ac-
tion. Therefore, we concentrate about the representation of conditions of rules as 
follows:  

The real world of conditions includes a set C ={c1, c2, …, cn} of fields of condi-
tions and a set V = { Vc1, Vc2, … . Vcn} of the elementary values of condition fields 
respectively, (each Vci is the set of values of condition filed ci, or Vci is super  
domain of ci). Shortly, pair (C, V) is called a real world of conditions. Let ∏(Vc) 
denote the set of all subsets of set Vc . We also assume that for each condition field 
c, its value is always a set of elementary values from Vc, and obviously, it is an 
element of set ∏(Vc). An elementary value means a value, which is indivisible in 
the system.  

An expression (c = v) or (c ≠ v) where c ∈ C, v ∈ ∏(Vc) and v is a finite set, is-
called a literal from real world (C, V). If a literal has form (c = v) we call it a positive 
literal if it has form (c ≠ v) then we call a negative literal. A negative literal (c ≠ v) 
can be considered to be equivalent to ¬(c = v). A negative literal may be transformed 
into a positive literal by using the attribute super domains, that is literal (c ≠ v) is 
equivalent to literal (c = v’) where v’ = Vc\v. By CCV we denote the set of all  
conditions of (C, V)-based literals. 
 
Definition 3. By the semantics of conditions, we define the following function: 

SCo : CCV →  

such that  

SCo(x) = {(a1, a2, … , an): ai ∈ vi , i=1..n} 

where  x = (c1, v1) ∧ (c2, v2) ∧.  (cn, vn), vi ∈ ∏(Vci) 
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Thus the semantics of condition x is the set of all tuples built by Cartesian product 
of all super domains of the condition fields occurred in x. The intuition of this defini-
tion is based on the aspect that if condition x represents the condition of a rule, set  
SCo(x) will consist of all possible scenarios which are included in x.  
 
Definition 4. The semantics of rules is the semantics of conditions binding with the 
corresponding actions. 
 
Because of the assumption that each rule has only one action, it is intuitive to consider 
that the semantics of a rule includes all possible scenarios of the condition binding 
with the action. The following example illustrates the intuition: 
 
Example 1. Considering to a rule in access filter policy of a system as follows: r = 
(protocol,{TCP})∧(IP_address,{192.168.0.2- 4})∧(port,{100-102})→(action = 
permitted).  

The semantics of rule r has the following tuples: 

Table 1. The semantics of rule r  

Protocol IP_address Port Action 
TCP 192.168.0.2 100 Permitted 
TCP 192.168.0.2 101 Permitted 
TCP 192.168.0.2 102 Permitted 
TCP 192.168.0.3 100 Permitted 
TCP 192.168.0.3 101 Permitted 
TCP 192.168.0.3 102 Permitted 
TCP 192.168.0.4 100 Permitted 
TCP 192.168.0.4 101 Permitted 
TCP 192.168.0.4 102 Permitted 

 
We have the following properties of the semantics of conditions: 

Proposition 1. Conditions 

x = (c1, v1) ∧ (c2, v2) ∧...∧ (ck, vk) and 
x’ = (c1, v1) ∧ (c2, v2) ∧...∧ (ck, vk)∧ (c,Vc) 

where attribute c does not occur in x, should have the same semantics, that is 

SCo(x) = SCo(x’). 

Conditions x and x’ having the same semantics are called equivalent to each other. 
 

Definition 5. Rules c1 → a1 and c2→ a2 are conflict if SCo(c1) ∩ SCo(c2) ≠ ∅. 

The conflict between two rules occurs in the case if it there exists scenarios in which 
the rules have the same condition. In work [13], authors classified and analyzed types 
of policy conflicts based on the relations between rules such as shadowing conflict, 
redundancy conflict, correlation conflict, and exception conflict.   
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3   Distances between Security Rules 

Generally, the distance between two rules may be understood as the sum of the dis-
tance between the conditions and the distance between the actions of these rules. It is 
intuitive that the distance between two conditions should be equal the minimal cost of 
translating the semantics of the first condition into the semantics of the second one. 
Thus we have: 

Definition 6. For conditions b = c1 ∧c2 ∧...∧ cn  and b’ = c’1 ∧c’2 ∧...∧ c’m, their 
distance  dC(b,b’) is equal the minimal cost for transforming set SC(b) into set SC(b’). 

 
By the operation transforming set SC(x) into set SC(x’) we mean performing such op-
erations as adding, removing and transformation to the elements of set SC(x), which in 
the result give set SC(x’). For the need of the definition of these operations, we define 
the following cost functions: 

• Function d1: V → (0,+∞): specifies the cost for adding (or removing) of an 
elementary value to (or from) a set. 

• Function d2: V×V → [0,+∞): specifies the cost for transformation of one  
elementary value into another. 

Similarly, like in work [8] for functions d1 and d2 we also accept the following  
assumptions: 

a) Function d2 is a metric, i.e. for any x,y,z∈V the following conditions are held: 

- d2(x,y) ≥ 0, d2(x,y) = 0 if and only if x=y, 
- d2(x,y) = d2(y,x), 
- d2(x,y)+d2(y,z) ≥ d2(x,z); 

b) For any x,y ∈V |d1(x) − d1( y)| ≤ d2(x,y) ≤ d1(x)+d1(y). 

Condition a) ensure that function d2 may be treated as a distance function between 
elements from set V. Condition b) is an intuitive condition, that may be stated that 
from set {y}, the cost to add element x into {y} to become {x, y} should be smaller 
than the cost to transform y into x and add y to become {x, y}; the cost to transform x 
into y is smaller than the total cost to remove x and to add y. 

For convenience in calculating, in this work we assume that d(x) = d(y) = 1 and 
d(x, y) = d(x)+d(y).  

Definition 7. For rules r1 = c1 →a1 and r2 = c2 →a2, the distances between r1 and r2 
is calculated as 

 d(r1, r2) = dC(c1, c2) + dA(a1, a2) 

where  dA(x, y) = 
1  0      ( x , y ∈ Α) 

We have the algorithm to calculate the distance between two rules as follows: 
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Algorithm 1. Computing distance value of two rules. 

Given: Rules r1 = c1 →a1 and r2 = c2 →a2 
Result: Distance value between r1 and r2. 
BEGIN 

1. For each c ∈ C, and Vc is super domain of c.  
If c occurs in c1 but not in c2 then c2 = c2 ∧ (c, Vc)  
If c occurs in c2 but not in c1 then c1 = c1 ∧ (c, Vc) 

2.  For each condition field c in c1, we calculate the cost to transform (c, v1) in c1 

into (c, v2) in c2. 

3. Calculate the cost to transform action a1 into action a2. 
4. Return total value of Step 2 and Step 3  

END 

4   Postulates and Algorithms 

Let U be a finite universe consisting of rules may occur in a policy system. By ∏(U) 
we denote the set of all finite and nonempty sequences with repetitions of set U. Each 
element of ∏(U) is called a conflict profile in policy system. Therefore, a conflict 
profile is a set with repetition of rules with a determined order, in other words, it is 
called a policy profile in some system. By integration function, we mean the follow-
ing function: 

 : ∏(U) → 2U
 

In this function, we assume that the result will be a sequence without repetition. 
For a profile X sequence (X) is called the integration of X. By (U) we denote the 
set of all integration functions for universe U. 

Definition 8. By an integration function  ∈  (U) for profiles of rules we under-
stand a function: 

: ∏(U) → 2U
 

which satisfies one or more of the following postulates: 
P1. For X=<x1, x2, …, xn>, xi ∈ U,  there should be: 
 (X ⊕ X ⊕ …⊕ X) = (X) 
P2. For X =X1 ⊕ X2 and Y is a subsequence of (X), there should be 
  (X) =  (X1 ⊕ Y ⊕ X2) 
P3.  (X) ≠ ∅ for any profiles X 
P4. For X =X1 ⊕ X2, there should be 
      (X) =  (  (X1) ⊕ (X2)) 

     P5. A consensus x*∈ (X) should minimize the sum of distances: 

; 

P6. an O2-consensus of set P if it satisfies the following condition: 

 

*

'
( , ) min ( ', )

x X x Xx X
d x x d x x

∈ ∈∈
=∑ ∑

2 * 2

'
( , ) min ( ', )

x X x Xx X
d x x d x x

∈ ∈∈
=∑ ∑
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Some commentary of these postulates is given as follows: 

• Postulate P1 corresponds with situation in which policy includes some iden-
tical subsequences of rules. The result of integrating process is the policy 
will be changed by a subsequence.  

• Postulate P2 states that if a subsequence of rules is in the integration  
sequence of the profile X, it is also in the integration sequence of profile  
created by insert this subsequence into X. 

• Postulate P3 implies that there is always solution for any integration process.  
• The main idea of postulate P4 is that we can first partition the policy into 

some subsequences of rules and perform integration processes for each sub-
sequence, and then we concatenate these intermediate results and perform 
the last integration process to achieve result. The idea is based on divide-
and-conquer strategy, a very common one in Artificial Intelligent.   

•  Postulates P5 and P6 refer to the popular criteria of consensus theory. We 
can use these criteria to determine the integration result quantitatively. 
 

With the assumption that all condition fields are independent and all actions are inde-
pendent, we present algorithm to integrate policy rules based on O1 criterion as follows: 

 
Algorithm 2. Computing O1-consensus X for set P of rules. 
Given: Finite set P (with repetitions) of (C, A)-based clauses. 
Result: Consensus X for P satisfies P1, P2, and P5. 
BEGIN 

1. Create the set: 
profile(P) =    
where S(x)is the set of semantics of rule x ; 

2. Let X:=∅; Sb := +∞; Z = profile(P); 

3. While Z ≠ ∅ do 
3.1. Select from Z an element z such that the sum 

 is minimal; 

Z := Z\{z}; 
3.2. If Sb ≥ min then 

Begin 
Sb:= min 
X:=X∪{z}; 

End; 
      End while 
4. Return X; 

END. 

The idea of this algorithm is stated as follows: we firstly collect all the semantics 
of all rules in set P of rules, and then we step by step choose the best semantics, of 
which the distance among it and chosen ones is minimum and the reached value is 
smaller than current total distance value, and add it in chosen set of semantics. We 
perform these steps until all semantics in initial set is examined.    

{ }( )
min : min ( , )x X zy profile b

d x y∈ ∪∈
=∑
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5   Conclusions 

In this paper, we have proposed a new approach to solve conflicts and to integrate 
rules in a policy, in which a new representation of policy rules on the semantic level 
has been presented and the distances between rules are defined. Several postulates for 
policy integration are proposed and analyzed. An algorithm for policy integration has 
been proposed and examined. In future works, we will continue to have more deeply 
analysis about this approach and work out some algorithms satisfying other groups of 
chosen postulates. 
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Abstract. Authors are conducting research aiming to develop new in-
terfaces that follow the mechanism of human communication, partic-
ularly focusing on human common sense. In this paper, a method is
proposed which processes any ”subject” using knowledge base and an
Association Mechanism. In proposed method, 27 attributes of ”subject”
were judged by knowledge base. Moreover, an unknown word processing
is proposed which deals with actor words which were not registered in
the knowledge base. The result of the proposed method gave the correct
answer in 75% of cases. If the ”not out-of-common-sense” answers were
counted as part of the ”correct answers”, the correct-answer ratio rose
to 96%. Therefore, if the proposed method and the existing method were
combined, the correct-answer ratio was approximately 85%.

Keywords: Emotion, Common Sense, Concept Base, Degree of
Association.

1 Introduction

Authors are conducting research aiming to develop new interfaces that follow
the mechanism of human communication, focusing on human common sense.
Humans, in such communication, are able to appropriately interpret ambiguous
information that they receive and carry on a smooth conversation. Common
sense is knowledge (ability) that only man has. The person can express, and act
feeling neither sense of incompatibility nor unnatural by using common sense.
Moreover, when the sense of incompatibility and unnatural are felt, the person
can appropriately interpret them.

Especially, authors focus on the emotion of such common sense and attempt
to establish a method to judge the user’s feelings based on what the user says. It
is expected that use of this system can, for instance, select an appropriate expres-
sion if the content that the system tries to provide the user contains expressions
that are unpleasant or remind the user of unhappy events.

Such systems and methods have already been developed. The developed
method[1] judges a user’s emotion, categorized into 10 types, from a sentence the
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user utters, based on the four components of the sentence: ”subject”, ”modifier”,
”object word”, and ”action word”. However, ”subject” used in the method has
been limited to ”I”.

However, for example, people judge that speaker is joyful from utterance ”My
father obtains a lot of money”. On the other hand, people judge that speaker is
angry from utterance ”Thief obtains a lot of money”. Thus, proper processing of
sentential actor is absolutely imperative for a smooth conversation. Therefore,
a method is proposed which processes any ”subject” using knowledge base and
an Association Mechanism in this paper.

2 The Existing Emotion Judgment System

The components of uttered sentences to be used to judge speaker emotion
were limited to four (”subjects”, ”modifiers”, ”objects” and ”action words”)[1].
Figure 1 shows outline of the existing Emotion Judgment method.

A ”subject” was a noun that refers to the agent of the uttered sentence. This
was limited to ”I” which denotes the speaker him/herself.

A ”modifier” was an adjective or ”adjectival verb” that modifier the ”object”
which follows the modifier. ”Modifiers” may be omitted, as they were not always
necessary in textual expression. The direct modification and dependent modifi-
cation types were further divided into different groups having similar meaning
according to the adjectives describing the modifiers, and they were registered in
the knowledge base for emotion judgment.

An ”object” was a noun that denotes the object of the subject’s action, be-
havior, or state. Objects were also classified according to their meanings using
the 203 sense words that the Sense Judgment System[2, 3] can judge. These
203 sense words share the common meaning categories with the modifiers dis-
cussed earlier. In addition, ”modifiers” and ”objects” collectively were referred
to as ”object words”. In short, the 203 sense words were used to categorize the
meanings of the object words.

An ”action word” was a verb, adjective, or ”adjectival verb” that describes
the subject’s action, behavior, or state. An action word converted the feature

Category of

action word

ObjectModifier Action word

Speaker’s emotion

Subject

Object word

203 categories 12 categories

“ I ”
Meaning category

of object word

10 emotions

Fig. 1. Outline of the existing Emotion Judgment System
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related to the sense and perception that associated with an object word. Fea-
tures expressed in terms of senses and perceptions could be roughly divided into
positive and negative expressions. Likewise, emotions could also be categorized
into two groups, positive and negative. Therefore, four types of effect could be
found in the action words.

A speaker’s emotion was judged based on the ”subject”, ”object words”, and
”action words”. With respect to the emotions that were generated, those asso-
ciated with a total of 406 pairs of the meaning categories of object words (203
categories) and action words (2 categories of ”succession” and ”opposite”) were
manually defined and registered in the system’s Emotion Judgment Knowledge
Base.

Many psychologists, philosophers, etc., have studied human emotions[4, 5, 6].
However, these researchers have had different interpretations of emotions and
devised different models for emotions, as emotions have no substance and are
quite ambiguous. Therefore, emotions have been defined as ”something one feels
instantaneously when an action takes place” and has defined the following ten
emotions to judge: ”joy”, ”sadness”, ”anger”, ”ease”, ”fear”, ”disappointment”,
”shame”, ”regret”, ”sense of guilt”, and ”no emotion”.

Some knowledge related to the ”generation of emotions”, the ”action words”,
and the ”modifiers” of the ”object words” were registered in the Emotion Judg-
ment Knowledge Base. Based on this, the system associated words and expanded
its knowledge within the range of common sense, making it possible to handle
many expressions. The word association was realized by using the huge Concept
Base[7, 8] that was automatically built from multiple digital dictionaries, and a
method to calculate the Degree of Association[9] that evaluates the relationship
between words. Hereafter, this Concept Base and the calculation method are
called the ”Association Mechanism”.

3 Elemental Technique

3.1 Concept Base

The Concept Base is a large-scale database that is constructed both manually
and automatically using words from multiple electronic dictionaries as concepts
and independent words in the explanations under the entry words as concept
attributes. In the present research, a Concept Base containing approximately
90,000 concepts was used, in which auto-refining processing was carried out
after the base had been manually constructed. In this processing, attributes
considered inappropriate from the standpoint of human sensibility were deleted
and necessary attributes were added.

In the Concept Base, Concept A is expressed by Attributes ai indicating the
features and meaning of the concept in relation to a Weight wi denoting how
important an Attribute ai is in expressing the meaning of Concept A. Assuming
that the number of attributes of Concept A is N , Concept A is expressed as
indicated below. Here, the Attributes ai are called Primary Attributes.

A = {(a1, w1), (a2, w2), · · · , (aN , wN )}
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Fig. 2. Example of the Concept “train” expanded as far as Secondary Attributes

Because Primary Attributes ai of Concept A are taken as the concepts defined in
the Concept Base, attributes can be similarly elucidated from ai. The Attributes
aij of ai are called Secondary Attributes of Concept A. Figure 1 shows the
elements of the Concept ”train” expanded as far as Secondary Attributes.

3.2 Degree of Association Algorithm

For Concepts A and B with Primary Attributes ai and bi and Weights ui and vj ,
if the numbers of attributes are L and M , respectively (L ≤ M), the concepts
can be expressed as follows:

A = ((a1, u1), (a2, u2), · · · , (aL, uL))
B = ((b1, v1), (b2, v2), · · · , (bM , vM ))

The Degree of Identity I(A,B) between Concepts A and B is defined as follows
(the sum of the weights of the various concepts is normalized to 1):

I(A,B) =
∑

ai=bj

min(ui, vj)

The Degree of Association is calculated by calculating the Degree of Identity
for all of the targeted Primary Attribute combinations and then determining
the correspondence between Primary Attributes. Specifically, priority is given
to determining the correspondence between matching Primary Attributes. For
Primary Attributes that do not match, the correspondence between Primary
Attributes is determined so as to maximize the total degree of matching. Using
the degree of matching, it is possible to give consideration to the Degree of
Association even for Primary Attributes that do not match perfectly.

When the correspondences are thus determined, the Degree of Association
R(A,B) between Concepts A and B is as follows:

R(A,B) =
L∑

i=1

I(ai, bxi)(ui + vxi)× {min(ui, vxi)/max(ui, vxi)}/2

In other words, the Degree of Association is proportional to the Degree of Identity
of the corresponding Primary Attributes, and the average of the weights of those
attributes and the weight ratios.
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27 categories

Category of

action word

ObjectModifier Action word

Emotion of “subject : I”

Subject

Speaker’s emotion

Object word

203 categories 12 categories

Meaning category

of subject word

Meaning category

of object word

10 emotions

10 emotions

Fig. 3. Outline of proposed Emotion Judgment System

3.3 Sense Judgment System[2, 3]

The knowledge base for the sense and perception judgments has a structure like
a thesaurus, and it contains sense and perception words that are associated with
typical nouns, which have been entered manually. In cases when an unknown
word not registered in the Sense Knowledge Base needs to be processed, the
system calculates the Degree of Association with those known words registered
in the knowledge base for the sense and perception judgments and chooses the
one with the highest Degree of Association for processing. This lets the system
obtain the rough corresponding sense and perception. In addition, the system
refers to the attributes registered in the Concept Base to find the sense and
perception particular to that word. Due to its structure, these attributes in the
Concept Base contain some inappropriate words as senses and perceptions to be
associated, and thus the system is carefully designed so that the correct sense
and perception is selected using the Degree of Association.

4 Processing of Emotion Judgment Based on the
Relationship between Speaker and Sentential Actor

The existing Emotion Judgment System has been limited to ”I” which denotes
the speaker him/herself for ”subject”. However, for example, people judge that
speaker is joyful from utterance ”My father obtains a lot of money”. On the other
hand, people judge that speaker is angry from utterance ”Thief obtains a lot of
money”. Thus, proper processing of sentential actor is absolutely imperative for
a smooth conversation. Therefore, an emotion judgment method is proposed
which any ”subject” is processable in this paper.

Figure 3 shows outline of the proposed Emotion Judgment System.
”Object word” and ”action word” are categorized into 203 sense words and 12

categories, respectively. Moreover, emotion of ”subject(I)” are judged by these
combination. The method is same in section 2.
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In the proposed method, to correspond besides ”I” which is ”subject” in the
existing method, the processing of the subject is enhanced. Concretely, ”subject”
is categorized into 3 attributes: liking (likes and dislikes), familiarity (closeness),
sociality (good and evil). These 3 attributes have 3 values. In short, ”subject”
is categorized into 27 categories. Speaker’s emotion is judged by combination
of these 27 categories and judged emotion of ”I”. In addition, 3 attributes of
”subject” and speaker’s emotion are judged by knowledge base.

4.1 Sentential Actor’s Attribute Knowledge

A knowledge base for judgment of sentential actor’s emotion was manually de-
fined. The knowledge base was created based on an existing thesaurus[10] using
a tree structure to represent its knowledge efficiently. All nouns registered in the
thesaurus were related to the above-mentioned 3 attributes values. In addition,
the nouns related to the 3 attributes values were 9068 words.

4.2 Unknown Word Processing for Sentential Actor Judgment

Even if the attributes values of the sentential actor are related to 9068 words by
using the thesaurus, all sentential actors cannot be covered. Thus, an unknown
word processing is proposed which deals with words which were not registered
in the knowledge base.

As mentioned, words which are lower than some node have similar attributes
values, because the knowledge base was created based on the thesaurus. There-
fore, when input word are not registered in the knowledge base, the Degree of
Association are calculated between the word and 437 nodes (words) in the the-
saurus. Moreover, Words which have the Degree of Association among the top
ten are selected. Attributes values of unknown word are defined by a majority
vote of the attributes values of the selected words. As a result, the attributes
values can be related to the unknown word.

4.3 Knowledge for Emotion Judgment

As mentioned, speaker’s emotion is judged by combination of attributes values
of sentential actor and judged emotion of ”I”. Therefore, an emotion generation
knowledge base was newly made besides the existing emotion generation knowl-
edge base. 270 rules which are combination of 27 categories (attributes values)
of sentential actor and 10 emotions are registered in the knowledge base.

5 Performance Evaluation of the Proposed Emotion
Judgment Method

In order to evaluate how valid the emotions generated by proposed emotion judg-
ment method were, 530 sentences were collected from 5 test subjects to be used
as data for evaluation. In addition, in this evaluation, ”object word” (”modifier”
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Fig. 4. Result of proposed Emotion Judgment method

and ”object”) and ”action word” which were perfectly processed were selected
for evaluation of sentential actor’s processing. Five test subjects were then asked
to judge whether the emotions generated by the proposed method were common
sense. If four or more of judges said emotion generated was a common sense
emotion, the emotion was considered as ”common sense” (correct answer). In
cases when two or three subjects said the emotion was ”common sense”, the gen-
erated emotion was considered as being ”not out-of-common-sense”. If only one
subject or no subjects considered the generated emotion as ”common sense”,
the emotion was thought of as ”out of common sense” (an error). For cases
when multiple emotions were generated, they were considered as being ”com-
mon sense” (correct answer) if all of the generated emotions were common sense
ones. If any one of the emotions was considered to be ”out of common sense”,
then the particular emotion generated was considered as being ”out of common
sense” (an error). All others were regarded as being ”not out-of-common-sense”.

Figure 4 shows the result of the proposed emotion judgment method. Sen-
tences which had unknown word of sentential actor were 80 sentences. The result
gave the correct answer in 55% of cases. If the ”not out-of-common-sense” an-
swers were counted as part of the ”correct answers”, the correct-answer ratio rose
to 84%. In addition, all result gave the correct answer in 75% of cases. If the ”not
out-of-common-sense” answers were counted as part of the ”correct answers”,
the correct-answer ratio rose to 96%. Furthermore, the existing Emotion Judg-
ment method had 88% as the correct-answer ratio. If the proposed method and
the existing method were combined, the correct-answer ratio was approximately
85%. Because these ratios were high, authors believe that proposed method is
effective.

6 Conclusions

In this paper, authors focused on emotions, which are part of the common sense
judgments humans make in everyday communication. Such existing method
judges a user’s emotion, categorized into 10 types, from a sentence the user
utters, based on the four components of the sentence: ”subject”, ”modifier”,
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”object word”, and ”action word”. However, ”subject” used in the method has
been limited to ”I”. Therefore, a method was proposed which processed any
”subject” using knowledge base and an Association Mechanism. In proposed
method, 27 attributes of ”subject” were judged by knowledge base. Moreover,
an unknown word processing is proposed which deals with actor words which
were not registered in the knowledge base.

The result of the proposed method gave the correct answer in 75% of cases.
If the ”not out-of-common-sense” answers were counted as part of the ”cor-
rect answers”, the correct-answer ratio rose to 96%. Therefore, if the proposed
method and the existing method were combined, the correct-answer ratio was
approximately 85%. Because these ratios were high, authors believe that pro-
posed method is effective.
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Abstract. In this paper, we propose a formal logic approach to specify
the system security policies and rules and their reasoning in response to
queries of accessing the system resource. Especially we investigate and
handle the situation where the security agent’s knowledge based on which
the access decision is made is not complete. We introduce modal logic to
specify and reason about a security domain, then translate the domain
into an epistemic logic program [10]. We show that our approach has an
expressive power to describe a variety of complex security scenarios.

Keywords: Authorization Policy, Modal Logic, Formal Language,
System Security, Logic Program.

1 Introduction

Authorization or access control protects the information system by only allow-
ing authorized entry and operation on the system resources. This topic has been
extensively studied in [3,11] etc. and a variety of authorization specification ap-
proaches such as access matrix [5], role-based access control [4], access control in
database systems [8], authorization delegation [9], procedural and logical specifi-
cations [1,2] have been investigated. Since logic based approaches provide a power-
ful expressiveness [6] as well as flexibility for capturing a variety of system security
requirements, increasingly, a lot of work has been focusing on this aspect. Never-
theless, there were some limitations so far in these approaches. For instance, when
the security agent does not have complete, specific information on the security do-
main, how to reason and answer access queries under such a scenario?

In this paper, we propose a knowledge based formal languages Lk to specify
authorization domain with incomplete information in secure computer systems.
We introduce modal logic to specify and reason about a security domain then
translate the domain into an epistemic logic program. We show that our approach
has an expressive power to describe a variety of complex security scenarios.

To simplify our presentation, we assume the existence of a single, local system
securityofficer or securityagent administering theauthorizations.This assumption
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enables us to concentrate on a single administering agent system and hence avoids
the problem of coordination among multi agents.

The rest of the paper is organized as follows. Section 2 describes language Lk

by outlining its syntax and gives some authorization policy examples specified
by the language. Section 3 explains the semantics of language Lk. We start by
introducing a general overview of epistemic logic program, then map the domain
description specified by Lk into the logic program. In section 4, we show a case
study of a domain description and its reasoning. Finally, section 5 concludes the
paper with some remarks.

2 A Knowledge Based High Level Language Lk

In this section we define the basic syntax of a high level language Lk which
embeds a modal operator K to represent an agent’s knowledge about access
control policies.

2.1 Syntax of Lk

Language Lk includes the following disjoint sorts for subject, group-subject,
access-right, group-access-right, object, group-object together with predicate sym-
bols holds, ∈, ⊆ and logic connectives ∧ and ¬.

The six disjoint sorts and the predicate symbols ∈ and⊆ are defined as follows:

1. Sort subject: with subject constants S, S1, S2, · · ·, and subject variables
s, s1, s2, · · ·.

2. Sort group-subject: with group subject constants G,G1, G2, · · ·, and group
subject variables g, g1, g2, · · ·.

3. Sort access-right: with access right constants A,A1, A2, · · ·, and access right
variables a, a1, a2, · · ·.

4. Sort group-access-right: with group access right constantsGA,GA1, GA2, · · ·,
and group access right variables ga, ga1, ga2, · · ·.

5. Sort object: with object constants O,O1, O2, · · ·, and object variables
o, o1, o2, · · ·.

6. Sort group-object: with group object constantsGO,GO1, GO2, · · ·, and group
object variables go, go1, go2, · · ·.

7. A modal operator K to represent what an agent knows to be true.
8. A ternary predicate symbol holds which takes arguments as subject or group-

subject, access-right or group-access-right and object or group-object respec-
tively, which is used to represent particular access rights with the associated
subjects and objects.

9. A binary predicate symbol ∈ which takes arguments as subject and group-
subject or access-right and group-access-right or object and group-object re-
spectively.

10. A binary predicate symbol ⊆ whose both arguments are group-subjects,
group-access-rights or group-objects.
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In Lk, we define a fact f to be an atomic formula or its negation. A ground fact
is a fact without variable occurrence. We view ¬¬f as f . A fact expression φ
of Lk is defined as follows: (i) each fact φ is a fact expression; (ii) if φ and ψ
are fact expressions, then φ ∧ ψ and φ ∨ ψ are also fact expressions. A ground
fact expression is a fact expression without variable occurrence. A ground fact
expression is called a ground instance of a fact expression if this ground fact
expression is obtained from the fact expression by replacing each of its variable
occurrence with the same sort constant. A fact expression φ is called conjunctive
(or disjunctive) if it is of the form φ1 ∧ · · · ∧ φn (or φ1 ∨ · · · ∨ φn respectively),
where each ϕi is a fact.

Now we are ready to formally define the propositions in Lk. An initial propo-
sition in Lk is defined as

initially φ (1)

where φ is either a conjunctive or disjunctive fact expression. That is, φ is of the
form φ1 ∧ · · · ∧ φn or φ1 ∨ · · · ∨ φn, where each φi is a fact.

An objective proposition is an expression of the form

φ if ψ with absence γ (2)

where φ is either a conjunctive or disjunctive fact expression, ψ and γ are two
conjunctive fact expressions.

A subjective proposition is an expression of the form

φ if ψ with absence γ knowing β, (3)

or
φ if ψ with absence γ not knowing β, (4)

where φ is a conjunctive or disjunctive fact expression, and ψ, γ and β are
conjunctive fact expressions.

A proposition is called a ground proposition if it does not contain variables. A
policy domain description D in Lk is a finite set of initial propositions, objective
propositions and subjective propositions.

2.2 Representing Complex Access Control Scenarios Using LK

In the following, we describe a few complex security scenarios using language
LK , and demonstrate that LK is an expressive language to represent incomplete
information, default information, and agents’ knowledge in relation to various
access control situations.

Example 1. Consider a scenario where a department has some classified files re-
lated to different projects. The security rules are: the directors of the department
can access all these classified files, all other staff can only access the files related
to the project he is currently assigned. Assume that Staff, Director, ProjectA
represent the group of all staff of the department, the group of directors and
the group of staff working for project A respectively. If we know that Alice is
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a director, Bob is a staff working for project A and Carl is a staff working for
other project. FileA is a classified document of Project A.

A domain description D specifies this scenario consists of the following propo-
sitions:

initially holds(Alice, Access, F ileA),
initially holds(Bob,Access, F ileA),
initially ¬holds(Carl, Access, F ileA),
holds(x,Access, F ileA) if x ∈ Staff ∧ x ∈ Director,
holds(x,Access, F ileA) if x ∈ Staff ∧ x ∈ ProjectA,
¬holds(x,Access, F ileA) if x ∈ Staff ∧ ¬(x ∈ Director) ∧ ¬(x ∈
ProjectA).

Example 2. Consider a domain description D consists of the following proposi-
tions:

initially holds(S,Own,O),
holds(S,Write,O) if holds(S,Own,O)

with absence ¬holds(S,Write,O),
¬holds(S,Own,O)) if ¬holds(S,Read,O).

This domain description expresses the following policies: initially subject S owns
object O. If there is no evidence that S cannot write on O is absent from the
domain, then S has write right on O, and S will no longer owns O if some-
how S cannot read O anymore. Here with absence ¬holds(S,Write,O) repre-
sents a default information. As long as there is no clear information indicating
¬holds(S,Write,O), it would be assumed that S can write O.

3 Semantics of Lk

Given a domain description D, we will translate it into an epistemic logic pro-
gram Π(D), then the semantics of D will be defined based on the world view
semantics of program Π(D). In the following, we first introduce epistemic logic
programs, and then define the semantics of Lk. Due to space limitation, we will
skip the translation details and just focus on the epistemic logic programs.

In this section, we present a general overview on epistemic logic programs.
Gelfond extended the syntax and semantics of disjunctive logic programs to
allow the correct representation of incomplete information in the presence of
multiple extensions [7]. In epistemic logic programs, the language of (disjunctive)
extended logic programs is expanded with two modal operators K and M . KF
is read as “F is known to be true” and MF is read as “F may be believed to be
true”. In this paper we will consider propositional epistemic logic programs where
rules containing variables are viewed as the set of all ground rules by replacing
these variables with all constants occurring in the language. The semantics for
epistemic logic programs is defined by the pair (A,W ), where A is a collection
of sets of ground literals which is also simply called is a collection of belief sets,
and W is a set in A called the agent’s working set of beliefs. The truth of a
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formula F in (A,W ) is denoted by (A,W ) |= F and the falsity is denoted by
(A,W ) =|F . They are defined as follows.

(A,W ) |= p iff p ∈W where p is a propositional atom.
(A,W ) |= KF iff (A,Wi) |= F for all Wi ∈ A.
(A,W ) |= MF iff (A,Wi) |= F for some Wi ∈ A.
(A,W ) |= F ∧G iff (A,W ) |= F and (A,W ) |= G.
(A,W ) |= F or G iff (A,W ) |= ¬(¬F ∧ ¬G).
(A,W ) |= ¬F iff (A,W ) =|F .
(A,W ) =|F iff ¬F ∈W where F is a ground atom.
(A,W ) =|KF iff (A,W ) �|= KF . (A,W ) =|MF iff (A,W ) �|= MF .
(A,W ) =|F ∧G iff (A,W ) =|F or (A,W ) =|G.
(A,W ) =|F or G iff (A,W ) =|F and (A,W ) =|G.

It is worth mentioning that since belief set W allows both positive and negative
propositional atoms, in Gelfond’s semantics, (A,W ) =| ϕ is not equivalent to
(A,W ) �|= ϕ in general. For instance, ({{a, b}}, {a, b}) �|= c, but we do not have
({{a, b}}, {a, b}) =| c (i.e. ({{a, b}}, {a, b}) |= ¬c). Consequently, here K and M
are not dual modal operators here. Consider A = {{a, b}, {a, b,¬c}}. Clearly we
have A |= ¬K¬c. But having A |= Mc seems to be wrong.

If a formula G is of the form KF , ¬KF , MF or ¬MF (where F is a propo-
sitional formula), then its truth value in (A,W ) will not depend on W . In this
case we call G a subjective formula. If F is a propositional literal, then we call
KF , ¬KF , MF , and ¬MF subjective literals. On the other hand, if G does not
contain K or M , then its truth value in (A,W ) will only depend on W and we
call G an objective formula or objective literal if G is a propositional literal. In
the case that G is subjective, we simply write A |= G instead of (A,W ) |= G,
and W |= G instead of (A,W ) |= G in the case that G is objective. In general,
we simply write A |= G if for each W ∈ A, we have (A,W ) |= G. each A

An epistemic logic program Π is a finite set of rules of the form:

F ← G1, · · · , Gm, not Gm+1, · · · , not Gn. (5)

In (5), m,n ≥ 0, F is of the form F1 or · · · or Fk (k ≥ 1) and F1, · · · , Fk are ob-
jective literals, G1, · · · , Gm are objective or subjective literals, and Gm+1, · · · , Gn

are objective literals. For an epistemic logic program P , its semantics is given
by its world view which is defined in the following steps:

Step 1. Let Π be an epistemic logic program not containing modal operators
K and M and negation as failure not. A set W of ground literals is called a
belief set of Π iff W is a minimal set of satisfying conditions: (i) for each rule
F ← G1, · · · , Gm from Π such that W |= G1 ∧ · · · ∧Gm we have W |= F ; and
(ii) if W contains a pair of complementary literals then W = Lit, i.e. W is an
inconsistent belief set.

Step 2. Let Π be an epistemic logic program not containing modal operators
K and M and W be a set of ground literals in the language of Π . By ΠW we
denote the result of (i) removing from Π all the rules containing formulas of the
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form not G such that W |= G and (ii) removing from the rules in Π all other
occurrences of formulas of the form notG.

Step 3. Finally, let Π be an arbitrary epistemic logic program and A a collection
of sets of ground literals in its language. By ΠA we denote the epistemic logic
program obtained from Π by (i) removing from Π all rules containing formulas
of the form G such that G is subjective and A �|= G, and (ii) removing from
rules in Π all other occurrences of subjective formulas. Now we define that a
collection A of sets of ground literals is a world view of Π if A is the collection
of all belief sets of ΠA.

4 A Case Study: Reasoning about Knowledge in Access
Control

So far we have specified the semantics of our access control policy language LK

which can represent an agent’s knowledge about policies. In this section, we will
demonstrate a non-trivial case study, from which we show that our approach for
knowledge based access control can overcome some difficulties in the reasoning
about access control when incomplete information is involved.

Consider a scenarios that a company’s IT administrator needs to specify vari-
ous policies about staff’s authorization to access the company’s business profile.
Basically, if a staff is a project manager, then he/she should be allowed to access
the company’s business profile; if a staff is a business analyser and a team leader
for some project, then he/she should be also allowed to access the company
business profile. On the other hand, if a staff is neither a project manager nor a
team leader, then he/she should not be allowed to access the company’s business
profile. Finally, if there is no information showing whether a staff can access the
company business profile or not, the administrator should mark a ”waiting for
approval” status for this staff and only allows him/her to access the previous
years company business profile.

By using our language LK , we can encode the above policies into the following
propositions:

holds(x,Read, Profile) if projectManager(x), (6)
holds(x,Read, Profile) if businessAnalyser(x) ∧ teamLeader(x), (7)

¬holds(x,Read, Profile) if ¬projectManager(x) ∧ ¬teamLeader(x), (8)
waitingApproval(x) if with absence

holds(x,Read, Profile) ∧ ¬holds(x,Read, Profile), (9)
holds(x,Read, oldProfile) if waitingApproval(x), (10)

Note that in the above propositions, no subjective proposition is used. Now
suppose currently the IT administrator only has incomplete information that
Bob is either a project manager or a team leader, but does not know exactly
what role he holds, as stated by the following initial proposition:

initially projectManager(Bob) ∨ teamLeader(Bob) (11)
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Let D be the domain description consisting of propositions (6) - (11). Then we
want to know Bob is allowed to access the current business profile or the old
business profile. To answer such query, we first translate D into the following
epistemic logic program Π(D):

r1 : holds(x,Read, Profile)← projectManager(x),
r2 : holds(x,Read, Profile)← businessAnalyser(x), teamLeader(x),
r3 : ¬holds(x,Read, Profile)← ¬projectManager(x),¬teamLeader(x),
r4 : waitingApproval(x)← not holds(x,Read, Profile),

not ¬holds(x,Read, Profile),
r5 : holds(x,Read, oldProfile)← waitingApproval(x),
r6 : projectManager(Bob) ∨ teamLeader(Bob)←.

Quite easily to see that Π(D) has a unique world view

A = {{holds(Bob,Read, Profile), projectManager(Bob)},
{teamLeader(Bob), waitingApproval(Bob),
holds(Bob,Read, oldProfile)}},

from which we have Π(D) �|= holds(x,Read, Profile) as well as Π(D) �|=
holds(x,Read, oldProfile), that means that the administrator cannot decide
whether he should allow Bob to access either the current profile or the old pro-
file.

This is a quite weak conclusion from D because intuitively since there is
no explicit information about whether Bob can access the current profile or
not, we should conclude that the administrator needs to mark Bob as in a
”waiting for approval” status and hence allows him to access old profile at this
stage. Unfortunately, such intuition has not been encoded into the corresponding
description D.

By using a proper subjective proposition, this difficulty can be overcome in
LK . We simply replace proposition (9) by the following subjective proposition:

waitingApproval(x) if not knowing
holds(x,Read, Profile) ∧ ¬holds(x,Read, Profile), (12)

and we specify a new domain description D′ consisting of propositions (6) - (8),
(10) - (12). Then we have Π(D′) consists of rules of r1, r2, r3, r5, r6 together with
the following r4′ :

r4′ : waitingApproval(x) ← ¬Kholds(x,Read, Profile),
¬K¬holds(x,Read, Profile).

Π(D′) has a unique world view

A′ = {{holds(Bob,Read, Profile), projectManager(Bob),
waitingApproval(Bob), holds(Bob,Read, oldProfile)},

{teamLeader(Bob), waitingApproval(Bob),
holds(Bob,Read, oldProfile)}},
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from which we can derive Π(D′) |= holds(Bob,Read, oldProfile), that is, Bob
is allowed to access the old profile.

This case study has showed an important application of knowledge based
propositions in access control specifications using our language LK while most
of current access control formal languages cannot deal with properly.

5 Conclusions

In this paper, we proposed a language Lk to specify security polices by an au-
thorization domain with incomplete information. We introduced modal logic for
the specification of incomplete domain and applied epistemic logic program for
the reasoning. We also showed that our approach has an expressive power to
describe a variety of complex security scenarios. At this stage, our work is lim-
ited to a single agent with a single authorization domain managing a centralized
information system. For a multi-agent, distributed system environment, it needs
a different approach to handle multi-domain specification and reasoning, autho-
rization delegation and delegation depth etc. It is our future work to implement
the approach presented in this work and to consider multi-agent presentation.
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Abstract. Fuzzy Description Logics are logics which allow to deal with
structured knowledge affected by vagueness. Although a relatively im-
portant amount of work has been carried out in the last years, fuzzy
DLs are open to be extended with several features worked out in other
fields. In this work, we start addressing the problem of incorporating
Multi-Criteria Decision Making (MCDM) into fuzzy Description Logics
and, thus, start an investigation about offering the possibility of a fuzzy
ontology assisted approach to decision making.

1 Introduction

Description Logics (DLs) [1] play a key role in the design of Ontologies. An on-
tology consists of a hierarchical description of important concepts in a particular
domain, along with the description of the properties (of the instances) of each
concept. DLs play a particular role in this context as they are essentially the
theoretical counterpart of the Web Ontology Language OWL DL, a state of the
art language to specify ontologies.

It is well-known that “classical” ontology languages are not appropriate to
deal with fuzzy knowledge, which is inherent to several real world domains [10,12].
Fuzzy ontologies emerge as useful in several applications, such as (multimedia)
information retrieval, image interpretation, ontology mapping, matchmaking and
the Semantic Web [8]. So far, several fuzzy extensions of DLs can be found in
the literature (see the survey in [8]) and some fuzzy DL reasoners have been
implemented, such as fuzzyDL [3], DeLorean [2] or Fire [9].

In this work, we start investigating about using fuzzy DLs as a fuzzy ontology
support for Multi-Criteria Decision Making (MCDM) [13], which is among one of
the most well known branches of decision making. Roughly, MCDM is the study
of identifying and choosing alternatives based on the values and preferences of
the decision maker. Making a decision implies that there are alternative choices
to be considered and to choose the one that best fits with our goals, objectives,
desires, values, and so on. Our work should be understood as an attempt in using
fuzzy DLs and, thus, fuzzy ontologies, for knowledge assisted decision making.
While there is a large literature on fuzzy MCDM [6] and fuzzy DLs [8], to the
best of our knowledge, this is the first time such a combination is addressed.

We proceed as follows. Section 2 (resp. Section 3) will provide the basic con-
cepts related to mathematical fuzzy logic (resp. MCDM) we will rely on, Section 4

J.D. Velásquez et al. (Eds.): KES 2009, Part I, LNAI 5711, pp. 78–86, 2009.
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specifies a minimal fuzzy DL to deal with MCDM and illustrates some examples.
Section 5 concludes and describes some future work.

2 Fuzzy Sets and Mathematical Fuzzy Logic Basics

In Mathematical Fuzzy Logic [5], the convention prescribing that a statement is
either true or false is changed and is a matter of degree measured on an ordered
scale S that is no longer {0, 1}, but usually the unit interval [0, 1]. This degree
of fit is called degree of truth of the statement φ in the interpretation I. In this
section, for illustrative purposes, fuzzy statements have the form φ� l or φ� u,
where l, u∈ [0, 1] (see, e.g. [5]) and φ is a statement. Fuzzy statements encode
that the degree of truth of φ is at least equal to l resp. at most equal to u. A fuzzy
interpretation I maps each basic statement pi into [0, 1] and is then extended
inductively to all statements: I(φ ∧ ψ) = I(φ) ⊗ I(ψ), I(φ ∨ ψ) = I(φ)⊕ I(ψ),
I(φ → ψ) = I(φ) ⇒ I(ψ), I(¬φ) =  I(φ), I(∃x.φ(x)) = supa∈ΔI I(φ(a)),
I(∀x.φ(x)) = infa∈ΔI I(φ(a)), where ΔI is the domain of I, and ⊗, ⊕, ⇒, and
 are t-norms, t-conorms, implication functions, and negation functions, respec-
tively, which extend the classical Boolean conjunction, disjunction, implication,
and negation, respectively, to the fuzzy case. One usually distinguishes three
different logics (see below), namely �Lukasiewicz, Gödel, and Product logic [5].
Zadeh “logic”, namely a ⊗ b = min(a, b), a ⊕ b = max(a, b),  a = 1 − a and
a⇒ b = max(1− a, b) is entailed by �Lukasiewicz logic.

�Lukasiewicz Logic Gödel Logic Product Logic
a ⊗ b max(a + b − 1, 0) min(a, b) a · b
a ⊕ b min(a + b, 1) max(a, b) a + b − a · b

�Lukasiewicz Logic Gödel Logic Product Logic

a ⇒ b min(1 − a + b, 1)

{
1 if a ≤ b

b otherwise
min(1, b/a)

� a 1 − a

{
1 if a = 0
0 otherwise

{
1 if a = 0
0 otherwise

In fuzzy set theory [7], a fuzzy set R over a countable crisp set X is a function
R : X → [0, 1]. A (binary) fuzzy relation R over two countable crisp sets X and
Y is a function R : X × Y → [0, 1]. We say that R is functional iff R is a partial
function R : X × Y → {0, 1} such that for each x ∈ X there is unique y ∈ X
where R(x, y) is defined. The degree of subsumption between two fuzzy sets A
and B is defined as infx∈X A(x) ⇒ B(x) and may be seen as the degree of the
FOL formula ∀x.A(x) → B(x), while the degree of overlap between two fuzzy
sets A and B is defined as supx∈X A(x) ∧ B(x) and may be seen as the degree
of the FOL formula ∃x.A(x) ∧B(x).

The notions of satisfiability and logical consequence are defined in the stan-
dard way. A fuzzy interpretation I satisfies a fuzzy statement φ� l (resp., φ� u)
or I is a model of φ� l (resp., φ� u), denoted I |=φ� l (resp., I |=φ� u), iff
I(φ)� l (resp., I(φ)� u). Furthermore, φ� l is a tight logical consequence of a
set of fuzzy statements K iff l is the infimum of I(φ) subject to all models I
of K. The latter value is equivalent to l= sup {r | K |=φ� r}, it is called Best
Entailment Degree (BED), and is denoted bed(K, φ), while the Best Satisfiability
Degree (BSD), denoted as bsd(K, φ), is defined as supI|=K I(φ).
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3 MCDM Basics

The area of MCDM is quite vast and we cannot address all the addressed issues
here. We will focus on the basic notions that are of importance in MCDM and
a simple MCDM method to be used here.

Usually, alternatives represent different choices of action available to the deci-
sion maker and is assumed to be finite in our case. The decision criteria represent
the different dimensions from which the alternatives can be viewed (a decision
criteria is also referred to as goals or attributes). Most of the MCDM methods
require the criteria be assigned decision weights of importance. Usually, these
weights are normalized to add up to one.

A MCDM problem of m criteria and n alternatives is informally as follows: let
A = {A1, . . . , An} be a set of n decision alternatives and let C = {C1, . . . , Cm}
be a set of m criteria according to which the desirability of an action is judged.
Determine the optimal alternative A∗ with the highest degree of desirability.

A standard feature of MCDM methods is that a MCDM problem can be
expressed by means of a decision matrix, as shown below.

Criteria
w1 w2 · · wm

Alternatives C1 C2 · · Cm

x1 A1 a11 a12 · · a1m

x2 A2 a21 a22 · · a2m

· · · · · · ·
· · · · · · ·

xn An an1 an2 · · anm

(1)

In the matrix each column belongs to a criterion Cj and each row describes the
performance of an alternative Ai. The score aij describes the performance of
alternative Ai against criterion Cj . The weights w1, . . . , wm are assigned to the
criteria. Weight wj reflects the relative importance of criteria Cj to the decision,
and is assumed to be positive and normalized, i.e. 1 =

∑m
j=1 wj . The weights of

the criteria are usually determined on subjective basis and may also be seen as
a kind of profit of the criteria. They represent the opinion of a single decision
maker or synthesize the opinions of a group of experts. Not surprisingly, there
is a large literature on methods to assign weights (see, e.g. [13]). For illustrative
purpose, we illustrate here a method based on pairwise comparison of the criteria
to determine the weights. It consists in comparing elements (criteria) Xi with
Xj (1 ≤ i, j ≤ k) and judge how much they contribute to the overall objective.
The judgment consists in assigning a number wij ∈ [1, 9], called Intensity of
Importance, selected according the following table

Intensity Definition Explanation

1 Equal Importance
Two elements contribute equally to the objec-
tive

3 Moderate Importance
Experience and judgement slightly favor one
element over the other

5 Strong Importance
Experience and judgement strongly favor one
element over the other

7 Very Strong Importance
One element is favored very strongly over an-
other, its dominance is demonstrated in practice

9 Extreme Importance
The evidence favoring one element over another
is of the highest possible order of information
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Intermediate values can be used. The weightwi of element Xi may be obtained
as

w̄i = (
k∏

j=1

wij)1/k , w̄ =
k∑

i=1

w̄i , and then wi = w̄i/w̄ .

On more on alternatives to determine the data of a decision matrix and their
impact, see e.g., [13].

The values x1, . . . , xn associated with the alternatives in the decision matrix
will be used to denote the final ranking values of the alternatives. Usually, higher
ranking value means a better performance of the alternative, so the alternative
with the highest ranking value is the best of the alternatives. MCDM techniques
can partially or completely rank the alternatives: a single most preferred alter-
native can be identified or a short list of a limited number of alternatives can
be selected for subsequent detailed appraisal. Again, there are many alternative
methods to compute the final ranking values from the decision matrix. For illus-
trative purposes, we present the so-called Weighted Sum Method (WSM), which
is among the simplest methods in MCDM, but has the advantage to be easy
embedded within fuzzy DLs. Formally, let

xi =
m∑

j=1

aijwj for i = 1, 2, . . . , m . (2)

where xi is the the final ranking value of alternative Ai. The ranking of the
alternatives is obtained by ordering the alternatives in descending order with
respect to the final ranking value and the optimal alternative A∗ is the one that
maximizes the final ranking value, i.e.

A∗ = arg max
Ai

xi .

We conclude this section by pointing out that in fuzzy MCDM, a principal differ-
ence to classical MCDM is due to the fact that weights wi and performance fac-
tors aij are so-called fuzzy numbers [7]. A fuzzy number ñ is a fuzzy set over relas
with triangular membership function tri(a, b, c) and is intended being an approx-
imation of the number b. Any real value n is seen as the fuzzy number tri(n, n, n).
The arithmetic operators +,−, · and ÷ are extended to fuzzy numbers by ap-
plying them to the arguments, i.e. for fuzzy numbers ñ1 = tri(a1, b1, c1) and
ñ2 = tri(a2, b2, c2), for operator ∗ ∈ {+, ·}, ñ1 ∗ ñ2 = tri(a1 ∗ a2, b1 ∗ b2, c1 ∗ c2),
while for ∗ ∈ {−,÷}, ñ1 ∗ ñ2 = tri(a1 ∗ c2, b1 ∗ b2, c1 ∗ a2). The final rank value
is computed as in Eq. 2,

x̃i =
m∑

j=1

ãij · w̃j for i = 1, 2, . . . , m . (3)

As now x̃i is a fuzzy number, one may apply some defuzzyfication method to it
and compere fuzzy numbers based on these values, or one may use some fuzzy
number comparison operator to determine the optimal solution (see, e.g. [13]).
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4 Towards MCDM within Fuzzy Description Logics

The aim of this section is to show that current fuzzy DLs can be used to deal
with (fuzzy) knowledge assisted MCDM (though, the MCDM method needs to
be simple so far). For illustrative purposes and for reasons of space, we will just
consider a minimal fuzzy DL to deal with the WSM in MCDM.

Syntax. We will present ALCF(D), which is the basic DL ALC extended with
functional roles (letter F) and concrete domains [11] (letter D).

In general, a fuzzy concrete domain (or simply fuzzy domain) [11] is a pair
〈ΔD , ΦD 〉, where ΔD is an interpretation domain and ΦD is the set of fuzzy
domain predicates d with a predefined arity n and an interpretation dD : Δn

D →
[0, 1], which is a n-ary fuzzy relation over ΔD . In our specific spatial fuzzy DL,
we assume that predicates are unary and ΔD are non-negative real numbers.

Now, consider pairwise disjoint alphabets of concepts names (denoted A),
abstract roles names (denoted R) and concrete roles names (denoted T ). Within
the alphabet of abstract and concrete roles, we have distinguished subsets of
abstract functional roles names (denoted f) and concrete functional roles names
(denoted t), respectively. We call functional roles also features. From a First-
Order Logic point of view, concepts may be seen as a formulae with one free
variable (and, thus, may be seen as class descriptors), while roles as binary
predicates (and, thus, may be used to describe properties of a class). Concepts
(denoted C or D) of the language can be built inductively from atomic concepts
(A), top concept �, bottom concept ⊥, abstract roles (R), concrete roles (T ) as
follows. The syntax of fuzzy concepts (denoted C, D) is as follows:

C, D := � | ⊥ | A | C � D | C � D | ¬C | ∀R.C | ∃R.C

Now, the fuzzy DL is extended as follows [3]:

C, D := ∀T.d | ∃T.d | w1C1 + · · · + wkCk

d := ls(a, b) | rs(a, b) | tri(a, b, c) | trap(a, b, c, d)

where val is an integer, a real or a string depending on the range of the concrete
feature t, wi ∈ [0, 1]D,

∑k
i=1 wi ≤ 1 and Ci are concepts1. E.g., the expression

Human � (≤ hasAge 18) will denote the set of humans, which have an age less
or equal than 18, while Human � ∃hasAge.ls(10, 30) will denote the set of young
humans (their age is ls(10, 30)).

A Fuzzy Knowledge Base (or fuzzy Ontology) consists of a finite set of fuzzy
General Concept Inclusions (fuzzy GCIs), which are expressions of the form
〈C ! D,n〉 (with informal meaning, the degree of subsumption between concept
C andD is not less than n). In FOL, 〈C ! D,n〉may be seen as a fuzzy statement
of the form (∀x.C(x) → D(x))� n and amounts of asserting that the degree of

1 In [3] we assume
∑k

i=1 wi = 1 instead, however, this modification is harmless.
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subsumption among C and D is at least n. We will use C = D as a shorthand
for 〈C ! D, 1〉 and 〈D ! C, 1〉.
Semantics. From a semantics point of view, a fuzzy interpretation I = (ΔI , ·I)
relative to the fuzzy concrete domain 〈ΔD , ΦD 〉, consists of a nonempty set
ΔI (the domain), disjoint from ΔD , and of a fuzzy interpretation function ·I
that coincides with ·D on every fuzzy concrete predicate, and it assigns: (i)
to each abstract concept C a function CI : ΔI → [0, 1]; (ii) to each abstract
role R a function RI : ΔI × ΔI → [0, 1]; (iii) to each abstract feature r a
partial function rI : ΔI × ΔI → {0, 1} such that for all u ∈ ΔI there is an
unique w ∈ ΔI on which rI(u,w) is defined; (iv) to each concrete role T a
function T I : ΔI ×ΔD → [0, 1]; (v) to each concrete feature t a partial function
tI : ΔI ×ΔD → {0, 1} such that for all u ∈ ΔI there is an unique r ∈ ΔD on
which tI(u, r) is defined.

Given arbitrary t-norm ⊗, t-conorm ⊕, negation function  and implication
function ⇒, the fuzzy interpretation function is extended to complex concepts
and fuzzy axioms as below:

(	)I (x) = 1
(⊥)I (x) = 0
(A)I (x) = AI(x)

(C � D)I (x) = CI(x) ⊗ DI (x)
(C � D)I (x) = CI(x) ⊕ DI (x)

(¬C)I (x) = �CI(x)
(∀R.C)I (x) = inf

y∈ΔI {RI(x, y) ⇒ CI(y)}

(∃R.C)I (x) = sup
y∈ΔI {RI(x, y) ⊗ CI (y)}

(∀T.d)I (x) = infr∈ΔD
{TI (x, r) ⇒ dI(r)}

(∃T.d)I (x) = supr∈ΔD
{TI(x, r) ⊗ dI (r, r′)}

(w1C1 + · · · + wkCk)I(x) = w1C1
I (x) + · · · + wkCk

I (x)
(C � D)I = inf

x∈ΔI {CI(x) ⇒ DI(x)}

A fuzzy interpretation I satisfies (is a model of) a fuzzy statement 〈α, n〉 iff
αI ≥ n. The notions of logical consequence, best entailment degree and best
satisfiability degree of α are as for Section 2. We additionally define the Best
Satisfiability Degree (BSD) [3] of a concept C w.r.t. a fuzzy KB K as

bsd(K, C) = sup
I|=K

sup
x∈ΔI

CI(x) .

MCDM and Fuzzy DLs. We next provide some examples, illustrating how to
encode some simple (fuzzy) MCDM problems in fuzzy DLs, showing the potential
of our approach.

Example 1. The MCDM problem consists of four alternatives and five criteria
for an electrical power dispatching system in the case of shortage of electrical
power2. The four alternatives correspond to four regions of a city to which to
give priority. The five criteria correspond to C1 (Residential area), C2 (Shopping
centers), C3 (Clubs and recreation centers), C4 (Educational centers), and C5
(Medical urgent care centers). We normalize the performance values according
to qij = wj · (aij/

∑n
l=1 alj). The decision matrix together with the matrix of the

qij ’s is shown below:

Criteria
0.20 0.1 0.3 0.35 0.05

Alternatives C1 C2 C3 C4 C5

x1 A1 0.5 0.7 0.3 0.1 0.3
x2 A2 0.2 0.3 1.0 0.7 0.2
x3 A3 1.0 0.8 0.5 1.0 0.5
x4 A4 0.3 0.2 0.2 0.2 1.0

qij =

⎛
⎜⎝

0.0455 0.0333 0.0391 0.0149 0.0073
0.0182 0.0143 0.1304 0.1043 0.0049
0.0909 0.0381 0.0652 0.1489 0.0122
0.0273 0.0095 0.0261 0.0298 0.0244

⎞
⎟⎠

2 The use case is inspired by http://med.ee.nd.edu/MED11/pdf/papers/t3-013.pdf

http://med.ee.nd.edu/MED11/pdf/papers/t3-013.pdf
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Now, we further assume that each of the five criteria has dynamic, time depen-
dent electricity demand on the day time (18-24) as depicted below (values are
normalized to one).

C1 C2 C3 C4 C5

We model this situation by assuming that we have in the KB the axioms:
C1 = ResidentialArea 
 ∃hasDemand.tri(18, 20.50, 23)
C3 = ClubRicreationCenter 
 ∃hasDemand.rs(17, 19)
C5 = MedicalUrgentCareCenter 
 ∃hasDemand.rs(23, 24)

C2 = ShoppingCenter 
 ∃hasDemand.trap(17, 19, 20, 21)
C4 = EducationalCenter 
 ∃hasDemand.ls(19, 21)

where hasDemand is a functional concrete feature. We now define the four alter-
natives Ai as the following weighted concepts:

Ai = qi1 · C1 + qi2 · C2 + qi3 · C3 + qi4 · C4 , for i = 1, 2, 3, 4 .

The final rank value of alternativeAi w.r.t. a knowledge baseK, denoted rv(K, Ai)
is defined as rv(K, Ai) = bsd(K, Ai), i.e. we compute its maximal satisfiability
degree. It is thus, easily verified that this extents the WSM to the fuzzy DL case.
Finally, the optimal alternative is A∗ = argmaxAi rv(K, Ai). Now, assume that
we have a shortage of power between time 19-20. It can be verified that (the val-
ues have been computed using the fuzzy DL reasoner fuzzyDL [3]) rv(K, A1) =
0.11625, rv(K, A2) = 0.25628, rv(K, A3) = 0.28856, rv(K, A4) = 0.07632, and,
thus, the ranking of the alternatives is A3 " A2 " A1 " A4 and the optimal
alternative is A∗ = A3. �
Example 2. The following example is a simplified version of [4] and is about
landfill siting. We have to select among two sites, Site1, Site2, according to two
criteria (TI -Transportation Issues, and PN -Public Nuisance) and there are
two experts (E1, E2). The decision matrix of the experts is shown below:
E1 Criteria

0.48 0.52
Alternatives C1 C2

x1 A1 tri(0.6, 0.7, 0.8) tri(0.9, 0.95, 1.0)
x2 A2 tri(0.6, 0.7, 0.8) tri(0.4, 0.5, 0.6)

E2 Criteria
0.52 0.48

Alternatives C1 C2

x1 A1 tri(0.55, 0.6, 0.7) tri(0.4, 0.45, 0.5)
x2 A2 tri(0.35, 0.4, 0.45) tri(0.5, 0.55, 0.6)

Note that this time, the performance of the alternatives is defined in terms fuzzy
numbers. We may model the scenario as follows. For each expert k = 1, 2, for
each alternative i = 1, 2 and for each criteria j = 1, 2, we define the concept

P k
ij = ∃hasScore.ak

ij ,

where hasScore is a concrete feature and ak
ij is, according to expert k, the perfor-

mance of alternative i with respect to criteria j (ak
ij is the fuzzy number in the

matrix). Now, for each expert k and alternative i, we define the weighted concept

Ak
i = wk

1 · P k
i1 + wk

2 · P k
i2 ,

which takes into account also the weight wk
j of expert k for criteria j. Finally,

we combine the two experts outcome, by defining the weighted concept
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Ai = 0.5 · A1
i + 0.5 · A2

i .

Note that we rate both experts equally (this may be changed, of course). The
final rank value of alternative Ai w.r.t. a knowledge base K and the optimal
alternative is determined as for Example 1. It can be verified (using again the
fuzzy DL reasoner fuzzyDL [3]) that rv(K, A1) = 0.26 and rv(K, A2) = 0.37
and, thus, the ranking of the alternatives is A2 " A1 and the optimal alternative
is A∗ = A2. �

5 Conclusions

We have made an initial step in addressing MCDM within fuzzy DLs and, thus,
towards a fuzzy knowledge-assisted approach to decision making. Our aim here
was exploratory on the argument and a more in depth investigations need to be
addressed, of course.

There are several points that may be of interest for future research: (i) each
alternative is indeed a fuzzy set and, so far, we order alternatives according to
the best satisfiability degree. Other methods can be explored by relying on the
fuzzy membership function of the alternatives, e.g. using defuzzification meth-
ods; (ii) fully exploit fuzzy numbers as performance and weight values in deci-
sion matrixes; (iii) for illustrative purposes, we have just considered a simple,
though widely used, basic MCDM method, namely the weighted sum method.
The MCDM literature (inclusive their fuzzy MCDM variants) is quite large, so
it will be of interest whether and how other methods can be integrated within
fuzzy DLs as well. E.g., for illustrative purposes, we considered the weighted sum
method, though in general other fuzzy aggregation operators may be needed to
combine the multiple performance values into an aggregated value (e.g., to cope
with criteria interdependence/conflict); (iv) exploit the fact that we may express
background/domain knowledge within fuzzy DLs (e.g., in Example 1 we may in-
clude an Urban Ontology to formalize the problem, which is part of larger GIS
system; a similar argument applies to Example 2 as well); (v) fuzzy DLs are
parametric with respect to t-norm, t-conorm, etc. Choosing, e.g., appropriate
fuzzy connectors, as well as appropriate fuzzy aggregation operators, is clearly
application specific and may bring to different results and, thus, these issue needs
both theoretical and empirical investigations in our setting as well.
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Abstract. Knowledge acquisition and capitalization to solve problems concern-
ing artefact evolution, still called inventive design, has a certain quantity of 
specific characteristics. The theoretical approach we are interested in, called 
TRIZ (the Russian acronym for Theory for Inventive Problem Solving), when 
translated into a methodological procedure, can be declined into two different 
steps: problem formulation and problem resolution. This article presents an 
analysis of two of the most used knowledge bases of TRIZ during the resolution 
stage. These knowledge bases have been formalized by the construction of an 
ontology of the informal knowledge sources usually used by the TRIZ experts. 
This approach has permitted the design of a software architecture that eases the 
implementation of these bases by means of their declarative manipulation. It 
combines rules and description logics for populating the ontology and facilitates 
the access to the compiled generic knowledge that synthesizes, at an abstract 
level, the already encountered problems and their solutions. 

Keywords: Knowledge engineering, Ontologies, Inventive design, Knowledge-
based systems, Knowledge capitalization. 

1   Introduction 

The inventive design theory TRIZ [1, 2] shares some close concepts with the Artifi-
cial Intelligence field. It is to be remarked that TRIZ can be declined in a set of tools 
and methods that are based on concepts that are not formally defined.  

Since several years now, we have been working in this way and our aim is to clar-
ify the fuzzy points to have a better comprehension of the methodology, of the ma-
nipulated knowledge and the specific TRIZ reasoning. Our works have concerned the 
modelling of the formulation process and the problem solving process [3]. 

In this article, we will focus on the exploitation of two of the TRIZ knowledge 
bases that are used during the resolution phase. We will also describe a software ar-
chitecture that we have designed for implementing them. Our goal is to ease the ex-
ploitation of those knowledge bases and to permit their extension by the capitalization 
of new knowledge, for example.  

In fact, Altshuller, the TRIZ creator, synthesized the knowledge that appeared re-
cursively in patents. His proposal is simple, he has remarked that the ideas behind a 
patent could often be useful for solving a problem belonging to other field. 
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In this way, a simple procedure, such as heating under pressure followed by an 
abrupt cooling and depression may be used for solving different problems: coring 
sweet peppers, opening cedar nuts, detaching sunflower seeds, producing castor 
sugar, cleaning filters, splintering imperfect crystals.  

Initially, the capitalization of the knowledge extracted from almost 40 000 patents, 
produced the Contradiction Matrix, where 40 inventive principles where statistically 
extracted from patents [1, 2]. But this approach was not enough. That is the reason why 
Altshuller, from 1973 on, has developed a more useful conceptual tool, the Substance-
Field Analysis (SFA), which is used with the pointers to scientific-engineering effects.  

In this article, we are interested in the formalization of the Substance-Field Analy-
sis (SFA) and the pointers to scientific-engineering effects. In first section, we briefly 
present their related notions, and we describe their modeling in the second section. In 
the end, we discuss the way our approach has permitted the design of a software ar-
chitecture that manipulates this knowledge in a declarative way and facilitates the 
integration of new knowledge. 

2   The TRIZ Main Notions 

In our previous works, we have defined an ontology that covers the majority of the 
notions of TRIZ and, mainly, the elements that permit the formalization of the differ-
ent models as they are used in inventive design [3]. 

Next subsections summarize the notion of the SFA and pointers. 

2.1   Substance-Field Analysis (SFA) 

To model the physical structure of a problematic system, the so-called SFA is used. 
The basic idea behind this analysis is that any problematic part of an engineering 
system can be represented as a set of substance components and field interactions 
between those components. 

To obtain a solution to the problem means that the given physical structure which 
contains the undesirable interaction has to be transformed into a structure in which the 
desired interaction is achieved. Inventive Standards are the rules which indicate what 
patterns are to be used to transform a given substance-field model of a problem into a 
solution model. 

Standards are built in the form of recommendations, and generally, formulated as 
rules like If < Condition1 > and < Condition2 > then < Recommendation >. Both 
conditions permit recognizing the typology of the problem associated to the standard. 
This way, for a given problem model, there exist a certain number of recommenda-
tions allowing the construction of the corresponding solution model. 

In TRIZ, 76 Inventive Standards are available. A problem with these Inventive 
Standards is that they are formulated abstractly, so their practical use is quite difficult. 

Example – Inventive Standard 1.2.2: If there are useful and harmful ef-
fects between two substances and it is not required that these substances 
be closely adjacent to one another, but it is forbidden or inconvenient to 
use a foreign substance, the problem is solved by introducing a modifi-
cation of the existing substances. 
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2.2   Pointers to Scientific-Engineering Effects 

Another TRIZ tool is the collection of so-called scientific-engineering effects. While 
Inventive Standards do not produce recommendations in terms of what physical sub-
stances or fields should be used, scientific-engineering effects provide the mapping 
between TRIZ technical functions and known natural phenomena. 

Example: Displacement of an object for a short distance, apply the ef-
fect of thermal expansion to control it. 

TRIZ also contains unique collections of geometrical and chemical effects which 
relate chemical and geometrical knowledge with technical functions. 

3   The Representation Choice: Ontologies 

With the idea of designing an architecture for problem solving, we have represented 
the SFA by means of an ontology and we have decided to study a new way of repre-
senting the pointers to scientific-engineering effects. The goal is to make their utilisa-
tion more flexible and to promote their extension. 

The methodology we have followed for building the ontology is based on the prop-
erties classification criteria proposed by [4]. Our modelling works are based on a 
reference text corpus [1, 2, 5, 6] and on discussions with several TRIZ experts. These 
works have given birth to an ontology (full version can be found in [11]). The logical 
coherence is assured by a Description Logics (DL) based system, CICLOP [8]. 

As DL need an upper layer for the organization of the different steps for the build-
ing of the resolution model, we have developed an environment that embodies it. 
With the goal of preserving the declarative characteristics of the whole implementa-
tion, we have chosen a rule based system, JSNARK, which communicates with CI-
CLOP. JSNARK is a JAVA implementation of a rule based system, close to SNARK 
[13]. This is a development by François Rousselot, one of the co-authors of this arti-
cle. This engine permits the inspection of the concepts in the knowledge base, the 
asking of questions to the user and the launching of classifications anytime. Our 
knowledge base is decomposed into two terminological knowledge bases (TBox) 
contained in CICLOP and an inferential knowledge base in JSNARK. 

The TBoxes describe, on the one hand, the knowledge about the SFA; and on the 
other hand, their transformations, as suggested in the Inventive Standards and the 
pointers to the scientific-engineering effects. They constitute the Su-Field ontology 
and the Transformations ontology. They are, evidently linked, but we are going to 
present them separately for clarity reasons. 

The inferential base concerns knowledge about the reasoning mechanisms de-
scribed in the Inventive Standards (the IS rules), the application rules (establishing 
when a certain Inventive Standard may be applied, for example), and the project rules 
that allow project management. 

3.1   The Su-Field Terminological Base 

It defines the “active” concepts in the SFA (cf. figure 1). Some of them are essentials 
for the problem modeling stage (Field, Substance). Some other play an important  
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Fig. 1. Selection of the Su-Field ontology 

role in the standard application stage (Problem & Solution patterns). SFM is the 
top concept of the Su-Field TBox.  

A SFM is defined as a TRIZ model that concerns at least an Element. His direct 
sub-concepts are the generic problem SFM and the generic solution SFM. They 
represent the different patterns of problem and solution in form of SFM and they are 
extracted from the standards. Under those concepts, we introduced the sub-concepts 
of problem SFM and solution SFM. A problem SFM categorises the different prob-
lems that have been modelled by a designer in the form of a SFM.  In the same way, 
the solution SFM corresponds to the model of solution obtained thanks to the appli-
cation of an appropriated standard to a particular problem.  

Element describes the two components (substance and field) of a substance-field 
model. The son concepts of Element are, therefore, Substance and Field and they 
are defined as being disjoint. The son concepts of Field characterize the so-called 
“technological” fields that we find in TRIZ. As in TRIZ a substance may be defined 
as a substance-field model, its concept is, therefore, subsumed by the SFM and  
Element concepts. For example, a magnet may be modelled as a SFM considering a 
ferromagnetic substance and a magnetic field. 

There are two levels of substance decomposition: the macro-level is represented by 
the concept of Material and the micro-level is represented by the concept Matter. 
Matter refers to a specific substance composed of some substances categorized as 
Pure Substance (atoms, molecules) and composed of some fields named Bonding 
Field (hydrogen bonding field, metallic bonding field ...). Material is composed of 
Matter, and a “technological field”; it has an attribute specifying its physical state 
(solid, liquid, gas, plasma). 
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3.2   The Transformations Terminological Base 

It defines every transformation as a pair of SFM; the first corresponds to the descrip-
tion of the initial state and the other, the final state. This ontology classifies all the 
transformations stated in the Inventive Standards and their applications to 40 particu-
lar problems. This ontology contains also 200 physical effects that were considered as 
innovative by Altshuller (cf. figure 2). 

 

Fig. 2. Selection of the Transformations ontology 

The standard transformation represents the generic transformation performed 
by the standards. It considers a generic problem SFM as initial state and a  
generic solution SFM as final state. The applied transformation (a direct son 
concept of standard transformation) corresponds to the application of stan-
dards to a specific problem. It considers a pair of specific SFMs: a problem SFM 
and a solution SFM. Finally, the physical transformation regroups the physi-
cal effects in the form of a SFM transformation. Here, the sub-concepts of  
substance and field are intensively used to precisely express the transformation 
produced by an effect. 

The main role of this knowledge base consists in capitalizing the last SFA and the 
physical effects which were used to resolve particular problems. 

3.3   The Inferential Base 

Contained in JSNARK, it is organized in 2 hierarchical levels: The project rules and 
the IS (standing for Inventive Standards) rules. 

The project rules supervise and articulate the different stages of the SFA: the 
modelling problem stage, the resolution stage and the searching of similar standard or 
physical transformations stage. The first stage rules propose to the user to specify the 
elements of his problematic SFM (substance, field, interaction,…) by given 
him a list of specific elements (metallic solid, magnetic field, useful  
interaction…) available in the Su-Field TBox. They enable the construction of a 
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new axiom of problem SFM which is classified in the SFM TBox and associated to a 
generic problem SFM as a direct subconcept thanks to the subsumption infer-
ence.The resolution stage rules control the application of the IS rules and enable the 
user to add some constrains in the solution SFM if it’s necessary.  

The IS rules are the formalization of the 76 standards. Those rules propose a sys-
tematic way to apply standards, contrary to the confusing traditional approach. They 
considered in premise a generic problem SFM and in conclusion a generic  
solution SFM. Moreover, they assist the designer in specifying the generic solu-
tion SFM in a solution SFM by asking questions about the problem context. 

Finally, the searching stage rules launch some matching algorithms to find some 
similar standard applications and similar physical transformations. Those algorithms 
are based on semantic matching [12]. They intend to propose to the user : 

• some old problems which have been transformed by the same standard, 
• some effects which could physically enable the needed transformation. 

4   An Example 

For understanding the general operation of this architecture for inventive problem 
solving, we present it on a concrete problem (cf. figure 3). This example is one of 40 
problems used to validate our system. They were extracted from the TRIZ literature, 
and we have compared the solutions obtained from the traditional approach to  
the solutions given by our system in order to evaluate it. It is a pumping problem: 
“The pumping of a liquid through a pipe is often a source of problems. The fact that a 
gate or a valve interrupts the liquid flow often produces pressure changes in fits and 
starts that may destroy the pipe”.  

The SFM associated with the problem contains two substances:  the pipe and the 
liquid. It contains also two fields: a mechanical field providing a useful interaction (to 
contain the water) and a field of impact causing a harmful interaction (to destroy the 
pipe) between the two substances. 

The Pumping Problem SFM is incorporated into the Su-Field TBox, translated into 
description logics thanks to the project rules (1). This SFM is then classified by the 
DL engine in order to be associated to a generic model SFM (useful/harmful 
simple SFM) (2). Then, the IS rules are launched, they ask some additional questions 
to the user in order to converge to a generic solution SFM (Internal developed 
simple SFM) (3). The project rules specify this generic solution SFM according to the 
problem SFM, and they introduce a new solution SFM (4). The project rules combine 
these new problem and solution SFMs to create a new applied transformation  
(Applied transformation to Pumping) (5). Once this applied transformation is 
classified in the Transformation TBox, the searching for similar applied transforma-
tions is performed (6) as well as the searching of relevant physical effects (7). If these 
searchings are successful, the project rules propose the results to the user (8 & 9) by 
mean of a graphical interface [13].  
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Fig. 3. Selection of the Transformations ontology 

5   Conclusions 

The Su-Field ontology and the Transformations ontology are a considerable contribu-
tion to the necessary normalization of the TRIZ knowledge. They formally connect 
the Scientific-Engineering effects and the Inventive Standards that were, until now, 
used in a separate way during the Substance-Field Analysis. 

We have chosen to use description logics for managing these ontologies. The inter-
est of this declarative formalism, beyond the coherence control, is that we can, on the 
one hand, make evident the continuum of abstraction levels among the more or less 
acquainted models; and, on the other hand, take into account any modification or 
addition of concepts by the propagation of the introduced constraints. 

Moreover, in addition to SFA, different questioning strategies are now conceiv-
able, whereas the strategy was fixed according to the Inventive Standards. We have 
the possibility, for example, of asking at the beginning of the process, various security 
questions (such as, is there any forbidden substances?) The knowledge representation 
system, by the propagation of the known true facts, will automatically exclude the 
forbidden substance in the searching of effects. 

This implementation in a description logics system permits different ways of con-
sulting the effects knowledge base. It is possible to propose an effect and study the 
transformations where it can be involved.  

Regarding the extensibility of this method, we observe that the higher level ontolo-
gies do not presuppose that the nature of the SFM be material. Therefore, we may 
take in account the possibility of solutions in non-technical fields, for example, in 
organizational, communicational or software engineering problems.  

As for the possibility of capitalizing new knowledge (for example, the addition of a 
new physical effect), it is enough to describe it with the ontology terms and CICLOP 
will be able to automatically classify it. The possibility of capitalization of new 
knowledge of TRIZ type is now open; there is an enormous work in perspective,  
consisting in the addition of knowledge about non-technical fields. 
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Abstract. In this paper we present a new methodology for Domain modeling 
based on Engineering Standards. We discuss some benefits of standards  
as guidelines for a Knowledge Based Domain modeling, potential challenges 
and approaches to overcome them. The benefits of using Standards as  
models for Domain ontologies have been shown as valid in related work 
and, as proof of concept, we present a case study where our methodology 
was successfully applied. 
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1   Introduction 

Webster defines a Domain as “a sphere of knowledge, influence or activity”. In Com-
puter Science, we consider a Domain as a sphere of Knowledge identified by a name, 
in which the information is a collection of concepts, intermediations and facts about 
entities [8]. In other words, a Domain describes the elements and characteristics be-
longing to a Knowledge Base. A Domain ontology (or Domain-specific ontology) 
models the Knowledge in a specific Domain, representing particular meanings for the 
terms it contains. For example, in the Plant Design Domain, the concept elbow is a 
specific type of bend pipe used to change the direction of the fluid. However, when 
considering similar Domains, the degree of specialization and conceptualization, even 
within the same concept, can vary slightly (e.g. a Piping Engineer will consider a 
wider definition of an elbow when compared to a Structural Engineer). The Domain 
modeling does not stop at the concept definition. Any concept in a Domain also needs 
property characterization, e.g. for an elbow in the Plant Design Domain, distinctive-
ness such as the radius, the curvature, etc. According to BSI [1], a standard is an 
agreed, repeatable way of doing something. It is a published document that contains a 
technical specification or other precise criteria designed to be used consistently as a 
rule, guideline, or definition. A comprehensive list of standards organizations can be 
found in [5]. In this paper, we will present a methodology that can be used to aid in 
the Domain modeling of a Knowledge Base using Engineering Standards. According 
to BSI [1], a standard is an agreed, repeatable way of doing something. It is a  
published document that contains a technical specification or other precise criteria 
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designed to be used consistently as a rule, guideline, or definition. Standards help to 
make life simpler and to increase the reliability and the effectiveness of many goods 
and services we use. Standards are created by bringing together the experience and 
expertise of all interested parties such as the producers, sellers, buyers, users and 
regulators of a particular material, product, process or service. This paper is structured 
as follows: In section 2, we will present a state of the art on the different topics  
relevant to our work. In section 3, we present our methodology for Domain modeling 
based on Engineering Standards. In section 4, we present a case study where we suc-
cessfully applied our methodology, and lastly in section 5, we present some conclu-
sions and future work. 

2   State of the Art 

In this section we introduce some concepts relevant to this paper. Knowledge is con-
sidered an invaluable resource of great benefit for most purposes in life. For this rea-
son, mankind has always attempted to make it part of their assets. Knowledge itself 
seems to be an attribute of human beings; it may be defined [7] as: (i) the expertise 
and skills acquired by a person through experience or education via a theoretical or 
practical understanding of a subject, (ii) what is known in a particular field related to 
facts and information or (iii) experiential knowledge, the awareness or familiarity 
gained by experience of a fact or situation. Knowledge Engineering (KE) is an engi-
neering discipline that involves integrating Knowledge into computer systems in 
order to solve complex problems, normally requiring a high level of human expertise 
[2]. Following this line of thought, Knowledge Bases can be modeled and used by 
computer systems in order to enhance their capacities. One of the most commonly 
used techniques for Knowledge modeling is ontologies. 

2.1   Knowledge Modeling Using Ontologies 

We base our approach on the widely accepted definition of ontology given by Tom 
Gruber of what an ontology is in the Computer Science Domain: an ontology is the 
explicit specification of a conceptualization; in other words it is a description of the 
concepts and relationships in a Domain [3]. Some of the reasons to use ontologies in 
Knowledge modeling are: (i) To separate Domain Knowledge from actual  Knowl-
edge, (ii) to analyze Domain Knowledge, (iii) to share common understanding of the 
structure of information between people or software agents, (iv) to enable reuse of  
Domain Knowledge, and (v) to make Domain assumptions explicit. To our knowl-
edge, there are few reported cases where Standards are used along with semantic 
technologies, such as the notorious case of CIDOC-CRM [7], whose primary role is as 
a formal ontology intended to facilitate the integration, mediation and interchange of 
heterogeneous cultural heritage information heterogeneous sources. The usual ap-
proach for modeling Domain starts with human experts who use their own knowledge 
about the specific needs of an industry in order to model the subjects and their  
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relations using editors or even plain paper. In some companies the Domain expert is 
known as the “Knowledge Engineer” and their purpose is to conceptualize the busi-
ness now-how and processes. 

3   A Methodology for the Use of Engineering Standards as Models 
for Domain 

In this section, we introduce our methodology for the Domain modeling based on 
Engineering Standards. 

3.1   Motivation to Use Standards as a Basis for Domain Modeling 

The ability to demonstrate compliance with industry standards is an effective mean of 
differentiation in a competitive marketplace. In addition, manufacturing products or 
supplying services to appropriate standards maximizes their compatibility with those 
manufactured or offered by others, thereby increasing potential sales and widespread 
acceptance. As consumers become increasingly informed about their choices, con-
formity to recognized standards becomes pivotal. We argue that the use of Engineer-
ing Standards as models for Domains provides the following benefits:  
 
• Consensus: There is a consensus on the terminology, organization and logic of 

the Domain.  
• Format support: Many Engineering applications support Engineering Stan-

dards as input/output formats (e.g. CAD software with STEP modules [7]. This 
fact helps in the categorization of elements and the mapping of such elements 
into the Knowledge Base).  

• Avoidance of Semantic loss: The modeling of an Engineering Standard, usually 
considers not only of the element in its isolated form, but also, the relationship 
of the element with surrounding objects. The aforementioned fact is indeed a 
valuable feature that helps in the conservation of the Semantics properties of 
such elements. 

• Ease of a new Domain modeling based on existing Standards: If there is no 
existing Engineering Standard for a given Domain, a standard complying with 
similar characteristics can be used. An example of this is the use of STEP appli-
cation protocol 227 (Plant Design) ([7], [8]) in the case of Ship Design.  

• Standards are revised on a regular basis: Their nature is intrinsically evolu-
tionary due to the development of new technologies for fabrication or the typical 
evolution of engineering paradigms. When using standards as a basis for a 
Knowledge Base, there exists an intrinsic guarantee that the most recent data 
models will be used. 

 
Our methodology is divided into a series of logical steps that must be performed to 
assure a correct modeling of the Domain (see Fig. 1).  
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Fig. 1. Our methodology for Domain modeling based on Standards 

As can be seen, we divided our methodology in 4 layers: DEFINE, IDENTIFY, 
MODEL and INSTANTIATE, encompassing eight stages as follows: 
 

 

 

 

DEFINE: 
• Stage 1- Definition: 
In this stage, an identification of the purpose and requirements of the domain is made. What is the purpose of the KB, the information 
that will be stored and the needed level of detail of such information. 
• Stage 2- Selection of the Standard 
In this stage, there is a search of a standard that suits the defined needs. As a result of this selection, the chosen standard must be studied 
in detail, how is constructed, what can be done in order to extend it, etc 

IDENTIFY: 
• Stage 3- Class identification 
In this stage, an identification of the purpose and requirements of the domain is made. What is the purpose of the KB, the information 
that will be stored and the needed level of detail of such information. 
• Stage 4- Property identification 
At this stage, the characteristics that can be measured or determined by data types (string, Boolean value, integer, etc), are identified in 
each class, e.g. outside diameter, length, etc. Then we identify the characteristics that relate a class with other classes (relation types). In 
general data type characteristics are easily recognizable and obtained by simple interrogations (e.g. to a geometric model). Relation 
types are a little bit more difficult to find, because generally when talking about a geometric model whose characteristics will be 
obtained, those sets of elements are categorized as geometric primitives rather than functional objects. For the aforementioned case, 
solutions like the process of branding and matching presented by Posada, could be used [4]. 

MODEL: 
• Stage 5- Initial modeling 
In this stage, a subset of the domain is chosen in order to verify the complexity of the overall modeling and the real capabilities of the 
KB. Since the elaboration of a KB is an iterative process by nature, this small test must answer initial modeling needs. 
• Stage 6- KB transcription and refinement  
Sometimes the initial modeling is enough for the KB to fulfill the design requirements in stage 1, however is highly recommended to 
perform a verification of the transcription, by using for example the capabilities of a ontology reasoner to check the congruence of the 
KB. Once the transcription is done, a refinement process takes place. In such stage any needed extension of the standard take place. 
Usually the transcription a refinement is performed using an editor. 
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3.2   Potential Challenges  

There are some potential challenges to take into account when modeling a Domain 
based on Engineering Standards, for instance: (i) The design of the Standard could be 
Functionally biased: In some cases, the Engineering Standards is functionally ori-
ented, a fact that leads to potential semantic loss, as the Standard does not include the 
required parameters for a complete Domain modeling. This case is exemplified by the 
STEP element “Valve” [7]. With this element, the standard reveals only functional 
parameters (actuator_type, operation_mode, type), but ignores geometric parameters 
that are needed and also easy read from a CAD model (diameter, length, etc.). In this 
case an extension of the class should be performed in order to obtain a complete 
Knowledge Base. When the extension of the Domain is needed, it is advisable to 
double check if the parameter is a fundamental characteristic. At times, the Engineer-
ing Standards offer a way to obtain the required parameter by interrogating neighbor-
ing elements (in the case of the Valve, the input and output pipes could be used for 
such a purpose). If the parameter needed is fundamental and the extension is unavoid-
able, it should be clearly specified as being “outside the standard feature” and it must 
follow the ES architecture, e.g. it should be part of the correct element and moreover 
derived from the correct parent class.  (ii) The Standard can disappear or be absorbed 
by other standards: Perhaps due to a lack of use or for administrative reasons, some 
standards disappear (e.g. the case of CAM-I AIS); in such cases the use of a Knowl-
edge Base based on such Engineering Standards could be continued, however it 
would be advisable to migrate the Knowledge Base to a new paradigm when avail-
able. In the case of absorption by other standards, it is advisable to review the model 
in order to check its robustness. (iii) The Standard falls short for the Domain needs: 
This indicates a possible immature Engineering Standards, or an inappropriate selec-
tion by the Domain Designer. In both cases, it is advisable that a complete  
reading and understanding of the Standard and an extensive review of the problem’s 
characterization (requisites). 

4   Case Study 

In this section we will describe an example of our proposed methodology for Domain 
modeling based on Engineering Standards. 
 

Stage 1- Definition. Let us consider the problem of modeling an Industrial Plant, and 
as a practical example, a Flange element.  

Stage 2 - Selection of the Standard: By performing an Internet search, we find that 
there is an ISO Standard that could be used for our needs; this case is ISO 10303 AP 
227 (Industrial Plants) [8].  

INSTANTIATE: 
• Stage 7- Testing and instancing  
In this step the test of the instances and the creation of an automatic or semiautomatic instancing mechanism (if needed) is performed. 
As a final step, some individuals conforming to the specification of the classes can be manually modeled using again an editor. Such 
process can be automated if needed if any API tools are available and the elements that must conform can be interrogated e.g. modeling 
an industrial plant KB that has a 3D counterpart in CAD, the CAD API can be used to interrogate the elements and the editor API to 
semi-automatically “fill” the individuals in the KB. This step does not strictly fall into the modeling process, but in order to really use 
the modeled KB is needed.  
• Stage 8- Application development based on Standards 
In this last step the Virtual Engineering Application using the Domain model is developed, this last stage comprises the actual usability 
of the Domain where the VEA advantages from Semantics via the enhancement obtained by having a better described and consensual 
Domain model. 
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Stage 3 - Classes identification: Consulting the standard we find that a description of 
a Flange element exists; this description is depicted in Fig. 2. 

 

Fig. 2. STEP Excerpt for the case study 

Stage 4 - Properties identification. By looking at the properties in the Flange ele-
ment, we create a classification as can be seen in Table 1. The criterion to choose the 
concept is provided by an expert in the field whose work as a Knowledge Engineer is 
fundamental at this stage.  

Table. 1. Properties classification 

Name Property_type Value 
hub_through_length Data Double 
hub_weld_point_diameter Data Double 
end_1_connector Relational Element 
end_2_connector Relational Element 

Stage 5 - Initial modeling. We use the Protégé ontology editor to model the element 
as can be seen in Fig. 3,4, and 5. 

 

Fig. 3. Modeling of the Flange class 
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Fig. 4. Modeling of the Flange, data type properties 

 

Fig. 5. Modeling of the Flange, relational properties 

Stage 6- Knowledge Base transcription and refinement. For the example case, we 
decide than the Standard contains enough information for our modeling needs, hence 
no extension is needed. The process is finalized by running a reasoning process to 
check the ontology for any problems at a logical level (not shown here).  

Stage 7- Testing and instancing. In this case, we use the Protégé OWL API for the 
generation of Java source code suitable for the semi-automatic instancing of individu-
als, Fig. 6 (left) depicts a section of this code. 
 

Stage 8- Application development based on Standards. As pointed out before, this 
last stage comprises the actual usability of the Domain. In our case we used the mod-
eled domain in order to match graphic elements coming from a 3D model with their 
parameters for a semantic synonym graphical adaptation as explained in [8].  Fig. 6 
(Right), depicts such matching for the example. 

 

 

Fig. 6. (Left) Generated control code, (Right) Application development 
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5   Conclusions and Future Work 

In this paper we presented a new methodology for Domain modeling based on Engi-
neering Standards. We discussed some of the benefits of standards as guidelines for a 
Knowledge Based Domain modeling and some potential challenges along with possi-
ble approaches to overcome them. As future work, we intend to test and compare our 
methodology and other established methods that could be used for domain modeling 
such as commonKADS, etc. 
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Abstract. Nesting algorithms deal with the optimal placement of shapes in 
specified regions subject to specified constraints. In this paper, a complex  
algorithm for solving two-dimensional nesting problem is proposed. Arbitrary 
geometric shapes are first quantized into a binary form. These binary represen-
tations are subsequently processed by operators which nest the shapes in a rec-
tangle of minimum area. After nesting is completed, the binary representations 
are converted back to the original geometric form. Investigations have shown 
that the nesting effect is driven by quantization accuracy. Therefore, better ac-
curacy is possible given more computing time. However, the proposed knowl-
edge based system can significantly reduce the time of nesting, by intelligently 
pairing shapes, based on prior knowledge of their form.  

Keywords: nesting, knowledge based system, binary quantization. 

1   Introduction 

The term nesting has been used to describe a wide variety of problems regarding the 
non-overlapping placement of a set of shapes onto a target domain, typically a surface 
(see an example in Fig. 1). 

Shape fitting region        Result of nesting Set of shapes 

 

Fig. 1. A classic example of nesting 

There are many classic nesting problems, including:(i) the knapsack problem (con-
sider a set of shapes, and all its subsets, to cover a fixed region optimally ); (ii) the bin 
packing problem (given a set of shapes and a set of bins, find the least number of bins 
required to pack the shapes), and; (iii) the strip packing problem (given a set of 
shapes and a strip of fixed width, minimize a length such that all the shapes can lie in 
the strip). This was also considered by the authors in [1, 2]. 
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In this paper, we focus on the following nesting problem: given: a set of shapes and 
a region of infinite height and width, find the placement of all shapes in the region, 
such that: (i) the area of the rectangle in which all shapes are to be placed (target do-
main) is minimized, and (ii) the computing time for nesting is minimized. 

Several approaches have been proposed for the resolution of nesting problems. So-
lution ideas range from simple heuristics to intricate optimization techniques, includ-
ing geometric approaches [3], local search [4], ant algorithms [5], simulated annealing 
[6, 7], tabu search [5], and genetic algorithms [8]. However, even if the shape set is 
relatively small, the problem still remains computationally hard. This therefore moti-
vated the design of an algorithm to reduce the computational time of nesting. 

The main subject of this paper, namely the QKBMR (Quantization with Knowledge 
Base in Minimum Rectangle) nesting system, is essentially a sequential application of 
several algorithms performing: (i) shape conversion, by quantization, into binary  
format, (ii) shape pairing (applying the Min-Rectangle concept [9]), using standardi-
zation and rotation operator, and; (iii) knowledge-base exploitation. The system  
enables online creation of a knowledge base, (KB), which can significantly reduce the 
computational time needed for optimal shape fitting. The authors have already shown 
the remarkable improvement in nesting efficiency gained from exploiting quantiza-
tion, rotation and the knowledge base. Moreover, QKBMR users can control, by judi-
cious adjustment of the quantization parameter, the trade-off between the total time of 
nesting and efficient shape placement. 

The rest of the paper is organized as follows: Section 2 introduces the nomencla-
ture used throughout the paper, Section 3 describes the QKBMR system and Section 4 
gives a short description of local algorithms. Experimental results for the QKBMR 
system are given in Section 5. Conclusions appear in Section 6.  

2   Nesting Nomenclature 

The following nomenclature (used in subsequent sections) is introduced: 

Shape – a geometric shape is denoted G={ en∈P:(xn,yn)∨ A:(xn1,yn1, xn2,yn2, rn)}, 
where a point P lies at position (x,y), and arc A is specified by two Ps and a radius r. 
Region – a fixed rectangular region R, having lower left vertex P(0,0) and having 
infinite height and width, is denoted R={ P(x,y): 0 ≥ x >∞ ∧ 0 ≥ y >∞ }.  
Mesh – a discretization of R, determined by a set of grid squares of size a, is denoted 
M(a)={Q(a) (xn,yn)∈R: 0>xn>∞ ∧ 0>yn>∞ }. Each square (quantum), is characterized 
by a discrete position (xn,yn) and is assigned a logical binary state, i.e. 1 or 0 (Fig. 2). 

Intersection operator INT(A,B) - returns a logical true/false result: if area A and area 
B intersect, then logical 1 is returned, otherwise INT(A,B) returns logical 0.  

Bounding rectangle BG(x,y) – the rectangle BG, assigned to shape G, having the 
smallest dimensions (width x, height y) such that G can be placed inside BG without 
intersecting the boundary of BG. BG is expressed as BG={P(xb,yb): xb,yb∈ R ∧ 
xb∈<xm,xn> ∧ yb∈<ym,,yn> :(∀ P(xp,yp)∈ G, xm ≤ xp ∧ xn ≥ xp  ∧ ym ≤ yp  ∧ yn ≥ yp )}. 



 A Knowledge Based System for Minimum Rectangle Nesting 105 

α
... 2 3 4 5 6 7 8 ... 

      

2 

3 

4 

. 

Q(a)(2,2)=1

Q(a)(3,3)=0

 

Fig. 2. Region R transformed into the M(α) mesh 

Quantization map QM – a map converting shape G into its binary representation. 
The formal description is QM(G)=(∀ Q(a)(xn,yn)∈ B , Q(a)(xn,yn)=INT(Q(a)(xn,yn),G)). 

Binary shape – a raster model of G, denoted S(w,h), is a quantized representation of 
G as the result of QM(G). Formally, may be described in the form: S(w,h)={Q(a)(xn,yn) 
∈BG:Q(a)(xn,yn)=INT(Q(a)(xn,yn),G)∧xn∈<0,w>,yn∈<0,h>;BG(xb,yb):xb=a*w, yb=a*h}. 

Example: Binary shape in Fig. 3 is described by bit sequence S(4,3)=1111 0111 0011. 

             

G

B

w

h

S  

Fig. 3. Shape G and its quantized representation S 

Binary Shape Set BSS – a finite set of binary shapes. BSS={S1,S2,...,SBSSC}. 
AND(S1, S2) – binary AND operator for bit sequences S1 and S2.  
AND(S1, S2, ..., Sn) – binary AND operation for a bit sequences S1, S2, ... Sn 

OR(S1,S2) – binary OR operator for bit sequences S1 and S2. 
XOR(S1,S2) – binary XOR operator for bit sequences S1 and S2. 
NEG(S) – binary complement operator for bit sequence S, permutes 1s with 0s. 
ROR1(S) – right shift operator on an ordered sequence of binary shapes: 
ROR1(S1)=S2: S[i]=S[i+1], S[n]=S[1]; i∈<2,n>, where S1 is S before ROR1,  
S2 is S after ROR1, i is a position in a bit sequence, n is the number of bits in a  
sequence.  
ROR(S,t) –  ROR1 performed  t-times on S.  
ROL1(S) – binary left shift operator of bit sequence by one position: 
ROL1(S1)=S2: S[i]=S[i-1], S[1]=S[n]; i∈<2,n>, where S1 is S before ROL1, S2 is 
S after ROL1, 
 i and n are defined as for ROR1.  
ROL(S,t) –  ROL1 performed  t-times on S.  
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Best Fit BF(S1,S2) – binary representation of the best combination of the pair of S1 
and S2 shapes. The best fit can be denoted as BF(S1,S2)=C12. 
Knowledge Base Element KBE (S1, S2) - data set with information about two 
given binary shapes S1 and S2 and their best fit combination C12.  
Knowledge Base KB – a knowledge base containing information about best fits 
for pairs of shapes, i.e. KB = {KBE1, KBE2, ...., KBEKBC}, where the total number 
of elements KBC may increase during the nesting process. 

Remark. In this paper, we make the following assumptions:  

(i) a set of shapes to be nested is known before the nesting is started, 
(ii) all shapes are quantized with the same quantum size a,  
(iii) all shapes can be rotated by an angle gamma(k) =( k π) / 2, k∈{0,1,2,3}. 

3   The QKBMR System 

A schematic diagram of the QKBMR system is presented in Fig. 4. As mentioned in 
the Introduction, the general idea of the QKBMR system is to firstly represent the 
shapes in binary form (by quantization). The binary shapes are subsequently nested by 
operators (rotation, pairing, knowledge acquisition). Finally, using the knowledge 
base, shapes are fitted optimally onto the target surface. 

GQ

GQMP QM 

a

SP

NM 

KB 

Final  
placement

S1(w1,h1), 
S2(w2,h2) 

,..., 
Sn(wn,hn)

G1, G2, ..., 

Optional  
external  

KBEL sets 
GQMP 

algorithms

M(a)

BSS 

BSSC

KBC

DeQM 
(optional) 

RO , SPBF
SPS , SPT

 

Fig. 4. Schematic diagram of the QKBMR nesting system 

The components of the system are: 
GQ –an input queue with a known set of shapes to be nested (the shape set can be 
arbitrarily chosen or generated at random), 
GQMP – a module dedicated to processing input GQ before quantization. Shapes 
may be sorted e.g. grouped into categories (squares, polygons, ovals, etc.). Users 
may select any algorithm from the GQMP module for preprocessing input GQ.  



 A Knowledge Based System for Minimum Rectangle Nesting 107 

QM – quantization module responsible for converting shapes into binary represen-
tations. Quantum size a determines the precision of the conversion process. 
BSS – the resulting set of the BSSC number of binary shapes, 
SP – the shape-pairing module finds the best fit between two considered shapes. It 
consists of three key components: (i) shape-pair standardization (SPS), (ii) shape-
pair best fit (SPBF), (iii) shape-pair truncation (SPT). Moreover, the shape rotation 
RO with operators (ROR1, ROL1, ... etc.) can be invoked by the SP module. This 
module exchanges data with the KB module e.g. by sending information about best 
fit data  
KB – knowledge base module with information about KBEs collected in the past, 
collected during recent nesting and possible imported from other KBELs outside. 
NM – nesting module responsible for the final placement of the paired binary 
shapes within the mesh M(a). 

DeQM – de-quantization module converts binary shapes S back into the original 
Cartesian format. It uses memorized relation between the quantized form and the 
original form, thus, regardless of quantum size a parameter, an original shape can 
be located on canvas. 

4    Algorithms 

Quantization Map (QM) is performed for each G in GQ separately. The size of S and 
accuracy of QM depend on the quantum size a, The time needed to perform QM on G 
can be expressed as TQM  = qwha, where: w is width of BG, h is height of BG, q is a 
hardware-dependent coefficient used in QM. The QM algorithm works as follows: 

1.  Find BG(xm,ym).  2. Partition BG(xm,ym) into squares of size a denoted Q(a)(xc,yd) 
xc=1,2, ...w, yd=1,2,...,h to obtain the mesh of the size (w x h), i.e. a ‘matrix’ with w
columns and h rows.  3. Assign states to all Qa(xa,yb) elements: ∀ Q(a)(xc,yd) ∈ BG, 
Q(a)(xc,yd) = INT(Q(a)(xc,yd),G), c∈ <0,w), d ∈ <0,h). 

 

Shape-Pair Standardization (SPS) is a necessary preprocessing step to shape pairing. 
Two binary shapes S1 and S2 are standardized so that they have the same bit size. 
However, SPS on the shape pair (S1,S2 ) is not a commutative operation. Table 1 gives 
an insight into the nature of SPS: the first shape S1 is 'centered' in its standardized 
format, while S2 is initially placed in the 'top left' of its standardized format. The SPS 
works as: 

1. For two binary shapes: S1(x1,y1) and S2(x2 ,y2) compute: mx=x1+2*x2, and 
my=y1+2*y2.  2. Standardize S1: (2.1) Add the number of c=mx-x1 zeroes columns to 
S1. (2.2) x1=mx. (2.3) Add the number of r=mx-x1 zeroes rows to S1. (2.4) y1=my.(2.5) 
t=c/2+r/2*y1; Perform ROR(S,t). 3. Standardize S2: (3.1) Add the number of c=mx-x2

zeroes columns to S2. (3.2) x2=mx. (3.3) Add r=mx-x2 zeroes rows to S2. (3.4) y2=my. 
 



108 G. Chmaj, I. Pozniak-Koszalka, and A. Kasprzak 

Table. 1. An example of binary shapes S1 and S2 standardized with SPS 

 

Before SPS After SPS 

S1 S2 S1 S2 

1111 
0111 
0011 

11 
01 

00000000 
00000000 
00111100 
00011100 
00001100 
00000000 
00000000 

11000000 
01000000 
00000000 
00000000 
00000000 
00000000 
00000000 

Shape-Pair Best Fit (SPBF) finds the best fit of the standardized S2 to a given 
standardized shape (here denoted S1), where S2 can be any unpaired shape from 
BSS. The algorithm compares efficiencies of the checked fits and selects the best 
fit. The efficiency measure denoted EFF , for a given fit S is defined in equation 
(1) below:  

EFF=1/((w(S)+1)*(h(S)+1))                                          (1) 

where w(S), h(S) are width and height of the fit, respectively. Here is the algorithm: 

1. Shape S1 is chosen and 'fixed'. 2. Set GLEFF=0. 3. For every unpaired shape, 
denoted S2, belonging to BSS do: (3.1) Standardize S1(x1,y1) with S2(x2,y2). (3.2) 
SR=ROR1(S2). (3.3) If S2[1]=0 ∨  SR[1]=1, go to 3.7. (3.4) If AND(S2,C)=0 ∨
AND(SR,C)≠0, where C=Cx2+1, Ck=Ck+1*2x1+1+C0, C0=2x1, perform ROR(S2,x2+1), 
else ROR(S2,1). (3.5) M=XOR(XOR(OR(S1,S2),S1),S2). (3.6) If M≠0, go to 3.2. (3.7) 
Truncate S=OR(S1,S2). (3.8) Compute EFF for S. (3.9) If GLEFF<EFF, 
GLEFF=EFF and BF=S.  

 

Shape-Pair Truncation (SPT) the best fit S is trimmed of all rows and columns  
that consist only of zeros. The SPT is performed at the step 3.7 in the above SP  
algorithm. 

Knowledge Base. SP algorithm communicates with the KB, continuously receiving 
and sending data. SP can use KB to optimize the search process for the best fit. Before 
calling the shape pairing algorithm, SP can ask KB for a specific pair S1, S2. If KB has 
such a record, then it replies to SP with the best fit C12 , else it replies to SP with a 
“no result” message. In the latter case, SP then applies the SP algorithm to S1, S2. The 
resulting best fit for these shapes is then sent to KB and stored. 

Rotation Operator RO. rotates any shape G, around a chosen shape. RO may be 
called (i) by the shape pairing algorithm, or (ii) by the nesting module. As was men-
tioned in Section 2, shapes can be rotated into four possible positions. If KB is 
switched on, and RO is called then SP works as follows: 
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1. Shape S1 is chosen and 'fixed'. 2. Set GLEFF=0; k=1.  3. For every unpaired shape 
in BSS , denoted S2 , do: (3.1) Ask KB for information about the pair S1 and S2. If KB
provides a best fit BF, count EFF and update GLEFF, go to 5. (3.2) k=k+1. Rotate S2

by the angle gamma(k). (3.3) Standardize S1(x1,y1) with S2(x2,y2). (3.4) SR=ROR1(S2). 
(3.5) If S2[1]=0 ∨  SR[1]=1, go to 3.11. (3.6) If AND(S2,C)=0 ∨ AND(SR,C)≠0, where 
C=Cx2+1, Ck=Ck-1*2x1+1+C0, C0=2x1, perform ROR(S2,x2+1), else perform ROR(S2,1). 
(3.7) M=XOR(XOR(OR(S1,S2),S1),S2). (3.8) If M≠0, go to 3.4. (3.9) Truncate 
S=OR(S1,S2). (3.10) Compute EFF (OR(S1,S2)). (3.11) If GLEFF<EFF, 
GLEFF=EFF and BF=OR(S1,S2). (3.12) If k<3 go to 3.2. 4. Send information about 
BF(S1, S2), to KB.  5. S1 and S2 are paired. 

 

Example.  Consider the shapes S1 and S2 obtained from Table 1. In Table 2, the results 
of shape pairing for S1 and S2 for three cases are presented: (i) S’- after using simple 
joint operation without SP, (ii) S’’ - after using SP but without RO, (iii) S’’’ – after 
using SP with RO. The corresponding efficiencies (see equation (1)) are: 
EFF(S’)=0,033, EFF(S’’)=0,042, EFF(S’’’)=0,050. Shape S’’’ has the highest effi-
ciency, so there are clearly remarkable gains to be made if the RO is applied. 

Table 2. Binary representations of results of shape pairing (after truncation) 

S’=S(4,5) S’’=S(5,3) S’’=S’(4,3) 

1100 
0100 
1111 
0111 
0011 

01111 
11111 
01011 

1111 
1111 
1111 

Nesting Module. The nesting module decides the final placement of binary shapes 
within the mesh M(a). After receiving the set of best fit shape pairs (from the SP mod-
ule), the NM exploits the task allocation algorithms (for mesh structure) described 
earlier by the authors in [10] for final placement on the mesh. 

The nesting module can exploit shape pairing operations recursively. For example, 
consider the following different options:  

(a) initial shapes → pairs of shapes → final nesting  
(b) initial shapes  → pairs of shapes → (pairs of pairs of shapes) → ... 
      →(pairs of pairs of pairs .....of shapes) → final nesting. 

In practice, the nesting module needs a criterion to terminate excessive recursion, of 
the shape pairing operators. The authors are currently addressing this issue.  

5   Test Results 

The investigations were conducted according to the methodology described in [11] 
(designed by the authors). The objective was to evaluate the efficiency of the  
proposed mechanisms by implementing the QKBMR system. Some test results are:  
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Experiment #1. Impact of the quantum size a on QM efficiency measured by TQM   

 It may be observed in Fig. 5 that this relationship may be modeled as exponential.  
 
 
 
 
 
 
 
 
 
 

 

Fig. 5. Quantum size in relation to time of quantization 

Experiment #2. Impact of KB on the nesting efficiency.  
In Fig. 6 an example of time performance to the successive pairing for the number of 
20 shapes is presented. The remarkable advantage of applying KB may be observed.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 6. Influence of Knowledge Base module on time of SP 

Experiment #3. Impact of RO on the nesting efficiency. 
The efficiency was calculated with (1) for nesting made with RM turned off and RM 
turned on for the same data sets. The obtained values were such that the averaged 
EFF (RM off) = 0.021 and the averaged EFF (RM on) = 0.038, what may justify the 
statement: “RM can increase nesting efficiency”. 

6   Conclusions 

The QKBMR system described in this paper can significantly improve the efficiency 
of the nesting process.  
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Applying the proposed quantization algorithm in conjunction with the rotation  
operator ensures more accurate shape placement. A drawback of this is an increase in 
the computational time of the nesting process (which is strongly dependent on the 
chosen quantum size). However, this can be remedied using the proposed knowledge 
base, which can significantly reduce the computational time of the complete nesting.  

The system performs well if all of the shapes belong to standard categories,  
because then not all shapes need to be paired: rather, best fits can be provided by ex-
ploiting the knowledge base. In practice, shapes are usually standardized and typically 
belong to a limited number of categories. 

Future development of the QKBMR system will focus on creating new algorithms 
for the nesting module of the system, and looking for more effective shape pairing, 
because this module is the one with the highest computational cost. 
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Abstract. The paper concerns the survivability of computer network area. The 
considered optimization task is the congestion problem in connection-oriented 
networks. This paper presents a highly configurable evolutionary algorithm to-
gether with computer experimentation system supporting its efficiency analysis. 
The particular emphasis is placed on parameter control and tuning process of 
evolutionary algorithm. The results of analysis are discussed.  

Keywords: computer network, evolutionary algorithm, congestion, experiment. 

1   Introduction 

In connection-oriented networks, data packets sent by end-to-end communication 
channel are transmitted over same, established route. The examples of such technolo-
gies are Asynchronous Transfer Mode (ATM) and Multiprotocol Label Switching 
(MPLS). In ATM a route is called Virtual Path (VP), in MPLS it is Label Switched 
Path (LSP). Networks based on TCP/IP protocol stack are not connection-oriented. In 
such a network, a single route should be assigned for each ordered pair of nodes that 
require communication. When choosing routes assignment, different objectives can be 
considered. This paper focuses on the congestion problem [1] - an important issue in 
the context of network survivability i.e. an ability to return to the valid state after some 
kind of network failure. The considered problem can be classified as Flow Assignment 
(FA) problem for non-bifurcated flow (NBFA) [2]. Such optimization tasks are NP-
hard [3] i.e. up till now no exact algorithms to finding a solution in polynomial time 
have been invented. Fortunately, in many practical applications, satisfying suboptimal 
solutions can be found by heuristic methods. Flow Deviation [4] is one of them, as well 
as its modifications [2],[3] and [5]. So-called intelligent techniques are also applied, 
such as simulated annealing [6] ant algorithm [7], evolutionary algorithm (EA) [3], [4], 
[6] and [8].  

The algorithm presented in this paper, called NBFAEvol, uses solution (hence indi-
vidual) representation and genetic operators applied in [8] and [9], however, 
NBFAEvol defines different reproduction scheme than typical evolutionary algorithm 
(EA) that gives opportunities to separate the process of creating offspring from the next 
generation selection. The act of using NBFAEvol is simultaneous searching within two 
solution spaces: main optimization problem (here congestion problem) search space 
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and EA search space itself, i.e. EA parameter setting for determining the point in EA 
space, from which searching the problem solution space is performed.  

The main purpose of the created computer experimentation system is to enable 
planning and performing experiments, which examine EA search space for suboptimal 
parameter settings. This process is called parameter tuning phase [9]. Flexible con-
struction of NBFAEvol allows examining many different configurations and it is open 
for further extension. Presented ideas are independent of considered optimization prob-
lem and relate to more general issue of applying evolutionary computation. 

The reminder of the paper is organized as follows. In Section 2, the congestion 
problem is formulated. Section 3 describes the implemented evolutionary algorithm. 
Section 4 gives a review of the experimentation system. Description of performed 
parameter tuning phase is given in Section 5 followed by report from proper experi-
ments. The paper concludes with a summary of the results in Section 6. 

2   Problem Statement 

Non-bifurcated congestion problem was defined in [1] basing on common network 
model that can be found e.g. in [2] and link-path notation for non-bifurcated flow [10]. 
Communication network is specified by a directed graph; a node in such a graph corre-
sponds to a source, destination or point of traffic switching. Directed edge (arc) is a 
unidirectional link. The ordered pair of nodes that require communication is called the 
demand. The objective is to maximize the minimum link residual i.e. a difference be-
tween the capacity and current link load capacity (such link may be called network 
bottleneck). The considered problem may be formulated in the following way: 

Constants.   D – number of demands, E  –  number of arcs, V – number of nodes. 

Indices:   d=1,2, ...,D – demands, e=1,2, ...,E – arcs, v=1,2, ...,V  – nodes, p = 1,2,…,Pd 
– routes in scope of demand d. 

Indexed constants.   Pd – number of routes for demand d, hd – value of demand d, ce – 
capacity of link e, δedp=1 (if route p for demand d contains arc e) or δedp=1 (otherwise). 

Variables.  xdp – flow allocation vector.  

Constraints.                  xdp∈ {0, 1}         and            ∑
=

=
dP

p
dpx

1

1
                                               (1) 

           fe ≤ ce                           where        ∑∑
==

=
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p
dpedp
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d
de xhf
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δ                 (2) 

Link-path notation requires a set of routes proposal for each demand, those routes are 
coded by constant δedp. Constraints (1) assure that for each demand exactly one route 
will be selected. Inequality (2) is a capacity restriction. 

Objective.                   ( )ee
Ae

fcr −=
∈

minmax                                                                   (3) 
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The objective (3) consists in finding an assignment of routes which results in network 
state with as broad bottleneck as possible. Non-bifurcated congestion (NBC) instance 
consists of two elements: (i) the Incidence Matrix which determines the structure used 
for graph representation, (ii) the Demand Matrix which determines demand value for 
each pair of nodes. The sets of routes for demands altogether is called routes database 
(RDB). The selection routes for RDB defines the solution space. There are two main 
methods for creating routes RDB: (i) K-shortest paths (KSP) where each demand is 
assigned by k shortest routes, with notation KSPk, (ii) Hop limit approach (HL) where 
each demand is assigned by a set of all routes, which do not exceed SP+n links, where 
SP is the shortest route between given nodes and n is the hop limit, notation HLn is 
introduced. Authors examined: KSP10, KSP30, KSP100, KSP1000, and HL2, HL5.  

3   NBFAEvol Algorithm 

The structure of NBFAEvol, beside typical parameters as crossover probability (Pc), 
mutation probability (Pm) and operator selection probability [11], allows configuration 
of selection strategy for crossover operator, a next generation selection method, and a 
mechanism for preventing premature convergence of the algorithm. 

Individual Representation. Representation used in [6] was applied. Single individual 
(solution) is represented by a vector of integer numbers. Position of an element in the 
vector (index) indicates the number of demand, and value at given position is the 
number of a selected route. 

Algorithm Structure. High-level view of NBFAEvol structure is shown as  below. 
 (pseudo code notation based on Pascal language was used). 

 
procedure NBFAEvol(instance, RDB, parameters) 
  begin 
   generation:= 1 
    Create first generation 
    Evaluate first generation 
      while (not evolution end condition) 
       begin 
        Control stagnation 
         Create offspring 
          Evaluate offspring 
           Mutate offspring 
            Evaluate mutated offspring 
             Select next generation 
        generation := generation + 1 
       end 
       Return best individual in the last generation 
  end 

First Generation Initiation. NBFAEvol algorithm maintains constant number of 
individuals in population trough whole evolution. The size of population, denoted as 
pop_size, is one of those parameters, which appear in every EA. It determines the 
degree of searching parallelism. Bigger population means broader search, but slower 
convergence. In the first generation, NBFAEvol selects routes for demands using 
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roulette wheel method [11]. Probability of choosing a given route is reverse propor-
tional to its length. For NBC problem, such method results in higher average fitness 
value of the first generation than completely random initiation. 

Reproduction. Reproduction scheme in NBFAEvol is different than in GA. The 
number of individuals produced in every iteration is L = Pc*pop_size. Reproduction is 
a selection of L/2 pairs of individuals, followed by performing crossover operation on 
them. The probability of selecting a given individual is proportional to its fitness 
value (roulette wheel method). Created offspring is mutated, an average number of 
mutation operations in one generation equals Pm *L. Offspring does not replace its 
parents, NBFAEvol maintains current population and the newly created offspring. 
Next generation selection takes place only in the last step of algorithm’s iteration. 

Genetic Operators. Applied operators can be divided into two categories: High-
Level Operators (HLO) and Low-Level Operators (LLO). Unlike HLO, applying 
LLO can result in addition of new routes to RDB and in consequence in extending 
solution space of NBC problem. NBFAEvol implements: (i) four crossover operators: 
 one-point crossover (1PC), multi-point crossover (MPC), uniform crossover  (UC), 
low level crossover (LLC), and (ii) three mutation operators: one-gene mutation 
(1GM), multi-gene mutation (MGM), low level mutation (LLM). Operators 1PC, 
MPC, UC, 1GM, and MGM are well known transformations described e.g. in [1], the 
detailed description of LLC and LLM can be found in [8].  

Operators Selection Strategy. Reproduction process requires making a decision 
about selecting crossover operator for a given pair of individuals. NBFAEvol 
implements two methods: (i) constant probability strategy (ConstOp) and (ii) adaptive 
probability strategy (AdaptOpt). In applied adaptive strategy two phases (intervals) 
are defined: IE (interval equal) and IA (interval adapt). IE denotes the number of 
generations during which all available operators are selected with equal probability. 
In IA phase, operators are drawn proportionally to their effectiveness in the last IE 
phase. Lengths of these phases are the parameters of AdaptOp. This idea is illustrated 
in Fig. 1. 

 

Fig. 1. Adaptive operator selection strategy 
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The described strategy can be classified as an adaptive method of parameter control 
[9]. Starting point for implementing this method was an assumption that operators can 
have different effectiveness measured in scores in IE phase. Scoring system looks like 
this: (i) 5 points if descendant is better than both parents (better fitness value), (ii) 2 
points if descendant is better than one of its parents only, (iii) 0 points if descendant is 
worse than both of its parents. During IA phase for every operator is assigned a field in 
roulette with the size proportional to the total number of points collected. 

Next Generations Selection. The last step in NBFAEvol algorithm is selecting indi-
viduals for the next generation. The choice is made from current population (that ex-
isted before reproduction) and newly created offspring. NBFAEvol may use one of 
three selection methods, including one deterministic (U+L) and two stochastic tourna-
ment strategies (T1 and T2).  

Stagnation Control. It is often an end condition of the algorithm. NBFAEvol has a 
binary parameter, which turned on may cause attempting to break such stagnation, 
when it is detected. An exact mechanism is implemented: if for fixed number (e.g. 300) 
of generations all individuals have the same fitness value, then all except one are 
eliminated and new individuals take their place (initiated as the first generation). The 
one rescued individual spreads his genes quite quickly in a new population. Some of 
such attempts may give beneficial configuration of genes and improve currently best 
individual. In some ways, the proposed method disturbs a “natural” course of an evolu-
tion. So-called “brain storm” method [8] serves similar concept (preventing conver-
gence) but it works in different way. 

4   Experimentation System 

The created experimentation system called NBFASolver consists of three modules: 
NBFAExp – for creating Flow Assignment problem instances; one can use visual 
creator to enter network topology; also Incidence and Demand Matrices can be en-
tered; with several modes for creating Demand Matrix: from manual to fully auto-
mated matrix generating, according to the given demand pattern,  
NBFACreator  - for generating routes databases,  
NBFAPathsGenerator – a central part of NBFASolver for planning and executing 
experiments as well as presenting processed results (partial and summary). 

The designed structure of the system is shown in Fig. 2. 

 

Fig. 2. Experimentation system structure 
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Main purpose during development of the system was to make the process of examina-
tion of the effectiveness of NBFAEvol fully automated. Nomenclature used in NBFAExp 
is following: Simulation is the smallest structural unit of experiment, it corresponds to 
execution of single evolution, Sub-series is the sequence of simulations executed with the 
same parameter set (necessary because of stochastic nature of EA), Series is the sequence 
of sub-series executed for subsequent parameter sets, for same instance and RDB, Ex-
periment is the sequence of series. Every experiment required performing the total num-
ber of E simulation runs, where E = number of series*number of sub-series in a given 
series*number of parameter sets. Each execution of NBFAEvol requires providing a set 
of seven parameters (Table 1). They establish one point in EA search space.  

Table 1. Parameters of Experiment Design for EA 

Symbol Name Available options 

Pc 
Crossover 
probability 

Real number from range (0, 1> 

CrossOp 
Crossover operators, 

selection strategy 

Crossover operators should be chosen 
as well as their selection method: 
ConstOpt or AdaptOpt 

Pm Mutation probability Real number from range (0, 1> 

MutOp 
Mutation operators, 
selection strategy 

Mutation operators should be chosen as 
well as their selection probabilities 

pop_size Population size Integer number greater than 1 

Sel 
(Selection) 

Next generation 
selection strategy 

- deterministic selection U + L  
- tournament selection T1 
- tournament selection T2 

Stag 
(Stagnation) 

Stagnation control 
mechanism 

 On / Off 

The experiment is carried out following the procedure as below: 

procedure Experiment(series, parameter_sets) 
begin 
     x := number of series 
     y := number of parameter sets 
     for s := 1 to x do 
     begin              
          for p := 1 to y do 
          begin 
               z = number of subseries in series[s] 
               for ss := 1 to z do 
               begin 
                Simulation with parameter_set[p] for series[s] 
                Save result and duration of simulation 
               end          
               Save sub-series results  
          end 
          Save series results 
     end 
     Process and present results of Experiment 
end. 
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In a given series (for each parameter set) the number of z simulations is executed. 
Two results are saved: (i) an average of results in sub-series, (ii) the best result in sub-
series. A comparative ratio (CR) is defined - separately for the average and the best 
result. These values are calculated in the following way: 

%100⋅=
B

A
CRavg

 %100⋅=
D

C
CRbest

                                                                      (4) 

where A is the average of results in sub-series for a given parameter set, B is the best 
average result from all parameter sets, C is the best result in sub-series for given pa-
rameter set, D is the best result from the best results in sub-series from all parameter 
sets. Two indices for evaluating the obtained results are also applied: 

• Avg CRavg – an average value of CRavg for a given parameter set in series, 
• Avg CRbest – an average value of CRbest for a given parameter set in series. 

These two values indicate which parameter set on average achieved the best results 
over all series. Demands are generated for randomly chosen pairs of nodes with val-
ues drawn from a given range. The following notation for instances is introduced: 
N_L_R_%_d_X-Y, where N - the number of nodes, L - the number of unidirectional 
links, R - the percentage of all pairs between which demand exists, X and Y the 
smallest and greatest possible value of demand (e.g.: 18_66_70%_d_40-100). 

5   Investigations  

The objective was: (A) to tune parameters (for matrices with homogenous demands 
and heterogeneous demands) i.e. finding parameter set with the greatest value of Avg 
CRavg and parameter sets with the best value of CRavg in each series, (B) to compare 
NBFAEvol with known heuristic algorithm SWP [8] adopted for NBC problem, called 
here NBFASWP, and (C) to test the stagnation control.  

A. Heterogeneous case. Parameter tuning phase was divided into three stages: Stage 
1 as parallel examination of parameters connected with crossover and mutation opera-
tion (without adaptive strategy), Stage 2 as fine tuning of the first stage results, Stage 
3 as parallel comparison of: (i) the best parameter set from stage 2, (ii) adaptive  
operator selection strategy for different settings of IE and IA, (iii) next generation 
selection strategy. In experiment: pop_size=300, Sel=U+L, RDB=KSP10, End Condi-
tion=1200, Number of simulations in sub–series=3, Stag=Off. The following in-
stances were examined:  (1) 18_66_70%_d_70-200    (2) 18_82_80%_d_200-400  

             (3)  36_128_70%_d_40-100  (4) 36_162_80%_d_40-100. 

Discussion: At the distinct stages the following observations were made: Stage 1 – 
definitely the worst results were achieved when operator 1PC was used; the second 
factor in order of importance was crossover probability, Stage 2 – better results were 
achieved when beside UC, operator MPC with smaller probability was used; settings 
concerning mutation operator selection did not have noticeable influence on obtained 
results, Stage 3 – next generation selection strategy did not have visible influence; 
however it is worth noticing that five best parameter sets defined tournament selection; 
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each configuration of IE and IA achieved comparable results as the best constant prob-
ability strategy selected after Stage 1 and Stage 2. The best Avg CRavg  was for: 

 CrossOp  MutOp  

  Pc 1PC   MPC   UC    Adapt    IE    IA    Pm    1GM    MGM   Sel 

0.25   x x x     100    500    0.05    1.0 -   T2 

A. Homogenous case. Parameter tuning phase, for selected instances, was divided into 
two stages: Stage 1 - parallel examination of parameters connected with crossover and 
mutation operation (without adaptive strategy), Stage 2 – parallel comparison of: (i) the 
best parameter set from Stage 1, (ii) the best parameter set from experiments with 
heterogeneous demands, (iii) adaptive operator selection strategy for different settings 
of IE and IA, (iv) next generation selection strategy. In experiment: pop_size=300, 
Sel=U+L, RDB=KSP10, End Condition=1500, Number of simulations in sub–
series=3, Stag=Off. Two instances: (1) 18_66_d_100, (2) 18_82_d_100  were examined. 

Discussion: It was observed that (i) significantly better results were obtained for sto-
chastic selection of next generation, especially for T2, (ii) low effectiveness of operator 
LLC was observed, (iii) ConstOp strategy performs better than AdaptOp, but differ-
ences were small (a fraction of percentage), (iv) similarly as for heterogeneous de-
mands, no influence concerning mutation operation parameters was noticed. The best 
Avg CRavg  was for two sets equally effective, as shown below: 

 

  Pc 1PC   MPC   UC    Adapt   IE    IA    Pm    1GM    MGM LLM Sel 

0.25  0.10x -  0.90 N    -    -    0.05    0.95   0.05   - T2 

0.25  0.10 -  0.90 N    -    -    0.03           1.0 T2 

Table 3. Comparison NBFAEvol and NBFASWP 

No Instance   Evol   SWP Profit 

S 1 18_66_70%_d_70-200 3511 3228 +8.06% 

S 2 18_66_80%_d_70-200 3293 2918 +11.39% 

S 3 18_66_d_100 3600 3400 +5.56% 

S 4 18_82_100%_d_200-400 1345 1044 +22.38% 

S 5 18_82_d_100 3700 3800 -2.70% 

S 6 36_128_70%_d_40-100 2103 2007 +4.56% 

S 7 36_128_85%_d_40-100 1640 1497 +8.72% 

S 8 36_128_100%_d_40-100 912 802 +12.06% 

S 9 36_128_d_45 2345 2435 -3.84% 

S 10 54_220_70%_d_50-100 150 -7 - 

S 11 54_220_85%_d_50-100 1493 1471 +1.47% 

S 12 72_292_50%_d_20-50 2264 2216 +2.12% 
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B. Comparison NBFAEvol with NBFASWP. Parameter sets for the considered 
instances were selected according to the following rules: (i) if given instance was 
tested in one of the series of parameter tuning phase, then the best parameter set for 
such series is used (with highest value of CRavg), e.g. 18_66_70%_d_70-200, (ii) if a 
given instance was not tested, then the best parameter set for a given demand type and 
the most similar topology is used e.g. 18_66_80%_d_70-200. The results are given in 
Table 3, where the last column is the measure of effectiveness calculated with (5): 

%100Pr ⋅−=
SWP

SWPEvol
ofit                                         (5) 

Discussion: It may be observed that (i) in 10 out of 12 performed simulations, better 
results were obtained with NBFAEvol, (ii) in simulation S10 the NBFASWP algorithm 
did not find feasible solution, (iii) NBFAEvol gave worse results for instances with 
homogeneous demand (for them only limited parameter tuning was made).  

C. Stagnation control (SC) mechanism. Simulations were performed once more, this 
time with SC mechanism turned on. The instances were chosen including those for 
which NBFAEvol gave no profit (5) in B-test. Exemplary results were as follows:  

 

Instance: 18_66_70%_d_70-200    Profit:  without SC=+8.06 %, with SC=+10.73 %. 
Instance: 18_82_80%_d_300-500  Profit:  without SC=+22.22 %, with SC=+33.5 %. 
Instance: 18_82_d_100                   Profit:  without SC=-2.70 %, with SC=+2.57 %. 
Instance: 36_128_d_45                   Profit:  without SC=-3.84 %, with SC=+1.81 %. 

 
Discussion: It was observed that better results were obtained in almost all tests per-
formed when SC was applied (only for instance S2 Profit was worse of 0.49 %).  

6   Conclusions 

The created and implemented evolutionary algorithm named NBFAEvol enables ex-
amination of large EA search space. The greater effectiveness of EA may be achieved 
by: (i) roulette wheel method for the first population initiation, (ii) adaptive strategy of 
crossover operator selection, and (iii) stagnation control mechanism. The performed 
experiments showed an important role of parameter tuning phase. The results obtained 
by NBFAEvol were significantly better than those given by known NBFASWP algo-
rithm. In the nearer future authors would concentrate in adopting ideas of multistage 
experiment presented in [13] to develop the experimentation system.  
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Abstract. In the 3D animation field, the quality of productions is con-
tinuously increasing. It is a very active market with a high level of com-
petitiveness where modest companies, in terms of budget, must reach a
balance between the resources they can apply and the economic invest-
ment in a given production. Consequently, the automation of manual de-
sign processes, which are normally highly time-consuming, has become a
crucial research topic for 3D animation studios. The work we are describ-
ing here presents one of these automatic tools, specifically focused on the
synchronization of the speech and the lip movement of the characters, a
process that is called lipsync. We have developed a very robust and ac-
curate speech recognition module that together with a knowledge-based
system, autonomously provides lipsync results. Additionally, the system
has been integrated in the production plan of a 3D animation company,
leading to drastic operator time reductions.

Keywords: 3D animation, speech recognition, knowledge-based system,
lip synchronization, process automation.

1 Introduction

The synchronization of speech and lip movement, lipsync, implies, in its more
basic form, the detection of the phonemes present in an audio file for a given
language, and the moment when they happen. These phonemes must be mapped
to a set of visemes (the visual reference pattern of a phoneme) that directly rep-
resent a lip configuration in the animated character. It is clear that the accuracy
of speech recognition is crucial in the lipsync process.

It is awell studiedproblem [1][2]due to the largenumber of different applications
in computer science that require speech-lip synchronization. In human-computer
interaction systems like general virtual humans [3], mobile device interfaces [4] or
assistants for hearing impaired people [5], lipsync allows using virtual characters
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to interact with users in a friendly and natural way, independently of the speech
source. Video games, eLearning or instant messaging are other typical application
areas for lipsync. But in 3D animation productions (videos, movies, commercials,
etc) is where we can find the highest level of requirements for lipsync in terms of
quality [6]. Typically, the audio corresponds to an actor performance which in-
creases the complexity of speech recognition. In addition, mainly in movies, the
characters are not simple virtual humans or interfaces, but they play a role and
their acting follows the director’s guidelines. These two facts introduce an artistic
component into the lipsync process for 3D animation productions that differenti-
ates them from other applications.

The system we are presenting here starts from the need of Bren Entertainment,
a 3D animation company, of reducing the time required to perform lipsync in their
3D productions by developing an automatic lipsync tool. The usual procedure in
their movies was to perform the character’s lipsync manually, due to the poor re-
sults that commercial automatic lipsync tools provide. These tools achieve accu-
rate results with “simple” audio files, that is, when the speech is clear in terms of
comprehension and when the vocabulary is typical. Such requirements seem logi-
cal, but as commented before, in 3D animation productions, the audio files corre-
spond to an actor playing a role and this implies that the speech may be smooth,
fast, exaggerated or even sung, so the audio files may be very complex to recognize.
In addition, these tools did not meet the artistic requirements of the company,
providing unrealistic animations, typically with excessive lip movements. Finally,
commercial products are not open designs in software terms, and their integration
with the 3D animation programs that studios use is not simple.

2 System Development

The first stage of this automatic lipsync system is based, as usual, on the idea of
applying speech recognition to the audio files containing the phrases as spoken
on the animation movie shots or scenes. This recognition allows obtaining the
phonemes in these sentences and the timestamps of when the phonemes starts
and finishes. Later, a phoneme-viseme assignment is carried out. A viseme, as
commented before, is a visual representation for a phoneme that describes a
facial and oral position for a given sound. Thus, we have a collection of times-
tamped visemes and we can move from the time domain into the frame domain
and transform these timestamps to obtain which frames in the shot contain
the assigned visemes. In the next step of the process some key frames are de-
termined using a knowledge-based system. The candidate frames are those that
contain visemes that provide interesting visual information to the animation.
Afterwards, an animation can be constructed by assigning control values in a
facial grid defined in the 3D production software to these key frames. The fol-
lowing sections provide a description of the whole process and the technologies
it implies.
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2.1 Automatic Lipsync System

To clearly understand how the system works, we have represented in Fig. 1
a diagram of the whole process. In this Figure we can see how the artist (left
blocks) interacts with the system (right blocks) and the flow of information (top-
down). The squares represent key functions in the whole process and the ellipses
represent static pieces of information such as input or configuration parameters,
provided by the artist, and the final product at the end of the process.

Phoneme recognition. The first step in the system is to apply a speech recog-
nition tool over the input file audio provided by the artist. This can be achieved
automatically when loading the shot to be animated through the 3D produc-
tion software used in the company. This file usually contains the speech of a
movie character for a particular shot. We use an open source speech recognition
software, the CMU Sphinx-4 [7] tool from Carnegie Mellon University. In our
first trials we used an operation mode for Sphinx based on a language model,
but the recognition errors were too high with prototypic audio files, which, as
indicated, are very complex. Consequently, we started to use an operation mode
based on an acoustic model for the language and a limited language model de-
fined as a regular grammar. This way, for a particular audio file we limit the
recognition possibilities of Sphinx by providing a grammar that only matches
the exact phrase spoken by the movie character. For example, if the character
says “I have the donkey double parked”, we define the regular grammar with
only one non-terminal symbol and several terminal symbols concatenated in the
same order as pronounced:

Fig. 1. Diagram of the automatic lipsync process developed
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<language> = I have the donkey double parked;

So, each spoken word corresponds to a terminal symbol. This makes mandatory
for the artist to provide the system with the exact transcription of the shot.

With these modifications we raise the recognition success to an admissible
level (about 80%) in the easiest audio files. Due to several characteristics of the
more complex audio files such as velocity, intonation or pitch, the recognition
failed in some cases. To solve it, first we add some white noise to the signal to
avoid silences that can “break” the recognition and, second, we slow the audio by
a factor between 1.0 and 2.0. With these two processes, the recognition success
tends to 100%.

At this point, the speech recognition engine does the rest, and provides as
a result the ordered list of the phonemes contained in the spoken phrases (see
Fig. 2). In addition, for each phoneme, Sphinx determines the timestamps of
its beginning and ending, so we obtain a list of timestamped phonemes with a
precision of hundredths of a second.

Phoneme-viseme assignment. The next step (see Fig. 1) depends on the
viseme set defined in the 3D production software. For each subset of phonemes
there is a viseme that represents it. This step is necessary because, at the an-
imation level, the visemes play the role of the phonemes, so, the aim here is
to substitute in the timestamped phoneme list by their associated viseme. The
viseme set may depend on the particular production or even the character, and it
is typically the artistic director the one who provides the correct phoneme-viseme
mapping.

Frame domain conversion. Now that we have converted from phonemes to
visemes, we have to move from the time domain to work with frames instead of
seconds. Here a small conflict appears when doing the time division because two

Fig. 2. Screenshot of the speech recognition result with the audio file representation
(left) and the list of recognized phonemes and corresponding timestamps (right)
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Fig. 3. Time to frame conversion

or more visemes may coexist in a frame. There are several strategies to solve this
problem, but we have chosen the viseme that has a longer presence in the frame.
Fig. 3 clarifies this issue, where we display the time segmented into frames (the
bottom line), the visemes and their duration (the top line) and the assignment
of the visemes to the frames (in between). The result of this phase is an orderer
list of visemes, as many as frames has the shot.

Key frame selection. At this point, the phoneme recognition and the conver-
sion of data has been carried out (see Fig. 1). The animation work begins here.
In most 3D animation studios, the lipsync process is carried out manually, but
3D production software usually provides tools to simplify it. In this sense, the
artist does not perform a frame by frame animation which, apart from being
highly time consuming, from an artistic point of view would result in a poor
animation in terms of the desired smoothness of the final lip movements. The
typical procedure is to select some important frames (key frames) according to
the visemes they contain, then configure the lip position of these visemes and
finally apply an interpolation technique for the rest of the frames. The way in
which the key frames are selected strongly depends on the animation guidelines
provided by the artistic director. From these guidelines, we have developed a
knowledge-based system (KBS) able to find and mark the key frames without
the intervention of the artist. Through a phase of knowledge elicitation from
multiple interviews and direct observation of an artist carrying out this task, we
acquired enough knowledge to construct the KBS, that consists in a set of rules
for marking key frames and a correct order to be applied.

At the end of this step, what we have is an ordered subset of the list of visemes
resulting from the previous step. This subset is made up of the key frames with
their associated visemes.

Control value assignment. For every key frame we have to make the cor-
respondence between the viseme and the control values for the 3D grid that
represents the lips of the movie character. Basically, this process consists in car-
rying out a direct assignment of control values for every point of the 3D grid.
To facilitate the artist’s work, a correspondence, called preset, between visemes
and control values exists. These presets, termed as “viseme-control value map-
ping” in Fig. 1, are specific to a character. This is because every character has
its own and unique 3D grid. A character could have several presets to represent,
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for example, different moods. The presets are provided by the artistic director
depending on the shot or the scene. When the assignment is accomplished, the
3D software performs the interpolation for the non key frames and the automatic
animation is considered to be finished.

As commented before, the artistic “touch” of the animators is practically
impossible to achieve in an automatic way. However, our system allows the artists
to fine-tune the lipsync, and they can obtain successful results with large time
savings. This control value assignment represents the last step in the execution
of the system as shown in Fig. 1.

2.2 3D Production Software Integration

Several steps in the lipsync process depend on or have a close relation with the
3D production software. In this case we have worked with SoftImage XSI [8].
The XSI-LSS (LipSync Server) integration has been achieved in a simple way
due to the scripting and plug-in posibilities of XSI. A graphical user interface
has been designed to allow the artists to select the parameters required for
the automatic lipsync task, such as the audio filename or the transcription.
Then, an XML file type has been created to specify the viseme-control value
mapping and to represent animation, so both extremes can understand and talk
the same language. This way, the integration with any other software can be
easily performed.

3 Practical Application

As commented in the introduction, the origin of this work is the need of a 3D
animation company to reduce resource consumption during the lipsync process
in a typical audiovisual production. Currently, the automatic lipsync system is
a part of the production plan in Bren Entertainment, that is, they are currently
using it for new 3D productions. Fig. 4 shows a screenshot of the user interface
that an artist must control to perform the automatic lipsync. In this section, we
will provide some data provided obtained from the real application of the system
to illustrate its behavior.

As previously indicated with regards to the speech recognition system, it was
initially applied to 1050 frames of different scenes in Spanish with an 80% of
success rate. But improved by means of the addition of white noise and speech
speed modifications achieving 100% recognition rates even for more complex
audio files.

The results provided by the whole system, including the KBS, are shown in
Fig.5, where we have represented the predicted curve (black line) compared to
the curve created by an artist (dotted line) for two different controls in the
3D grid and for two different portions of the scene. These two controls are the
most relevant in visual terms when moving the character lips. As we can see
in the figure, the prediction is accurate enough taking into account that the
differences are basically indiscernible when the curve is applied to the characters
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Fig. 4. Screenshot of the automatic lipsync user interface

Fig. 5. Predicted control curves (black) and curves created by the artist (dotted)

grid. We must point out that the predicted curve is obtained by interpolation of
the key frames (marked with black squares in the figure) that, according to the
information provided by the company animators, are correctly selected in over
75% of cases. The failures occur mainly in complex audio files with expressions
and moods that are artistically remarkable.

The key question is whether this version of the system reduced in fact pro-
duction costs. In a current 3D production, 1050 frames of a given character
have been animated in one hour with an artistic quality approved by the artistic
director, using the automatic lipsync system. The same character, but in a dif-
ferent scene, was manually animated by an artist, and it took 24 hours (effective
time) to finish 800 frames with a similar quality. This time savings implply a
direct cost savings for the company which is crucial for competitiveness in the
3D animation field.
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4 Conclusions

In this paper we have presented a system that performs the automatic synchro-
nization of the speech and the lip movements of a character in a 3D animation
production. The tool developed has been integrated in the production plan of an
animation company and it is currently completely functional. With its applica-
tion, the artists can animate a scene more than 30 times faster, which implies a
very relevant productivity increase. The system uses a very robust and accurate
speech recognition tool based on Sphinx-4, and which has been improved and
adapted to the particular 3D animation field to obtain a near 100% recognition
success after parameter tuning. In addition, the system includes a knowledge-
based system that selects the key frames in the scene according to the visual
relevance of the visemes they contain. This KBS reflects the basic lipsync guide-
lines provided by the artistic director of a given production. It has been designed
in a very flexible way: it is language independent, viseme set independent and the
lipsync can be adapted to the different features of the different characters that
may appear in a production just by changing the viseme-control value mapping,
that is, the particular 3D grid representation of a viseme for a character.
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Abstract. Prediction of travel time on road network has emerged as a crucial 
research issue in intelligent transportation system (ITS). Travel time prediction 
provides information that may allow travelers to change their routes as well as 
departure time. To provide accurate travel time for travelers is the key challenge 
in this research area. In this paper, we formulate two new methods which are 
based on moving average can deal with this kind of challenge. In conventional 
moving average approach, data may lose at the beginning and end of a series. It 
may sometimes generate cycles or other movements that are not present in the 
original data. Our proposed modified method can strongly tackle those kinds of 
uneven presence of extreme values. We compare the proposed methods with the 
existing prediction methods like Switching method [10] and NBC method [11]. 
It is also revealed that proposed methods can reduce error significantly in com-
pared with other existing methods. 

Keywords: Intelligent transportation system, travel time prediction, moving 
average, NBC method, Switching method. 

1   Introduction 

Nowadays, travel time prediction plays an important role in ITS. Travel time predic-
tion is becoming increasingly important with the development of the Advanced Trav-
elers Information Systems (ATIS) [1]. Effective travel time prediction and dynamic 
route guidance system can assist travelers to better adjust traveler schedule [2]. More-
over, accurate prediction of travel time on road network is vital for any kinds of dy-
namic route guidance system. Beside this, reliable travel time information enables the 
generation of the shortest path from origin to destination. At the same time, time vary-
ing feature of traffic flow can extremely influence to estimate accurate travel time. 
Meanwhile, how to efficiently predict travel time for any road network receives a lot 
of attention from the researchers across the world.  

In this paper, we have developed two new methods named as successive moving 
average and chain average for predicting reliable and accurate travel time. Moreover, 
this research has attempted to extend our previous travel time prediction method 
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which is based on Naive Bayesian Classification [11]. Both prediction methods for-
mulate a functional relationship between traffic data as an input variables and pre-
dicted travel time as the output variable. For experimental evaluation, PNU (Pusan 
National University) trajectory data generator is used which provides us real trajec-
tory data. According to experiment result, our methods exhibit satisfactory perform-
ance in terms of prediction accuracy. At the same time, the result is considered to be 
superior rather than other prediction methods like Switching method [10] and NBC 
method [11]. 

The remainder of this paper is organized as follows: Section 2 introduces some 
relevant research in this field. Characteristic of the proposed method is outlined in 
Section 3. A concise experimental evaluation is presented in Section 4. Finally, in 
Section 5, the main conclusion of this research is presented and direction of future 
research is outlined. 

2   Literature Review and Motivation  

Travel time prediction has emerged as an active and intense research area nowadays. 
In the literature, there are a large number of researches that can deal with accurate 
prediction of travel time on road networks. In the following section, a wide-ranging 
literature review on the topic of travel time prediction is presented.  

Travel time prediction methods are broadly categorized in two parts, named as 
path-based estimation and link-based estimation. Most studies are focused on path 
travel time estimation [4] ~ [10], it is generally assumed that path travel time is the 
travel time between any two points in a road network. For instance, Park et al. [4] [5] 
proposed Artificial Neural Network (ANN) models for forecasting freeway corridor 
travel time rather than link travel time. One model used a Kohonen Self Organizing 
Feature Map (SOFM) while the other utilized a fuzzy c-means clustering technique 
for traffic pattern classification. 

Kwon et al [6] focused on linear regression method. They used an approach to es-
timate travel time on freeways derived from flow and occupancy data from single 
loop detectors and historical travel time information. Their proposed predictor was a 
linear combination of the current and historical information. Zhang et al [7] proposed 
a method to predict freeway travel times using a linear model in which the coeffi-
cients vary as smooth functions of the departure time. A linear predictor consisting of 
a linear combination of the current times and the historical means of the travel times 
was proposed by Rice et al [9]. They presented a method to predict the time that 
would be needed to traverse a given time in the future.  

Most recent research in this field is proposed by Erick et al [10]. They investigated 
a switching model which was consisted of two linear predictors. Beside this, they 
have shown that there is a point in future time where the linear predictor is no longer 
better than the historical mean. That means this point is varied according to day and 
time for a given roadway.      

On the other hand, a few researches have investigated the use of link travel time to 
model travel time prediction. It is assumed that link travel time prediction is the addi-
tion of the travel times on its consisting links for a particular route. Chen et al [1] 
conducted a study that focused on link travel time prediction. Their study compared 
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the prediction accuracy under direct measurements of path-based travel time versus 
link-based travel times. For path-based method, probe vehicle’s passing is only re-
corded at the beginning and the end of the path. The average probe travel time is used 
as the real-time observation of travel time at each time period. In link-based method, 
record travel times on desired links for those probes entering the links and get the 
average probe travel time for each link. Final travel time is calculated by adding travel 
times on all consisting links. 

In the past research, we have observed that prediction algorithms are trained on 
particular route regardless of other routes in road networks. Kwon et al. [3] employed 
their approach for arbitrary travel routes. In their approach, at first they partition the 
freeway into short segments and observe future travel time on every segment. On the 
other hand, this approach takes more storage and computation time due to two-step 
computation.  

In our previous work, we proposed a method by using Naïve Bayesian Classifica-
tion (NBC) [11] which also focused on arbitrary travel route. The main idea of NBC 
method is that based on historical traffic data it will give probable velocity label for 
any road segment. First, user defines an origin with start time and destination. By 
using Naïve Bayesian classification we can find high probable velocity label for ini-
tial road segment. Then we measure end time for initial road segment and this end 
time becomes start time of next road segment. Finally, by adding all link travel time, 
we can measure approximate travel time from origin to destination. 

The prediction of travel time is received an increasing attention in recent years and 
this motivates the development of various travel time predictors. The problem of 
Switching method [10] is that computational complexity arises when we measure 
switching point. The method developed so far all share the implicit characteristics that 
the route in question must be predefined. That means currently existing system usu-
ally provides prediction for only a small number of pre-determined popular routes. 
Since most major urban areas experience heavy congestion and an ATIS system re-
ceives lots of queries for many different routes. So it is far from satisfactory, if some-
one aims to build flexible ATIS that predict travel time query for arbitrary routes. 
Moreover, NBC method [11] predicts travel time by considering arbitrary routes. But 
there is a significant problem will arise when we calculate velocity level for a particu-
lar route. This route’s velocity level depends on probability of time group which is 
divided into nine parts. As for example, if a vehicle wants to predict travel time at 6 
AM then traffic information from 7 AM to 10 AM can influence that prediction. The 
prediction accuracy is deteriorated fast due to this inadequate time group. 

To overcome the problems of the existing methods as mentioned earlier, we have 
proposed two new travel time prediction methods. At the same time, proposed meth-
ods are also scalable to large network with arbitrary travel routes. In the following 
section, we will explore the complete scenario of our proposed methods. 

3   Proposed Travel Time Prediction Methods 

Our proposed methods can predict travel time by analyzing the historical travel time 
data. As for example, a vehicle enters on a particular road segment at 10:00 AM and 
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wants to predict travel time. For that reason, we need to accumulate all historical 
travel time data for that road segment during 10:00 AM. Let ntttt ,........, 21=  be the 

historical travel time data for any road segment where n is the total number of histori-
cal data within a given time interval. For travel time prediction problem, we pick as 
our sub-problems the problem of determining the time prediction of jii ttt ,........, 1+  

for nji ≤≤≤1 . Let  ],[ jiτ  be the predicted time made by computing the 
time jii ttt ,........, 1+ ; for the full problem, the predicted time to compute nttt ,........, 21   

would thus be  ],1[ nτ .The following two methods can be used to compute  ],1[ nτ . 

3.1   Method Using Successive Moving Average 

In this section, we present our new method for predicting travel time namely Succes-
sive Moving Average which can be mathematically described by following formula   
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If ,ji = then  ],[ jiτ is equal to it  for .,...2,1 ni = . In other case, if ji <  then we split the 

time sequence jii ttt ,........, 1+  between  kt and  1+kt  where jki <≤ . For this reason, we 

can compute  ],[ jiτ by taking the summation of sub-predicted times  ],[ kiτ plus 
 ],1[ jk +τ and divide that summation by (j-i)*2. Finally, the value of  ],1[ nτ indicates 

predicted travel time.  

3.2   Method Using Chain Average 

Let ntttt ,........, 21=  be the historical travel time data for any road segment within a 

given time interval. The value of  ],[ jiτ gives the predicted travel time for jii ttt ,........, 1+  

where nji ≤≤≤1 .Our second proposed method named as chain average, which can be 
written as   
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If ,ji = then  ],[ jiτ is equal to it for .,...2,1 ni = Then  ],[ jiτ is the arithmetic mean of 

 ]1,[ −jiτ and  ],1[ ji +τ  when ji < and 1=i . Otherwise,  ],[ jiτ is the arithmetic mean of 
 ]1,[ −jiτ and  ],1[ ji +τ  when ji < and 1>i . Thus, we can compute  ],1[ nτ which provides 

us predicted travel time.  
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3.3   Example 

Given a sequence of five sample historical travel time data within a given time inter-
val on a particular road segment, we can predict travel time by applying our proposed 
methods. 

Sample Historical Travel Time Data ),,,,( 54321 ttttt : 5 sec 3 sec 5 sec 4 sec 2 sec. 

Total Sample Data (n): 5 

(a) Successive Moving Average Method    (b) Chain Average Method  
 

Fig. 1. τ  table for proposed methods 

The τ table is used for storing the value of . ],[ jiτ Fig.1(a) and Fig.1(b) illustrate 
both methods on a sample traffic data where n =5. In case of first method, by using 

equation 1 we can calculate the first value  ]2,1[τ as 4
2

[2,2][1,1]
=

+ττ . In this way, the 

value in  ]3,1[τ can be found by calculating arithmetic mean of  ]2,1[τ and  ]3,2[τ . Fur-
thermore, chain average method uses equation 2 for generating τ table. In chain aver-
age method, calculation of  ]2,1[τ  is same as successive moving average method. But 
value in  ]3,1[τ depends on resultant value of  ]2,1[τ  and value of  ]3,3[τ . Using both 
layouts, the value of  ]5,1[τ gives us final predicted travel time. In case of successive 
moving average method, predicted travel time would be 3.71 sec. On the other hand, 
if we apply chain average method, it takes 4.10 sec to traverse that road. Therefore, 
predicted travel time for that road segment would be 4 sec after applying round-off 
operation. 

4   Simulation Results 

4.1   Data Set 

A real data set is used in this study, which was collected by PNU (Pusan National  
University) trajectory data generator. This generator is based on real traffic situation  
in Pusan City, South Korea. For building PNU generator, they collected real traffic data 
by using GPS sensor. From this data, traffic pattern of Pusan city was extracted. And  
according to traffic pattern, generator simulates and generates trajectory data, which is 
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almost same as real data. The period of real traffic data covers both weekdays and 
weekends, and both peak hours and non-peak hours. This should adequately reflect real 
traffic situations. For objective and accurate evaluation of performance of the algo-
rithms, we split data set into training and test data sets, each consisting of 365 days and 
30 days. The data from 365 training days are used for fitting the model. The test data 
from the other 30 days are used to calculate prediction performance for all methods.  

4.2   Comparison of Prediction Accuracy  

To compare the accuracy between all prediction methods, we use a prediction error 
index, Mean Absolute Relative Error (MARE) [1]. As we know, MARE is the simplest 
and well-known method for measuring overall error in travel time prediction.  MARE 
measures the magnitude of the relative error over the desired time range. This error 
measurement is defined as:  

            ∑
−=

t tx

txtx

N
MARE

)(

|)()(|1 *
                                    (3) 

where )(tx  is the observation value, )(* tx is the predicted value and N is the number of 
samples. In experimental evaluation, proposed methods are tested against other pre-
dictors like Switching method [10] and NBC method [11]. 

Relative performance between all travel time predictors is investigated in this sec-
tion which is shown in Fig. 2. In this observation, prediction error of all predictors 
during 8AM to 6PM is examined. Our proposed two methods successive moving  
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Fig. 2. MARE of each method during different time interval 
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average method and chain average method are denoted as SMA method and CA 
method respectively. We can see that, proposed methods perform much better than 
NBC method and Switching method. Moreover, we can note that proposed methods 
perform well during pick hours of a day. There are eleven test cases which are evalu-
ated during 8AM to 6PM. In case of proposed methods, nine test cases exhibited errors 
less than 0.50. On the other hand, NBC method outperforms our methods in two test 
cases but that are not statistically significant. However, prediction error of all methods 
has increased dramatically at 10AM. After that, prediction error has declined signifi-
cantly. At the same, our proposed methods have shown high accuracy at 12PM. In case 
of our methods, prediction error is varying from 0.25 to 0.40 during 2PM to 6PM. 
Furthermore, CA method outperforms SMA method during morning rush hour. Be-
sides this, there are two test cases where our proposed methods provide same accuracy. 

Summarized result of MARE for different travel time predictors are shown in Fig.3. 
MARE of successive moving average, chain average, NBC method and Switching 
method are 3.82, 3.84, 4.33 and 4.31 respectively. Thus, successive moving average 
reduces MARE from NBC method and Switching method by 12% and 11% respec-
tively. A similar trend is also observed in chain average. In this case, chain average 
method reduces MARE from NBC and Switching method by 11%. Moreover, SMA 
method reduces MARE from CA method by less than 1%. So, we can say that relative 
performance between our proposed methods is almost same.  
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Fig. 3. Summarized MARE of each prediction method 

Furthermore, we compare the effects of four methods based on some O-D (Origin-
Destination) pair. The distance of each O-D pair is quite different. To reveal the rela-
tion between the distance and prediction results, Table 1 shows the distance and MARE 
from each O-D pair. In case of our methods, behavior of MAREs is linear and results 
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are varying from 0.10 to 0.25. On the other hand, MAREs of other methods are irregu-
larly distributed between 0.13 and 0.20 within 15 km distance. When the distance of 
the O-D pair exceeds 15 km, the MARE of the outputs is uniformly dispersed between 
0.28 and 0.38. 

Table 1. Relationship between distance and prediction results (MARE) of some O-D pair 

Travel distance 
Method 

7 km 15 km 22 km 30 km 

SMA 0.10 0.16 0.22 0.23 

CA 0.10 0.20 0.24 0.24 
NBC 0.20 0.13 0.37 0.38 
SW 0.20 0.17 0.28 0.30 

5   Conclusion 

This paper focuses on travel time prediction in road network for ATIS. In this paper, 
we have developed two methods for predicting travel time by using real traffic data 
from PNU trajectory generator. Compared to the other methods, simulation results 
suggest that proposed methods provide a more precise prediction in most test cases. 
Moreover, SMA method is more precise than other methods. The advantages of the 
proposed methods include: 1) provide an accurate prediction; 2) low cost due to sim-
plicity. Each method needs to execute a very simple computation which reduces the 
complexity of the system; 3) eliminates unwanted fluctuations in the data set in com-
paring to conventional moving average method. Future work will include an analysis 
of the relationship between the length of roadways and accuracy of the prediction. 
Beside this, analysis of travel time prediction will be extended with respect to real 
field data. 
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Abstract. Linear ordering problem (LOP) is a well know NP-hard optimization 
problem attractive for its complexity, rich collection of testing data and variety 
of real world applications. It is also a popular benchmark for novel optimization 
and metaheuristic algorithms. In this paper, we compare the performance of  
genetic algorithms and differential evolution as efficient metaheuristic solvers 
of the LOP.   

1   Introduction 

The linear ordering problem is a well known NP-hard combinatorial optimization 
(CO) problem. It has been intensively studied and there are plenty of exact and (me-
ta)heuristic LOP algorithms. With its large collection of well described testing data-
sets, the LOP represents an interesting testbed for metaheuristics aiming at the area of 
combinatorial optimization. 

In general, a combinatorial optimization problem , ,  can be de-
fined as a minimization or maximization problem that consists of a set of instances  
for the problem, a set of feasible solutions  for every instance  and a func-
tion : , | ,  , where  is the set of positive rational num-
bers and ,  is tha value of solution  for the problem instance  [1]. An optimal 
solution to an instance of a combinatorial optimization problem is such solution that 
has maximum (or minimum) value among all other solutions. Famous combinatorial 
optimization problems include among others the travelling salesman problem, the 
knapsack problem, and the linear ordering problem [1]. In this work, we investigate 
two powerful metaheuristic algorithms – genetic algorithms and differential evolution 
– on the linear ordering problem. 

2   Linear Ordering Problem 

Linear Ordering Problem (LOP) is a combinatorial optimization problem consisting in 
search for simultaneous permutation of rows and columns of a weight matrix  [2, 3, 
4]. Consider a matrix , permutation  and a cost function : 
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 (1)

According to (1), LOP might be defined as search for permutation  so that  is 
maximized. Less formally, searched permutation restructures the matrix C so that the 
sum of its elements above main diagonal is maximized. 

The LOP task is a NP-hard problem with a number of applications in scheduling 
(scheduling with constraints), graph theory, economy, sociology (paired comparison 
ranking), tournaments and archaeology among others. In economics, LOP algorithms 
are deployed to triangularize input-output matrices. The resulting permutation (i.e. 
optimal column and row ordering) provides useful information on stability of the 
investigated economy. The economy of a region is divided into  sectors and  
input-output table C is constructed from the entries  that correspond to the amunt of 
deliveries from sector  to sector  during the investigated period [5]. In archaeology, 
LOP algorithms are used to process the Harris Matrix, a matrix describing most prob-
able chronological ordering of samples found in different archaeological sites [3]. 

2.1   LOP Benchmarking data 

There are several test collections used to benchmark LOP algorithms. They are well 
pre-processed, thoroughly described and the optimal (or so far best) solutions of con-
tained LOP instances are available for comparison.  

Most of investigated algorithms are tested against LOLIB library1. LOLIB is a  
library of sample instances of the Linear Ordering Problem maintained at the Univer-
sity of Heidelberg. The library contains 50 instances of input-output matrices describ-
ing European economies in the 70s. Known optimal solutions are available. Although 
LOLIB features real world data, it should be considered as rather simple and easy to 
solve collection [6]. Anyway, it provides good benchmark for novel algorithms. 

More comprehensive test collections are maintained at the University of Valencia2. 
The UV collection includes LOLIB data as well as Stanford Graph Base (SGB), a set 
of more challenging (i.e. larger) input-output matrices describing US economies. 
Moreover, UV collection contains two sets of artificially generated LOP data and a 
list of known best solutions to all contained problem instances. 

Mitchell and Bochers [7] published an artificial LOP data collection and LOP in-
stance generator to evaluate their algorithm for Linear Ordering Problem. The data 
(from now addressed as MBLB) and code are available at Rensselaer Polytechnic 
Institute3.  

The search space of LOP was investigated and described e.g. in [2, 3]. Some noticea-
ble findings about known LOP benchmarking collections were published. Schiavinotto 
and Stützle [2, 3] showed that LOLIB and MBLB instances are significantly different, 
having diverse high-level characteristics of the matrix entries such as sparsity or  

                                                           
1 http://www.iwr.uni-heidelberg.de/groups/comopt/software/ LOLIB/ 
2 http://www.uv.es/~rmarti/paper/lop.html 
3 http://www.rpi.edu/~mitchj/generators/linord/ 
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skewness. The search space analysis revealed that MBLB instances typically have high-
er correlation length and also a generally larger fitness-distance correlation than LOLIB 
instances. It suggests that MBLB instances should be easier to solve than LOLIB in-
stances of the same dimension. A new set of large artificial LOP instances (based on 
LOLIB) called XLOLIB was created and made available. 

In this study, the LOLIB collection was used for evaluation of performance and 
precision of LOP solvers based on genetic algorithms and differential evolution. 

2.2   LOP Algorithms  

There are several exact and heuristic algorithms for LOP problems. The exact algo-
rithms are strongly limited by the fact that LOP is a NP-hard problem (i.e. there are 
no polynomial algorithms). Among the exact algorithms, branch & bound approach 
based on LP-relaxation of the LOP for the lower bound, a branch & cut algorithm and 
interior point/cutting plane algorithm attracted attention [3]. Exact algorithms are able 
to solve rather small general instances of LOP problem and bigger instances (the 
dimension of few hundred rows and columns) of certain classes of LOP [3]. 

A number of heuristic algorithms were used for solving LOP instances: greedy al-
gorithm, local search algorithms, elite tabu search, scattered search and iterated local 
search [3]. In 2003, Huang and Lim [8] introduced hybrid genetic algorithm for LOP 
combining evolutionary approach with local search strategy. Recently, Snášel et al. 
[9, 10] applied on LOP a variant of Genetic Algorithms designed for the optimization 
of the turbo codes in telecommunications.  

3   Genetic Algorithms 

Genetic algorithms (GA) introduced by John Holland and extended by David Gold-
berg are wide applied and highly successful member of the wider family of evolutio-
nary algorithms. Genetic algorithms are based on software emulation of the principles  
 

 

I. Define objective function 
II. Encode initial population of possible solutions as fixed length binary strings and 

evaluate chromosomes in initial population using objective function 
III.  Create new population (evolutionary search for better solutions): 

a.  Select suitable chromosomes for reproduction (parents) 
b. Apply crossover operator on parents with respect to crossover probability  to 

produce new chromosomes (offspring) 
c. Apply mutation operator on offspring chromosomes with respect to mutation 

probability . Add newly constituted chromosomes to new population 
d. Until the size of new population is smaller than size of current population go 

back to a. 
e. Replace current population by new population 

IV. Evaluate current population using objective function 
V. Check termination criteria; if not satisfied go back to III. 

 
Fig. 1. A summary of genetic algorithm 
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of genetic evolution, Mendelian inheritance and survival of the fittest. Genetic algo-
rithms operate on a population of artificial individuals (chromosomes) that encode 
potential problem solutions. Basic workflow of standard generational GA is [11]: 

Genetic operators crossover and mutation are used to implement artificial evolu-
tion. Crossover is needed for varying chromosomes from one population to the next 
by exchanging one or more of their subparts. It mimics sexual reproduction of haploid 
organisms. Mutation performs random perturbation in chromosome structure. It is 
used for changing chromosomes randomly and introducing new genetic material into 
the evolving population. Genetic operators can have multiple definitions and imple-
mentations, often tailored to customize the algorithm for better performance in par-
ticular application area [11]. 

The termination criteria determine the end of genetic optimization. Termination cri-
teria can include reaching global optima (often hard to detect situation), reaching 
limiting number of generations or certain period without progress. 

3.1   Genetic Algorithms for LOP 

A permutation of  symbols   can be expressed as a vector  = (i1, i2, … , iN), 
where ik ∈ [1, N] and im ≠ in for all m ≠ n ∈ [1, N]. A sample permutation of 3 sym-
bols (N = 3) is shown in (2). 

 = (3, 1, 2) (2)

Considering a data matrix , the effect of column and row permutation  is illu-
strated in (3). 11 12 1321 22 2331 32 33 33 31 3213 11 1223 21 22  (3)

The straightforward GA encoding of a permutation might copy the notion of  and 
the chromosome then consists of a vector (i1, i2, … , iN). GA fitness function corre-
sponds to  from formulae (1). 

The issue of genetic algorithm using above introduced permutation encoding is the 
implementation of crossover operator. The usage of classic crossover operators (such 
as one-point crossover or two-point crossover) does not guarantee validity of gener-
ated offspring chromosomes. When swapping portions of two permutation chromo-
somes cut at randomly selected gene, it is very likely to obtain offspring that will 
contain some values more than once – and thus describing binary matrix that is not 
valid permutation. 

 Better encoding of permutations for genetic algorithms can be based on random 
keys [12]. In random keys (RK) encoding, the chromosome consists of an array of 
real numbers. The sorting order of the array of numbers represents a permutation. 
Crossover and mutation operators can be applied on RK encoded chromosomes. An 
example of RK encoded chromosome and the application of one-point crossover is 
shown in Fig. 2. 
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There is one notable drawback of the RK encoding in GA. Genetic algorithms were 
not designed to deal with real-valued chromosomes, even though there are methods 
on how to process real-valued chromosomes by GA. On the other hand, there are 
evolutionary methods that use real values as natural encoding of problem solutions. 

 

4   Differential Evolution 

Differential evolution (DE) is a reliable, versatile and easy to use stochastic evolutio-
nary optimization algorithm [13]. DE is a population-based optimizer that evolves 
real encoded vectors representing the solutions to given problem. The real-valued 
nature of population vectors differentiates the DE notably from GAs that were de-
signed to evolve solution encoded into binary or finite alphabets. 

The DE starts with an initial population of N real-valued vectors. The vectors are 
initialized with real values either randomly or so, that they are evenly spread over the 
problem domain. The latter initialization leads to better results of the optimization 
process [13]. 

During the optimization, DE generates new vectors that are perturbations of exist-
ing population vectors. The algorithm perturbs vectors with the scaled difference of 
two randomly selected population vectors and adds the scaled random vector differ-
ence to a third randomly selected population vector to produce so called trial vector. 
The trial vector competes with a member of the current population with the same 
index. If the trial vector represents a better solution than the population vector, it takes 
its place in the population [13]. 

Differential evolution is parameterized by two parameters [13]. Scale factor  0,1  controls the rate at which the population evolves and the crossover prob-
ability 0,1  determines the ratio of bits that are transferred to the trial vector 
from its opponent. The number of vectors in the population is also an important pa-
rameter of the population. The outline of DE is shown in Fig. 3. 

 

Fig. 2. Random keys encoding 
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Differential evolution is prospective method for LOP since it operates on real val-
ued vectors and a permutation represented by RK encoding is indeed a real vector. 
Moreover, differential evolution has been shown to outperform genetic algorithms in 
some problem domains [13]. 

5   Algorithm Setup and Experiments 

We have implemented genetic algorithms and differential evolution for LOP. The 
algorithms were evaluated on problem instances from the LOLIB library. The pa-
rameters of the algorithms are summarized in Table 1. They are based on best  
practices and initial performance experiments. Note the different interpretation of 
probability of crossover in genetic algorithms and differential evolution. 

Table 1. A summary of algorithm parameters 

Parameter GA DE 
Population size 40 10 
Terminating generation 8000 32000 
Probability of crossover  = 0.8  = 0.9 
Probability of mutation = 0.02 - 
Scaling factor - 0.9 

 
Due to different computational costs, differential evolution was terminated after 

32000 generations while genetic algorithm was terminated after 8000 generations. 
The execution time of both algorithms was approximately the same, about 3 seconds. 
To overcome the stochastic nature of both algorithms, experiments were executed 
several times for each problem instance and we present average lowest deviation 
obtained by both algorithms for each problem instance. The results of our experiments 
are illustrated in Figures 4 and 5 respectively. 

I. Initialize the population  consisting of  vectors 
II. Evaluate an objective function ranking the vectors in the population 
III. Create new population:  

For 1 . . : 
a. Create a trial vector · , where 0,1  is a parame-

ter and , ,  are three random vectors from the population . This step 
is in DE called mutation. 

b. Validate the range of coordinates of . Optionally adjust coordinates of  so, that  is valid solution to given problem. 
c. Perform uniform crossover. Select randomly one point (coordinate)  in  . 

With probability 1  let   for each 1, … ,  such 
that  

d. Evaluate the trial vector. If the trial vector  represent a better solution 
than population vector , replace  in  by  

IV. Check termination criteria; if not satisfied go back to III. 
 

Fig. 3. A summary of differential evolution 
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Fig. 4. Comparison of average lowest error (in %) of differential evolution and genetic algo-
rithm for LOP. Lower is better. 

 

Fig. 5. Comparison of results obtained by both algorithms. Positive value denotes the loss of 
DE on GA and negative values correspond to loss of GA on DE in cases in which DE won. 

 

Both algorithms reached good deviation from the optimal solution. GA featured 
maximum 0.31 percent deviation from optimal value; DE generated solutions deli-
vered deviation no worse than 0.57 percent. GA delivered better solution in 39 cases 
while DE delivered better solution in 11 cases. 

6   Conclusions 

This paper investigates an implementation of differential evolution and genetic algo-
rithms for the linear ordering problem. LOP was chosen as a representative of  
NP-hard combinatorial optimization problems. GA and DE represent generic optimi-
zation metaheuristics that were implemented without any additional problem specific 
enhancement (such as local search). Hence, they can be applied to other combinatorial 
optimization problems in the same form, just with different fitness function imple-
mentation. Computational experiments, performed on LOLIB library of LOP  
instances, showed that both algorithms have good ability to find reasonable LOP 
solutions with deviation from the global optimum less than 0.6 percent. GA proved its 
reputation of robust optimizer and delivered better solutions in 39 of 50 cases while 
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DE was better in 11 of 50 cases. From this point of view, DE with presented settings 
was outperformed as generic LOP solver by GA with random keys encoding. 

It is well known that different libraries of LOP instances have fundamentally dif-
ferent properties. In our future work, we are going to evaluate presented implementa-
tions of GA and DE against other publicly available LOP libraries and other well 
known combinatorial optimization problems. 
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Abstract. Crop rotation is a cropping system alternative that can reduce agri-
culture's dependence on external inputs through internal nutrient recycling. 
Also, it maintains long-term productivity of lands and breaks weed and disease 
cycles. Decision criteria to choose among competing crop rotation systems in-
clude economic and environmental considerations. Having many cultivation 
parcels, selection of optimal rotation alternatives may become difficult as dif-
ferent issues have to be analyzed simultaneously. Thus, this work proposes to 
use Multiobjective Evolutionary Algorithms (MOEA) to solve a multi-objective 
crop rotation optimization problem considering various parcels and objectives. 
Three outstanding MOEAs were implemented: the Strength Pareto Evolution-
ary Algorithm 2, the Non-dominated Sorting Genetic Algorithm and the micro-
Genetic Algorithm. These MOEAS were tested using real data and their results 
compared using a set of metrics. The provided results have shown to be poten-
tially useful for decision making support.  

Keywords: multi-objective optimization, evolutionary algorithms, crop rotation. 

1   Introduction 

Crop rotation is the agricultural practice of planting different types of crops in the 
same land area in sequential seasons. Research and experience have proven that a 
well-planned crop rotation provides more consistent yields, increase profit potential, 
helps in pest control and maintains or improves soil structure and organic matter lev-
els [9]. Recent literature reports attempts to model rotations and a growing interest to 
use computational tools to provide optimal crop rotations considering one optimiza-
tion objective [6, 7, 8, 10].  

The existence of contradictory objectives, as risky cultivation options with optimal 
returns, point out the need to analyze trade-offs solutions. It is exacerbated when 
analysis include other economic and environmental issues. Considering a farm with 
many cultivation parcels the problem may become huge. In fact, for a single season 
having k types of crops and m parcels the total number of possible combinations is km. 
Multi-objective Evolutionary Algorithms (MOEAs) have shown to be useful to ex-
plore large search spaces. This work proposes the use of MOEAs to determine crop 
rotations considering various cultivation parcels and several optimization objectives 
simultaneously.  
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This paper is organized as follows: Section 2 presents the multiobjective crop  
rotation problem considered in this work; Section 3 describes the use of multiobjec-
tive evolutionary algorithms to solve the problem; Section 4 presents empirical met-
rics considered for comparisons of three different implemented MOEAs; Section 5,  
presents the experimental results, and, finally, conclusions of this work are presented.  

2   Multiobjective Crop Rotation Problem 

This work tries to provide trade-off solutions for a crop rotation problem considering 
various cultivation parcels and crop alternatives with the following objectives: to 
minimize the total investment cost, to maximize accumulation of nutrients in soils, to 
maximize economic return, to minimize economic risk and to promote diversification 
of crops in subsequent seasons and adjacent parcels in the same season. This section 
briefly describes these objectives.  

Total investment cost is the sum of fixed and variable costs of rotations. Fixed 
costs are those not influenced by chemical characteristics of soils, thus, it is the sum 
of fixed costs for crops in sequence. Variable cost depends of crop needs and soil 
characteristics. Soil test results are used to determine variable cost at beginning, esti-
mations of soil conditions are used in next periods [2]. To obtain these costs the fol-
lowing data is needed: fixed costs and nutritional demands of crops; soil treatment 
costs for crops according soil characteristics per hectare; soil test results, size and 
location of parcels and information about nutrients absorbed and extracted by crops 
(to estimate soil conditions after a season). Total investment cost is an objective to 
maximize. 

The amount of nutrients accumulated in each parcel is the difference between the 
nutrients at the beginning and the end of a rotation. The sum of the nutrients accumu-
lated for each parcel is an objective to be maximized.  

To assess future economic returns and risks historic information may be used by a 
scenario generator to build a scenario set S of plausible price and yield values that can 
be used to calculate the expected income of rotations. The total net gain is the sum of 
these values minus the total cost of investment. This value serves to obtain the farm 
return for a scenario. The mean return over S is an objective to be maximized. The 
standard deviation of returns can be used as a risk measure and is an objective to 
minimize. 

Finally, crop sequences of the same family in the same plot of land are not recom-
mended in order to control weeds and plagues. We use a penalty function that counts 
the occurrences of sequences with cultures of the same family during the evolutionary 
process and in adjacent parcels in the same period. This function is considered as an 
objective to be minimized.  

3   Multiobjective Crop Rotation Planning Using MOEAs 

In case of multi-objective problems with conflicting objectives there is not a single 
optimal solution but a set of solutions called the Pareto-Optimal Set. Such solutions in 
objective space forms the Pareto Front and represent trade-offs between the objectives 
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considered. A solution is said to be Pareto-optimal regarding a subset of solutions if 
no other solution in subset is better when all objectives are considered and preference 
information is not provided. A solution is true Pareto-optimal if it is non-dominated 
regarding the whole search space. The true Pareto-optimal set is composed of Pareto-
optimal solutions. The true Pareto-optimal set and its related true Pareto-optimal front 
are termed as Ptrue and PFtrue respectively [4].  

To approximate the Ptrue of the problem described in previous section, this work 
uses an application whose architecture is composed of a scenario repository and gen-
erator, a graphic user interface, an agricultural database, and an optimization module 
[12]. For the optimization module, three algorithms were developed and compared: 
the Strength Pareto Evolutionary Algorithm 2 (SPEA2) [14], the Non-dominated 
Sorting Genetic Algorithm 2 (NSGA2) [5] and the micro-Genetic Algorithm (micro-
GA) [3]. Due to space restrictions implemented algorithms are not presented here. A 
general MOEAs background is provided in [4]. However, a general view of how they 
work and main adjustments we done to employ MOEAs in the rotation planning prob-
lem are presented afterwards.  

To solve a problem by using MOEAs a first necessary step is to encode potential 
solutions in such a way that these algorithms may explore the search space by means 
evolutionary operators. This work considers a cultivation area divided in m parcels 
and cultivation alternatives coded using integer indexes representing crops to cultivate 
[12]. In this case, 0 indicates that the parcel have not to be cultivated while numbers 
between 1 to 12 represent cotton, rice, oats, sugar cane, canola, rye, sunflower, corn, 
sesame, soybeans, sorghum and wheat respectively. A crop rotation planning is repre-
sented by a jagged array of size m, P = [P1, . . . , Pm]. Each Pj contains information 
about a possible crop sequence in parcel i. Since crops are coded using integer in-
dexes, Pi contains a sequence of values in {0, . . . ,12} and Pi, j  contains the index of 
the crop to be cultivated in parcel i in period j. Crops may differ in sowing and har-
vest time as well as in the time needed to grow, this impose a restriction on the crops 
that can be selected in each period and makes the number of elements in each Pi dif-
fer. Figure 1 illustrates the representation of a solution.  

 

Fig. 1. Representation of a solution 

After representation setting, it is necessary to integrate it to a specific MOEA algo-
rithmic search process. This search process typically begins with the random genera-
tion of a so-called genetic initial population, i.e. a set of possible solutions of the 
problem or individuals. Population initialization is a crucial task in evolutionary algo-
rithms because it can affect the convergence speed and also the quality of the final 
solution. In this work the initialization process is performed by random determination 
of plausible rotations for each parcel. Figure 2 exemplify the initialization procedure. 
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Each crop has a given sowing and harvest time. These periods are usually specified in 
month ranges, by example: sowing season for cotton is from August to September, 
while its harvest time is from March to May. A table with 12 rows (one for each 
month) containing the crops that can be cultivated in each month is used in the exam-
ple. Therefore, the first step in the initialization procedure is to randomly set the ini-
tial sowing month, in case of the example it is November. Then, between crops that 
can be cultivated in the selected month a random pick is done; in the example, it is the 
crop with index 10. After the first crop is determined, the next crop in sequence is 
selected between crops that can be sowed in the month after the previous finishes. 
Taking into account regular harvesting times for crop 10, in the example, the next 
month is June. Again a random option for June is selected, in this case crop 5. This 
procedure is repeated until rotation does not exceed a given period established in 
advance.  

 

Fig. 2. Illustration of the initialization procedure 

Once initialization has finished, MOEAs assigns a fitness value to each solution in 
population according its relative quality. Algorithms usually differ in the way fitness 
is assigned, but, in general, MOEAs set fitness based on Pareto Dominance concepts.  

Selected individuals, called parents, interchange information by means a crossover 
procedure. The selection probabilities of individuals are calculated according their 
fitness values. Therefore, selection procedure favors to choose individuals that repre-
sent good solutions for later application of crossover operator. In this work selection 
is based on binary tournament selection. Crossover mechanism implemented in this 
work uses pairs of individuals (parents) to produce new individuals (offspring). 
Crossover interchanges rotations in parcels of parent solutions: a number of Pi  
elements are chosen and interchanged to produce new individuals. Mutation is the 
random modification of individuals in population. Mutation operator introduces a 
random walk in the search procedure. In this work, mutation is implemented by se-
lecting a parcel and changing a crop in the sequence. If mutation produces a not vi-
able solution a random procedure similar to the one used in initialization is applied. 
The overall sequence of fitness assignment, selection, crossover, and mutation is 
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repeated until some stop criterion is reached. This way it is expected that from the 
initial population a solution set evolves. 

4   Performance Comparison of MOEAs  

Comparing different optimization techniques experimentally always involves the 
notion of performance. In the case of multiobjective optimization, the definition of 
quality itself consists of multiple objectives [4]: 

- The distance of resulting non-dominated set to the Pareto-optimal front (PFtrue) 
should be minimized. 

- A good, in most cases uniform, distribution of solutions found is desirable.  
- The extent of the obtained non-dominated front should be maximized. 

Then, to evaluate experimental results from implemented algorithms a set of metrics 
is used. The selected metrics are: 

- Overall true non-dominated vector generation (OTNVG): it counts solutions in 
one set that are in Ptrue. For OTNVG the greater the better. 

- Error Ratio (E): it measures the ratio between the number of solutions found by 
an algorithm that are in the Ptrue and the total number of solutions in it. It is ex-
pected that this value approaches zero. 

- Spacing (S): it is and indicator of the distribution of solutions in PFknown and it is 
based on the average distance of each point from its nearest neighbor. As in case 
of E, the smaller the better. 

- Coverage (C): it compares two solution sets A and B and provides information 
about the number of solutions in A covered by solutions in B. 

Detailed explanations of the selected metrics can be found in [4, 11].  

5   Experimental Results 

Algorithms were tested using real soil test data of a cultivable area in Alto Parana, 
Republic of Paraguay provided by the Soil Department of the Agronomic School of 
the National University of Asunción. Also, real information about prices, nutritional 
requirements and others, were used. Scenarios were built using the average historic 
yield of the area and price values were generated by a scenario generator based on 
normal distribution over historical data for each crop [13]. All employed data is avail-
able upon request. 

For each implemented algorithm 30 different runs were carried out. For each of 
these runs algorithms were initialized at random with a different seed. Executions use 
the following parameters: number of generations is 10000; genetic population size of 
100 individuals; external population size of 80 individuals; crossover probability is set 
to 0.8 and mutation probability is 0.1. Solutions of the 30 runs of each algorithm were 
grouped and non-dominated individuals extracted. This way we obtain the Pareto 
Front of each algorithm  

The number of solutions in the final solution set of each algorithm that are obtained 
by individual runs is summarized in Table 1 using the minimum, maximum, average 
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and standard deviation of the number of solutions obtained in each run that finally 
becomes a solution in the Pareto Front provided by the MOEA. According to Table 1, 
considering non-dominated solutions provided by 30 runs, SPEA2 provides a final 
solution set with 75 elements, in average 9 solutions in each run are non-dominated 
regarding SPEA final solution set, and the minimum and maximum values are 6 and 
24 respectively. From the considered algorithms NSGA2 is the one that provide the 
greatest solution set, and also it is the one that have the greatest standard deviation. 
The micro-GA shows the minimum deviation but compared to NSGA2 a reduced 
number of solutions.  

Table 1. Solutions provided by individual runs to the final solution set of each MOEA 

Algorithm Total Min. Max. Average Std. Dev. 

SPEA2 75 6 24 9 0.081 

NSGA2 294 9 69 29 0.19 

micro-GA 186 7 39 20 0.078 

 
Solution sets obtained by the algorithms were evaluated over the performance met-

rics mentioned in Section 4. Since some of these metrics require PFtrue to be computed, 
an approximation of it was calculated from the non-dominated solutions in the union set 
of all obtained results. This experimental set is taken as the PFtrue of reference.  

Table 2 presents the values obtained for the metrics OTNVG, E and S. From this 
table we show that the micro-GA obtains the smallest error ratio for the parameters 
used. From spacing metric is the NSGA2 the one with the best value that in fact, as 
previously shown in Table 1, is the one that propose more solutions. For the OTNVG 
metric the micro-GA obtain the best performance almost doubling the NSGA2 and 
ten times the value obtained by the SPEA2. SPEA2 is in fact the one with the worse 
performance between the three considered algorithms for all analyzed criteria.  

Table 2. Values of E, S and OTNVG metrics for the different algorithms 

Algorithm E Algorithm S Algorithm OTNVG 

micro-GA 0.27 NSGA2 0.017 micro-GA 45 

NSGA2 0.48 micro-GA 0.019 NSGA2 28 

SPEA2 0.84 SPEA2 0.101 SPEA2 4 

As observed in Table 3, solutions provided by the micro-GA are better or equal 
(covers) than a great percentage of solutions number of solutions while their solutions 
are almost not covered.  

Solutions provided by the system were compared with traditional rotations that  
are usually applied in the selected area. The whole parcel set was evaluated considering 
these traditional options and results compared for non-dominance with those obtained by  
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Table 3. Values of Coverage metric for the different algorithms 

 micro-GA NSGA2 SPEA2 

micro-GA - 0.72 0.83 

NSGA2 0.13 - 0.46 

SPEA2 0.05 0.18 - 

 
the system. The result was that four traditional rotations are non-dominated regarding the 
set of solutions provided by the application. Figure 3 presents a bubble graphic with 
non-dominated solutions in objective space both those found by the proposed applica-
tion and the ones representing traditional rotation alternatives as indicated. In this case 
mean return is on x axis, total investment cost is on axis y and bubble volume is the 
standard deviation of returns. As can be seen the proposed solutions rages from low 
cost/low returns to solutions having a high return at a higher cost. This way, decision 
makers may have a better understanding of the problem at hand and choose an alter-
native that best fits its expectations and economic capacities. The application was 
evaluated for usefulness by specialist in the field.  

 

Fig. 3. Bubble graphic with solutions in objective space 

6   Conclusions 

This work defines a multiobjective crop rotation problem considering economic and 
ecologic factors simultaneously and proposes the use of an application based on 
MOEAs to solve it in order to provide a tool to assist decision makers in planning 
sustainable rotations.  
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Using the multi-objective framework, three multiobjective evolutionary algorithms 
were implemented; considering 12 types of crops, the soil analysis, the nutrient bal-
ance, the botanical family of crops, the historical yield and prices, the sowing and 
harvesting seasons, the fixed and variable costs of production. 

The solutions obtained provide the decision-taker a broader view of the problem 
taking into account both goals between them in the optimization. Moreover, consider-
ing the performance tests carried out, the micro-genetic algorithm GA obtained better 
performance for the problem considering OTNVG, E, S and Coverage metrics. 
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Abstract. Object recognition in digital image processing is the task of
finding a particular object in an image. Although there are many pattern
recognition methods developed for handling the problem of object recog-
nition, it is still a challenging task in computer vision systems and image
understanding. This paper presents a new model for object recognition
using the concepts of Bayes classifier, fusion of probability measures, and
the permanence of ratios.

1 Introduction

An effective method for identifying an object in an image is by the best match-
ing of its descriptive features. There are many types of features which can be
extracted to provide a distinctive description of the object. This description
extracted from a training image can then be used to identify the object when
attempting to locate the object in a test image containing many other objects. It
is important that the set of features extracted from the training image is robust
to changes in image scale, noise, illumination and local geometric distortion, for
performing reliable recognition.

Image analysis for object recognition by information fusion approach has been
reported as a useful approach for improving recognition rates [1]-[3]. Fusion of dif-
ferent features for classification with large image data can be very cost-effective
for practical purposes [4], [5]. There are many mathematical operators devel-
oped for data fusion such as the averaging rule, multiplication rule, probabilistic
models, mathematical theory of evidence, machine learning methods, and fuzzy
integral [6]. The rationale of combining knowledge from various sources is that
there is always difficult or impossible to design a single classifier or to use a single
feature for pattern classification to achieve the best results, because a particular
classifier or feature can only be robust for handling a particular identity of an
object, which may vary under different settings. Besides, different problems may
require different data fusion methods to obtain effective solutions depending on
the types of features.

This paper discusses a probabilsitic approach for image recognition by combin-
ing evidences from multiple sources of image data where the strong assumption
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of data independence is relaxed [7]. The utilization of such novel idea appears to
be promising for image understanding but it is still rarely explored except the
work in [8]. In order to obtain the conditional evidences in terms of probabil-
ity measures to be incorporated in the fusion scheme, the Gaussian probability
distribution function is utilized. Combined evidences are then used by Bayes
decision rule for object classification.

The rest of this paper is organized as follows. Section 2 outlines the proce-
dures for estimating conditional probabilities and Bayes decision rule. Section 3
describes the framework of the probabilistic information fusion based on the
well-known paradigm of permanence of ratios in engineering approximation.
Section 4 presents an example to illustrate the performance of the proposed
method for object recognition. Finally, concluding remarks are given in Section 4.

2 Estimating Conditional Probabilities and Gaussian
Bayes Decision

Pattern recognition using decision-theoretic framework is based on a discriminant
or decision function to assign the unknown pattern to the best match. Let x =
(x1, x2, . . . , xn)T be an n-dimensional feature vector; and Ω = {ω1, ω2, . . . , ωm}
the set of m distinct patterns. The Bayes classifier for a 0-1 loss function is ex-
pressed as [9]

di(x) = p(x|ωi)P (ωi); i = 1, . . . ,m. (1)

where di(x) is a decision function that measures how likely the unknown pattern
x belongs to the ith pattern class, p(x|ωi) is the probability density function of
the feature vector of class ωi, and P (ωi) is the probability that class ωi occurs.

The recognition procedure is to compute the m decision function di(x), i =
1, . . . ,m; and then assign the pattern to the class whose decision function value is
maximum. Using the Gaussianprobabilitydistribution function, itsn-dimensional
form is given as

p(x|ωi) =
1

(2π)n/2(detCi)1/2 e
− 1

2 [(x−mi)T C−1
i (x−mi)] (2)

where Ci and mi are the covariance matrix and mean vector of the pattern
feature of class ωi, and detCi is the determinant of Ci.

Using the monotonically increasing property of the logarithm, the decision
function di(x) has the following logarithmic form

di(x) = ln[p(x|ωi)P (ωi)] = ln p(x|ωi) + lnP (ωi) (3)

The substitution of the expression for the Gaussian probability distribution func-
tion expressed in (2) into (3) and after some mathematical rearrangement give

di(x) = lnP (ωi)− 1
2

ln(detCi)− 1
2
[(x−mi)T C−1

i (x−mi)] (4)
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The equation expressed in (4) is known as the Bayesian decision function for
Gaussian pattern class ωi under the condition of a 0-1 loss function.

3 Information Fusion Using Permanence of Ratio
Hypothesis

Based on the engineering paradigm of the permanence of updating ratios, which
asserts that the rates or ratios of increments are more stable than the incre-
ments themselves, as an alternative to the assumption of the full or conditional
independence of probabilistic models; Journel introduced a scheme for informa-
tion fusion of diverse sources [7]. This scheme allows the combination of data
events without having to assume their independence. This information fusion is
described as follows.

Let P (A) be the prior probability of the occurence of data event A; P (A|B)
and P (A|C) be the probabilities of occurence of event A given the knowledge of
events B and C, respectively; P (B|A) and P (C|A) the probabilities of observing
events B and C given A, respectively. Using Bayes’ law, the posterior probability
of A given B and C is

P (A|B,C) =
P (A,B,C)
P (B,C)

=
P (A)P (B|A)P (C|A,B)

P (B,C)
(5)

The simplest way for computing the two probabilistic models is to assume the
model independence, giving

P (C|A,B) = P (C|A) (6)

and

P (B,C) = P (B)P (C) (7)

Thus, (5) can be rewritten as

P (A|B,C) =
P (A)P (B|A)P (C|A)

P (B)P (C)
(8)

or

P (A|B,C)
P (A)

=
P (A|B)
P (A)

P (A|C)
P (A)

(9)

However, the assumption of conditional independence between the data events
usually does not statistically perform well and leads to inconsistencies in many
real applications [7]. Therefore, an alternative to the hypothesis of conventional
data event independence should be considered. The permanence of ratios based
approach allows data events B and C to be incrementally conditionally depen-
dent and its fusion scheme gives

P (A|B,C) =
1

1 + x
=

a

a+ bc
∈ [0, 1] (10)
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where

a =
1− P (A)
P (A)

, b =
1− P (A|B)
P (A|B)

, c =
1− P (A|C)
P (A|C , x =

1− P (A|B,C)
P (A|B,C)

An interpretation of the fusion expressed in (10) is as follows. Let A is the target
event which is to be updated by events B and C. The term a is considered as
a measure of prior uncertainty about the target event A or a distance to the
occurrence of A without any updated evidence. We have a = 0 for P (A) =
1 if target event A is certain to occur; and a = 0 for P (A) = 0 if A is an
impossible event. Likewise, b and c measure the distances to A knowing about
its occurrence after observing evidences given by B and C, respectively. The
term x is the distance to the target event A occurring after observing evidences
given by both events B and C. The ratio c/a is then the incremental (increasing
or decreasing) information of C to that distance starting from the prior distance
a. Similarly, the ration x/b is the incremental information of C starting from the
distance b. Thus, the permanence of ratios provides the following relation

x

b
≈ c

a
(11)

which says that the incremental information about C to the knowledge of A is
the same after or before knowing B. In other words, the incremental contribution
of information from C about A is independent of B. This expression relaxes the
restriction of the assumption of full independence of B and C.

For the generation of k data events Ej , j = 1, . . . , k; the conditional proba-
bility provided by a succession of (k − 1) permanence of ratios is given as

P (A|Ej , j = 1, . . . , k) =
1

1 + x
∈ [0, 1] (12)

where

x =

∏k
j=1 dj

ak−1 ≥ 0

a =
1− P (A)
P (A)

dj =
1− P (A|Ej)
P (A|Ej)

, j = 1, . . . , k

It is clear that expression (12) requires only the knowledge of the prior prob-
ability P (A), and the k elementary single conditional probabilities P (A|Ej),
j = 1, . . . , k, which can be independently computed.

4 Experimental Results

We used the multispectral image data described in [9] to illustrate the application
of Bayes classifier and permanence of ration based fusion for object recognition.
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Fig. 1. Image sources in blue (top left), green (top right), and red (bottom left) visible
wavelengths; and marked samples (bottom right) showing water (1), urban development
(2), and vegetation (3) [9]

Figure 1 shows the three multispectral images in blue (a), green (b), and red (c)
visible wavelengths; and the marked image (d) showing sample regions of water
(1), urban development (2), and vegetation (3). The task is to classify these
three classes of regions.

To apply the information fusion scheme expressed in (12) with k =3, the es-
timates of prior probabilities for each image class were obtained by dividing the
number of pixels of each class by the total number of pixels of all three classes.
The conditional probabilities for the three classes were determined using the
function defined in (2) assuming the Gaussian distribution function (GDF). The
combined probabilities were then used for decision making using the GDF-based
Bayes classification function defined in (3). The recognition rates obtained from
the probabilistic fusion scheme are given in Table 1 which also shows the rates
obtained by the multispectral fusion by forming the pattern vectors from the
three images in visible wavelengths plus an infrared image [9]. Results obtained
from the multispectral fusion were based on the Gaussian Bayes decision func-
tion defined in (4). The experimental results show the better performance of the
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Table 1. Classification of training image objects

Class 1 2 3
Multispectral fusion 99.6 94.9 96.1
Probabilistic fusion 99.6 96.2 97.0

proposed approach in classes 2 (urban development) and 3 (vegetation), while
maintaining an equal rate for class 1 (water).

5 Conclusion

The mathematical concept of the permanence of ratios for data fusion and the
Gaussian function based Bayes classifier have been presented for object recogni-
tion in images. The proposed approach appears to be a useful tool for combin-
ing multiple probabilistic information sources. Our investigation in developing a
weighted permanence of ratio based information fusion is under way.
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Abstract. This paper proposes a new wavelet-fractal image compression me-
thod by studying the limitation of existing wavelet based image compression 
methods. Initial errors occur at different levels of importance according to the 
frequencies of sublevel-band wavelet coefficients. Higher frequency sublevel 
bands would lead to larger initial errors. As a result, the sizes of sublevel blocks 
and super blocks would be changed according to the initial errors. The matching 
sizes between sublevel blocks and super blocks would be changed according to 
the permitted errors and compression rates. 

Keywords: fractal coding, wavelet coding, image compression. 

1   Introduction 

The self-similarity property of images is the essence of fractal image compression 
methods [1] and there are great similarities among the sublevel bands with the same 
orientation when the wavelet transform is finished. Therefore, many researchers have 
utilized the similarity property of sublevel blocks for wavelet-fractal image coding 
[2–11]. 

For example, Rinaldo and Calvagno [3] have proposed an image coding approach 
called domain block, which is used to predict blocks in higher frequency sublevel 
bands by using range blocks from lower frequency sublevel bands. Davis employed a 
wavelet tree based fractal coding method [4–5], which combined wavelet transform 
and a zerotree structure proposed by Shapiro.  

However, the traditional wavelet tree based fractal coding algorithm does lose sight 
of the property that the energy would be highly contained in low frequency sublevel 
bands when the wavelet transform is applied to an image and it also fails to consider the 
self-similarity property of  fractal images. Additionally, the method still has the limita-
tion that the speed of fractal coding is low. The new wavelet-fractal compression algo-
rithm with a four-fork tree, proposed in this paper, presents a solution to this limitation. 

2   Wavelet Tree Based Fractal Coding 

The embedded zerotree coding algorithm is based on a wavelet tree [2]. With wavelet 
tree is meant the composition of the details related to wavelet coefficients corresponding 
to some image blocks in the wavelet domain V  . Take the image of Lenna (256x256 
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pixels) for example, we can obtain ten frequency sublevel bands by three times applying 
wavelet transform to the images. 

As shown in Fig. 1, LL3 represents a scaled coefficient corresponding to a  
frequency band, whose scale is three times coarser than that of the original image. 
Additionally, HL1 represent wavelet coefficients arising from separable application of 
vertical and horizontal filters as well as HL2 and HL3. HL1, HL2 and HL3 constitute a 
wavelet tree. In the same way, there is another wavelet tree formed by LH1, LH2 and 
LH3 as well as HH1, HH2 and HH3 . And LL3 is the root for all these wavelet trees. 
The components of these wavelet trees are similar, especially those of the same orien-
tation at different scales which have the edge and texture features of self-similarity. 
Therefore, it would be applicable to substitute the unit of tree for the matching of do-
main blocks and range blocks in the spatial domain. The approaches to fractal coding 
could be equally utilized in the wavelet domain. 

 

Fig. 1. Sequence distribution and paternity among the parameters of wavelet 

Let S ,  be the “get-tree” operator corresponding to the “get-block” operator in 
fractal coding and J represents the frequency where 0≤J≤N. Let K, L  be the relative 
location of the coefficient of the root with respect to the frequency in the wavelet 
transform domain, where 0 K, L 2 . Here S , A  denotes the operator which ex-

tracts the wavelet tree, with its root at ψ , ,ℓ, from the wavelet transform domain Aw 

of image A. Let S , be the reverse operator of S ,  which inserts the wavelet tree 

into the all-zero image and its root is at at ψ , ,ℓ. When a wavelet transform is applied 

to image A, a wavelet domain is formed. Thereby, the get-block operator B , A  in 
spatial domain is replaced by the get-tree operator S , A  in wavelet domain. 

For example, let R be a  2 2  sublevel block  in A. Since in a wavelet domain 
the root of wavelet tree could only exist in N – 2, there is only one pixel of the 2 2  sublevel block left in the wavelet domain V  and the operator B , A is now 
replaced with the operator S , A  . 

Fractal coding in the wavelet domain is similar to fractal coding in the spatial  
domain. It uses a wavelet supertree S , A   to approach S , A . The optimal  
approach is supposed to be 
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S , A g , L AS , A  

where g ,  is the contraction factor. Unlike traditional fractal coding, there is no need 
to save the shift vector. There are two implementation methods of wavelet-fractal 
coding: 

(i) Implementation with sublevel trees of fixed size 
The wavelet domain image is partitioned into subtrees S , A  of equal size, 
where K, L 2 m, 2 n |0 m, n 2 . The selection of a supertree S , A  is a bit different from that of the domain block in the spatial domain. If 
the distance between the roots of trees represents the distance between the trees, 
supertrees that are a pixel apart, correspond to a set of domain blocks which are 
2D in width and a domain block apart in the spatial domain. 

After performing the “average and subsample” operator and “reflect and ro-
tate” operator, the similarity is computed between the supertree and the subtree 
to determine whether it is the optimal supertree. Finally, the quantified wavelet 
coefficients and the mapping coefficients of wavelet coding are stored, includ-
ing the location information of the supertree, the type of reflecting-rotating 
transform and the contraction factor. 

When the image is decoded, the wavelet coefficients of quantified coding are 
recovered first and all the other wavelet coefficients are gradually recovered. 

(ii) Fractal coding with four-fork partition 
The four-fork partition is equally applicable to fractal coding in a wavelet do-
main. But it should be taken into consideration that when the root of the tree is 
located in the (N−R) scale subtree S , A , it only consists of three coefficients 
of three orientations. Given such condition, if no supertree is found which fits 
the required error in the search of matching the subtree and the supertree, the 
decomposition of the subtree should stop and would resume only if the frequen-
cy of the subtree had increased up to two times the original frequency. The 
process of decomposition would not halt until the matching error is lower than 
the threshold or the size of the subtree has achieved the pre-determined size. 

When the image is decoded, the wavelet coefficients of hierarchically quanti-
fied coding are recovered first and then other wavelet coefficients are recovered 
through fractal decoding. Finally, the wavelet reverse transform is applied. 

Recent researches into fractal coding based on wavelet transform have focused on the 
following two schemes: One is the fractal coding approach proposed by Rinaldo [3]  
et al. which uses blocks from low frequency sublevel bands obtained by applying 
wavelet transform to images in order to predict blocks in higher frequency sublevel 
bands. Another is the fractal predication approach based on wavelet trees, proposed 
by Davis [4–5]. The two algorithms work as follows: 

(i) A N-scale wavelet decomposition is applied to the image. Then the sublevel 
bands of the images are obtained on N scales. The image blocks in low frequen-
cy sublevel bands contain more than 90% of the energy of the original image 
which, thereby, should be the basis of fractal coding and should be encoded by 
approaches which lose little or no coding at all. 
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(ii) Use LHi, HLi and HHi image blocks in low frequency sublevel bands to predict 
image blocks in higher frequency sublevel bands of the same orientation. 

When the image is decoded, images in low frequency sublevel bands are recovered 
first and then, given a scale from low to high, images in other frequency sublevel 
bands are recovered. 

These wavelet-based fractal coding approaches have the following limitations, al-
though they have taken advantage of the self-similarity among sublevel bands. 

First, attention is paid to the similarity among sublevel bands, but the approaches 
fail to take into consideration the property that if wavelet transform is applied to im-
ages, the energy of the images would be highly contained in low frequency sublevel 
bands. As Shapiro [2] points out, by applying wavelet transform to images, we would 
obtain a large number of zero and small coefficients. Furthermore, the higher the fre-
quency, the more zero coefficients and small coefficients are obtained.  Second, the 
approaches fail to consider the features of self-similarity of images and the local and 
overall similarity among different sublevel bands. Third, there is no solution to the 
limitation that the speed of coding is low for fractal coding. 

Given these limitations of wavelet-based fractal coding algorithms, this paper pro-
poses a new algorithm of wavelet-fractal image compression to take effective advan-
tage of the fine properties of wavelet coefficients corresponding to wavelet transform. 

3   New Wavelet–Fractal Coding with Four–Fork Tree 

The algorithm we propose is based on the proposition that, when wavelet transform is 
applied to images, there will be a number of zero coefficients and small coefficients. 
The property would be more distinct and the distribution of zero coefficients and 
small coefficients would be denser with regard to the higher frequency of sublevel 
bands. When wavelet transform is applied to image A for N times, N +1 frequency 
sublevel bands would be obtained. Of  all the frequency sublevel bands, except the 
low frequency sublevel bands from the top left corner of the image, the grey pixel 
scale of most areas is changed slowly into the other high frequency sublevel bands. 
The change of the grey pixel scale is very smooth. If we use the new wavelet- fractal 
coding algorithm with the four-fork tree to encode the frequency sublevel bands, this 
property leads to higher compression rates at relatively high speeds. Below are the 
two advantages of the proposed method: 

(i) By applying wavelet transform, we could obtain different frequency sublevel 
bands. Given the various levels of importance attached to wavelet coefficients 
of different frequency sublevel level bands, we assign the values of initial errors 
respectively – the higher the frequency sublevel band, the larger the initial error. 

(ii) The matching sizes between sublevel blocks and super blocks are dynamically 
changed given the initial errors in frequency of the sublevel band. In this way, if 
only the initial error is appointed properly, related transformation coefficients 
could be obtained by utilizing the similarity among many large-size sublevel 
blocks and super blocks. If these large sized sublevel blocks cannot satisfy these 
requirements, we can change the length of the edge within the range of 2J, 2J−1,… 
The corresponding superblock is equally constructed. The matching sizes between 
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sublevel blocks and super blocks are dynamically changed according to initial er-
ror of the frequency of the sublevel band and the compression rate. 

This algorithm works as follows: 

(i) DWT is applied to image A for J times. Through wavelet transform, the image 
A is partitioned into J+1 sublevel bands whose edges are in the range of 2N−1, 
2N−2, …, 2N−J. We use the approach which loses little or no coding to encode 
LL0 from the low frequency sublevel bands, which contains more than 90% of 
the energy of the original image. To obtain a higher compression rate, we could 
use the basic fractal compression algorithm of Jacquin. In order to re duce the 
compression time, we could classify LL0 according to the entropy and deviation 
of the grey scale. 

(ii) LH0 , HL0 and HH0 images in frequency sublevel band, have the same size of 
2N−J×2N−J. Let εJ be an acceptable error of the matching sizes between the super 

block and the sublevel block in the fractal compression coding process. 2  

denotes the maximum length of the edge while 2  is the minimum length of 

the edge where 2 2 , 2  2 . 
(iii) To begin with, the sublevel bands  LH0,  HL0 and HH0 are partitioned into dis-

jointed 2 2  subblocks R . Let B , LH  be the get-block operator. 
(K,L) represents the location on the top left corner. Take the sublevel band LH0 
for example. We search for its corresponding  super  block located in π(K,L) by 
using the “average and subsample” operator and the “reflect and rotate” opera-
tor. Then we compute the minimum error between LP(K,L)(LH0) and B , LH , that is d . If d  is smaller than εJ , we save the location infor-
mation of both the sublevel block and the super block as well as the type of  
reflecting-rotating-transform and the contraction factor into a compression doc-
ument. In this way, the coding of R  is completed. Otherwise, if d  is larger 

than εJ, R  will be partitioned into four sublevel blocks and so will the super 
block.  The search for the most similar sublevel block and super block would be 
on until the self-similarity transform is smaller than εJ for sublevel blocks of all 
sizes and their corresponding super blocks. 

(iv) For the other sublevel bands such as I1, I2, …, IJ, where Ii = {LHi, HLi, HHi} 
1≤i≤J, the wavelet coefficients become less and less significant with a scale in-
crease. So the value of the initial error could become increasingly larger such as 

2εJ, 4εJ, …, 2J-1εJ. 2  denotes the maximum edge length while 2  is the 

minimum length of the edge where 2 2 , 2  2 . Then we could 
repeat steps 2 and 3 to complete the coding. In this way, the image is partitioned 
into small blocks when the change of image is complex while the blocks would be 
large when the change is smooth. Because the coefficients of frequency of the im-
ages at the sublevel bands are small and their change is smooth, the blocks are par-
titioned into large ones. As a result, the compression time is short. 

When the image is decoded, iteration is applied first to recover the wavelet coeffi-
cients. Then by applying a wavelet transform, we recover the original image. 
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4   Experimental Results 

Table 1 lists the experimental results of encoding the image of Lenna by the algorithm 
proposed in this paper using Spline wavelet bases which are compared with the results 
of  fractal coding based on a wavelet tree. As shown in Table 1, although the PSNR is 
reduced, the distortion rate is not high and the compression rate and the speed of cod-
ing have clearly increased. It demonstrates that a better coding result can be obtained.  

Table 1. Comparison of compression methods 

Figure 
number 

Method 
Compression 

rate 
PSNR 
(dB) 

Time 
(s) 

2a 
Fractal coding based on 

wavelet tree 
17.3 31.3 148 

2b 
New wavelet-fractal coding 

of four-fork tree 
25.6 29.3 36 

 
Table 2 lists the experimental results of  different images. 

Table 2. The experimental results of  different images 

Method Image 
Compression 

rate 
PSNR 
(dB) 

Time 
(s) 

Fractal coding based on 
wavelet tree 

woman 19.3 31.5 151 
peppers  16.9 30.4 142 
house  18.5 30.9 145 

New wavelet-fractal coding 
of four-fork tree 

woman 26.3 30.1 32 
peppers  22.6 30.3 37 
house  24.7 29.8 38 

Table 3 shows some comparative results for our method,  the pure Fisher’s accele-
rated fractal coding (QPIFS) and the pure SPIHT wavelet coding. 

Table 3. The comparison of our method and other methods 

Method Lena woman peppers  house  

QPIFS 
PSNR (dB) 28.8 29.6 30.8 28.9 

Time (s) 76 73 68 71 
Compression rate 25 26.3 24 25 

SPIHT  
PSNR (dB) 30.4 29.8 29.9 29.7 

Time (s) 40 31 45 42 
Compression rate 25.2 24.5 26 23.8 

our 
method 

PSNR (dB) 29.3 30.1 30.3 29.8 
Time (s) 36 32 37 38 

Compression rate 25.6 26.3 22.6 24.7 
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Fig. 2. (a) Fractal coding based on wavelet tree (b) New wavelet-fractal coding of four fork tree 

 

Fig. 3. Test images. (a) woman (b) peppers (c) house. 

5   Conclusion 

Although wavelet tree based fractal coding algorithms have taken advantage of self-
similarity among sublevel bands, they fail to take into consideration the property that 
when a wavelet transform is applied to an image, its energy would be largely con-
tained in low frequency sublevel bands. Equally, they fail to consider features of frac-
tal image-self-similarity. As well, these algorithms still have the limitation that the 
speed of fractal coding is low. The new wavelet-fractal compression algorithm with a 
four-fork tree, proposed in this paper, has a solution to this limitation. Theoretical 
analysis and experimental results demonstrate that, compared with the classical wave-
let tree based algorithms of fractal image compression, this algorithm clearly increas-
es the compression rate and the speed of encoding without reducing PSNR and the 
quality of decoded images. 
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Abstract. This paper presents a tracking system for vehicles in urban traffic 
scenes. The task of automatic video analysis for existing CCTV infrastructure is 
of increasing interest due to benefits of behaviour analysis for traffic control. 
Based on 3D wire frame models, we use a combined detector and classifier to 
locate ground plane positions of vehicles. The proposed system uses a Kalman 
filter with variable sample time to track vehicles on the ground plane. The clas-
sification results are used in the data association of the tracker to improve con-
sistency and for noise suppression. Quantitative and qualitative evaluation is 
provided using videos of the public benchmarking i-LIDS data set provided by 
the UK Home Office. Correctly detected tracks of 94% outperform a baseline 
motion tracker tested under the same conditions. 

Keywords: vehicle tracking, visual surveillance, motion estimation, 3D mod-
els, vehicle classification, urban traffic, performance evaluation. 

1   Introduction 

In recent years, there has been an increased scope for automatic analysis of urban traffic 
activity. This is due in part to the additional numbers of cameras and other sensors, the 
enhanced infrastructure and consequent accessibility and also the advancement of ana-
lytical techniques to process the video data. Monitoring objectives include the detection 
of traffic violations (illegal turns, one way streets, etc.) and the gathering of statistics 
about the type of road users. Using general purpose surveillance cameras, the classifica-
tion of vehicles is a demanding challenge (see [9, 8, 12, 4]). Compared to most exam-
ples in image retrieval problem, the quality of surveillance data is generally poor and the 
range of operational conditions (night-time, inclement and changeable weather that  
affects the auto-iris) require robust techniques which need to be immune to errors in 
obtaining road users’ silhouettes. Those silhouettes extracted by foreground analysis are 
the input to our classifier. The classification process is based on 3D models for vehicles 
to give robustness against foreground noise and can be restricted to an active region of 
the camera view (e.g. lanes). This allows human operators to configure monitoring  
objectives. The classified vehicles are tracked on the ground plane over time using a 
Kalman filter for variable time steps. Tracking performance is evaluated using the 
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framework of Yin et al. [13] and compared to a state of the art OpenCV blob tracker 
[11] operating on the same video data. 

Our novel contributions are firstly the extension of our 3D vehicle detector and 
classifier by tracking on the ground plane. We derive a variable sample rate Kalman 
filter to accommodate missed observations. The classification of vehicles is used dur-
ing tracking due to our novel approach of classifying before tracking. Secondly, our 
tracking evaluation framework [13] is used to generate rich performance figures based 
on ground truth containing image bounding boxes. Thirdly, the performance of the 3D 
model based ground plane tracker is compared to a state of the art blob tracker. 

The remainder of the paper is organised as follows: Section 2 introduces the detec-
tor and classifier used. The application of Kalman filtering to the classification results 
is demonstrated in section 3. Introduction to the evaluation framework and results are 
given in section 4. Section 5 concludes the paper. 

1.1   Related Work 

This review firstly introduces detection and tracking systems and continues with  
performance evaluation frameworks. Vehicle tracking in urban environments is per-
formed in [12]. However, only a single 3D model for cars is used to estimate a vehicle 
constellation per frame with optimisation solved with a Markov Chain Monte Carlo 
(MCMC) algorithm. The reported detection rates are 96.8% and 88% for two videos, 
which are limited to single size vehicles. The paper of Morris and Trivedi [9] presents 
a combined tracking and classification approach for side views of highways which is 
an extension to [8]. A single Gaussian background model is used for foreground seg-
mentation. Classification and tracking accuracy was increased by combining tracking 
and classification. A Kalman filter is used to track the foreground regions based on 
the centroids in the image plane only. The OpenCV blob tracker [11] used as baseline 
here works in a similar fashion. The field of generic object recognition recently ex-
panded towards surveillance applications. Good examples are Leibe et al. [6,7] for 
vehicle and pedestrian detection. Performance however, is not yet comparable to state 
of the art surveillance systems for this specific task. 

Performance evaluation has played an important role in developing, assessing and 
comparing object tracking algorithms. Lazarevic-McManus et al. [5] evaluated per-
formance of motion detection based on ROC-like curves and the F-measure. The lat-
ter allows comparison using a single value domain, but is mainly designed to operate 
on motion detection rather than tracking. There is a significant body of work dealing 
with evaluation of both motion detection and tracking. Needham and Boyle [10] pro-
posed a set of metrics and statistics for comparing trajectories to account for detection 
lag, or constant spatial shift. However, taking only the trajectory (a set of points over 
time) as the input of evaluation may not give sufficient information about how precise 
the tracks are, since the size of the object is not considered. Bashir and Porikli [1] use 
the spatial overlap of ground truth and system bounding boxes which is unbiased to-
wards large objects. However they are counted per frame, which is justified when the 
objective is object detection. In object tracking, counting true positive (TP), false 
positive (FP) and false negative (FN) tracks is a more natural choice which is consis-
tent with the expectations of surveillance end-users. Brown et al. [3] suggests a 
framework for matching of system track centroids and an enlarged ground truth 
bounding box which favours tracks of large objects. 



 Urban Vehicle Tracking Using a Combined 3D Model Detector and Classifier 171 

2   Detection and Classification Using 3D Models 

Joint detection and classification is performed using 3D wire frame models for vehi-
cles with calibrated cameras. As indicated in the block diagram in Figure 1, the detec-
tor uses a Gaussian Mixture Model (GMM) for motion estimation with subsequent 
closed contour retrieval to generate motion silhouettes for an input video frame. 
Those motion silhouettes are used to generate vehicle hypotheses. The classifier 
matches 3D wire frame models (see ) with the motion silhouettes. To validate the hy-
potheses, the normalised overlap area of motion silhouettes and projected model sil-
houettes is calculated. Full details on the classifier can be found in a previous paper 
[4]. The output of the classifier are class labelled ground plane positions of vehicles. 
On frame to frame detection and classification of four classes, the classifier precision 
is 96.1% with a total system recall of 90.4% at a precision of 87.9%. Section 5 gives 
tracking evaluation results on the same video set. 
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Fig. 1. Block diagram of detector with 3D classifier and subsequent tracker 

   
 

Fig. 2. Left: 3D wire frame models used for the classifier. Right: Example of detection and 
classification with ground plane tracking. The wire frame projection in red is used to estimate 
the bounding box for tracked vehicles. 
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3   Tracking 

Tracking introduces temporal consistency to the detection and classification result of 
the previous section. Our novel contribution is the extension of the classifier by a 
Kalman filter with variable sample rate. The detector with joint classifier may reject 
valid vehicles in some frames due to noise, which requires the Kalman filter to oper-
ate on variable time intervals. Tracking is performed on the ground plane of the scene, 
which simplifies behaviour analysis like bus lane monitoring. We use the standard 
formulation of the Kalman filter for a constant velocity model of vehicles 

 1 withk k k k k k k k−= + + = + =x Fx Bu w z Hx v u 0  (1) 

with state vector 
T

, , ,k x yv x v y⎡ ⎤= ⎣ ⎦x  and the measurement vector [ ]T
,k x y=z . All 

time and speed related constants for the filter are based on seconds rather than the 
sample rate or frame rate. The ground plane coordinates are in metres, all noise and 
position estimates are in metres or meters per second. The above is valid, if the inte-
gration constant 0T  from speed to position in the transition matrix F  is defined in 
seconds 

 0

0

1 0 0 0
1 0 0

0 0 1 0
0 0 1

T

T

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

=F . (2) 

The only conditions to operate the Kalman filter at variable sample rate is to update 

0T  in the transition matrix F  constantly. For prediction steps, 0T  is the time between 
the last update step of the filter and the current time. The state prediction | 1ˆ k k −x and the 
error covariance prediction | 1k k −P  is therefore estimated for the correct time. If a 
measurement is available, the update step is performed with the same transition ma-
trix F . If no measurement is available, not update is performed. Future prediction 
steps will be performed with increasing time 0T  until an update takes place. Tracks 
can be discarded if the predicted error covariance | 1k k −P  grows beyond a threshold. 

The parameters for the filter are as follows. The process noise w is set to 1.1m s  
for velocity and 0.7m  for position. Those values can be derived from the expected 
acceleration of vehicles. The measurement noise is 2m=v  corresponding to the de-
tection grid. The initial error covariance P  is set to 3m s  for velocity and 1m  for 
position. The initial position state corresponds to the detection position with zero ve-
locity. The velocity is updated during the second detection using the first motion vec-
tor. Observations ,i km are associated with tracks based on the distance ijd  between 
the observation ,i km  and the prediction , | 1ˆ j k k −x  normalised by the diagonal elements 
of the predicted error covariance | 1k k −P . Changes in the model- id between the last 
observation of a track iid  and the current observation jid  are penalised. The total 
number of model- ids is 10. This novel approach is possible because our system per-
forms classification before the tracking. 

 ( ) ( )2 2
1 1 1

10ij i j x i j y i jd x x P y y P id id− −⎡ ⎤ ⎡ ⎤= − + − + −⎣ ⎦ ⎣ ⎦  (3) 
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4   Evaluation 

The object tracking performance is demonstrated by comparing our tracker with a 
baseline tracker (OpenCV blob tracker [11]). The OpenCV tracker uses an adaptive 
mixture of Gaussians for background estimation, connected component analysis for 
data association and Kalman filtering for tracking blob position and size. We use 
the i-LIDS bench- marking video data set provided by the UK Home Office [2] for 
evaluation. We run the tracker on the following sequences of the parked car data set 
scene 1 (PVTRA10xxxx): 1a03, 1a07, 1a13, 1a19, 1a20, 2a05, 2a10 and 2a11. 
Those videos contain overcast, sunny, changing weather conditions and camera 
saturation. 

We propose a rich set of metrics such as Correct Detected Tracks, False Detected 
Tracks and Track Detection Failure to provide a general overview of the system’s 
performance. Track Fragmentation shows whether the temporal and spatial coher-
ence of tracks is established. ID Change is useful to test the data association module 
of the system. Latency indicates how quick the system can respond to an object 
entering the camera view, and Track Completeness how complete the object has 
been tracked. Metrics such as Track Distance Error and Closeness of Tracks indi-
cate the accuracy of estimating the position, the spatial and the temporal extent of 
the objects respectively. More details about this evaluation framework can be found 
in Yin et al. [13]. 

4.1   Qualitative Results 

 

Fig. 3. Correct detected tracks inside the active regions of interest (dark red boxes). Left: the 
proposed system with corresponding ground plane tracks. Right: OpenCV tracker result. 
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Fig. 4. The second car is missed due to occlusion between the vehicles. The proposed classifier 
on the left correctly locates the first car. The OpenCV tracker merged both cars with a large 
bounding box at a central position. 

 

Fig. 5. Pedestrians are correctly rejected as “other” class by the proposed classifier and detected 
by the OpenCV tracker 

4.2   Quantitative Results 

The ground truth used for evaluation is provided with the i-LIDS data set. It is of lim-
ited duration within the videos and does not include pedestrians on the road. The 
evaluation was constrained to the two regions of interest on the road (dark red boxes 
in Figure 3) for both trackers. The full results are provided in Table 1 indicating that 
the proposed system outperforms the OpenCV tracker on high level metrics such as 
correct detected tracks, track detection failure, false detected tracks and track  
fragmentation. This can mainly be attributed to the additional prior information from 
using 3D models to classify the content of the input video.  

For metrics that evaluate the motion segmentation such as track closeness and  
distance error, both trackers have similar performance, which can be explained by the 
similar background estimation method. The track closeness of the proposed system is 
better than the baseline due to 3D models which are more robust against shadows, 
which can be observed for the bus in Figure 3 and the occluded car in Figure 4. The 
extent of the projected wire frame model is used as bounding box for the proposed  
system. The false detected tracks of the OpenCV tracker are high due to systematic 
detection of pedestrians, which can not be classified. Refer to Figure 5 for an exam-
ple. The proposed  system detected 94% of the ground truth  tracks compared to 88% 
of the base line. Our system has half of the track detection failures compared to the  
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Table 1. Tracking results 

  

base line. The higher detection rate can be explained by a more sensitive background 
estimation producing more complete and additional noise detections. However, the 
classification stage rejects many ambiguous detections. Id change can occurs if a track 
of an object leaving is continued for a new object. This is worse for the proposed sys-
tem compared to the OpenCV tracker, because the tracker is more persistent, occasion-
ally wrongly continuing a track but therefore generating much less track fragmentations. 

5   Conclusions and Future Work 

We proposed a novel system for detection, classification and ground plane tracking of 
vehicles in surveillance videos. The proposed system is evaluated on the i-LIDS data 
set against the state of the art OpenCV blob tracker. Our system performs similar for 
motion related metric but outperforms the baseline for high level metric like detected 
tracks 94% and missed tracks 6. This indicates superior performance in the camera 
view with the additional benefit of gaining group plane locations. This can be essen-
tial to solve surveillance tasks like enforcing bus lane restrictions. 

Future work can be the evaluation of the classes of tracks and the ground plane po-
sitions. Both require a significant amount of ground truth. Regarding the detector and 
classifier, avoiding the reliance on motion estimation would be beneficial for more 
robustness against lighting changes and camera saturation. There is the opportunity to 
post process completed tracks for retrospective behaviour analysis. 
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Metrics proposed Tracker OpenCV blob Tr. 
Number of Ground truth tracks 100 100 
Number of system tracks 144 203 
Correct detected tracks 94 88 
Track detection failure 6 12 
False detected tracks 27 90 
Latency [frames] 5 5 
Track fragmentation 8 18 
Average track Completeness [time] 64% 55% 
ID change 10 3 
Average track closeness [bbox overlap] 54% 35% 
Standard Deviation of closeness 20% 13% 
Average distance error [pixels] 22 21 
Standard Deviation of distance error 19 15 
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Abstract. This paper presents some important aspects of cognitive informatics 
operated by cognitive processes in the human mind and implemented to new gen-
eration IT systems. This paper presents especially a selected class of cognitive 
categorization systems called UBIAS (Understanding Based Image Analysis  
Systems). The UBIAS systems are especially dedicated to support analysis of data 
recorded in the form of images for example medical images. Cognitive categori-
zation systems operate by executing a particular type of human thought, cognitive 
and analysis processes which take place in the human mind and which ultimately 
lead to making an in-depth description of the analysis and interpreting reasoning 
process. The most important element in this analysis and reasoning process is that 
it occurs both in the human cognitive process and in the system's information 
process that conducts the in-depth interpretation and analysis of data. 

Keywords: Cognitive informatics, reasoning processes and analysis of medical 
images, information systems, UBIAS systems, pattern classification. 

1   Introduction 

Analysis, interpretation and reasoning processes were used to build and describe new 
classes of cognitive categorisation systems which are to execute in-depth analyses and 
reasoning processes on the data being interpreted. The main subject of this publication 
is to present a selected class of cognitive categorisation systems – UBIAS (Under-
standing Based Image Analysis Systems) – which support analyses of data recorded 
in the form of images [7-9]. Cognitive categorisation systems operate by executing a 
particular type of thought, cognitive and reasoning processes which take place in the 
human mind and which ultimately lead to making an in-depth description of the 
analysis and reasoning process. 

The most important element in this analysis and reasoning process is that it occurs 
both in the human cognitive/thinking process and in the system's informa-
tion/reasoning process that conducts the in-depth interpretation and analysis of data 
[9]. It should be added that this process is based on cognitive resonance (Fig. 1) which 
occurs during the examination process, and which forms the starting point for the  
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Fig. 1. Cognitive resonance in data understanding process 

process of data understanding consisting in extracting the semantic information and 
the meaning contained in the analysed type of data that makes reasoning possible.  

Cognitive resonance is an attempt to compare and distinguish certain similarities 
and differences between the set of analysed data and the set represented by a knowl-
edge base. The set of data containing the analysed data group is subjected to a process 
of broadly-understood analysis, which means analysing the form, content, meaning, 
shape and the like. This analysis makes it possible to extract certain significant fea-
tures of the analysed data. At the same time, the set of knowledge collected (pos-
sessed) by the system is used to generate certain expectations as to the substantive 
content of the analysed data. These expectations are then compared to the features of 
the analysed data extracted during the analysis process. When the features and expec-
tations are compared, cognitive resonance occurs; its essence is that it indicates the 
similarities that appear between the analysed dataset and the generated set of expecta-
tions about the possible results of the knowledge acquired by the system. These simi-
larities are revealed during the comparative analysis conducted by the system, in the 
course of which the analysed data is subjected to the phenomenon of understanding. 
The reasoning process which forms the result of the understanding process is an in-
dispensable factor for the correct data analysis. If it did not occur, it would become 
impossible to forecast and reason as to the future of the phenomenon being studied. 
So conducting the analysis without the reasoning process could actually lead to im-
poverishing the entire analysis process, as it would be limited only to understanding 
the reasons why the analysed phenomenon occurred, but without a chance of deter-
mining its further development. 

2   Cognitive Informatics in UBIAS Systems 

Cognitive informatics in selected type cognitive systems using analysis and inter-
pretations processes operated by human mind processes. Especially UBIAS systems 
which describe more and more human mind processes and their application in  
automatics processes and computer data analysis. In this paper we describe example 
of UBIAS systems dedicated to medical image cognitive analysis. We analysed im-
ages of food bone. All the analysed images of foot bones were, before their proper 
recognition, subject to segmentation and filtration procedures [9]. Structures shown 
in this way were then subject to cognitive analysis stages using the grammar  
described below. 



 UBIAS – Type Cognitive Systems for Medical Pattern Interpretation 179 

 

So example of using the cognitive interpretation of image-type data to analyse data 
depicting foot bone pathologies is an analysis of images acquired in the dorsoplanar 
projection.  

For such a projection, the appropriate set of foot bone names: 

• heel (c) 
• os naviculare (on) 
• os cuboideum (oc) 
• os cuneiforme mediale (ocm) 
• os cuneiforme intermedium (oci) 
• os cuneiforme laterale (ocl). 

 
The food bone names was adopted and a linguistic description was introduced which 
presents the foot bone skeleton corresponding to the correct anatomy of this part of 
the lower extremity. In order to analyse X-rays of foot bones in the dorsoplanar pro-
jection, it was necessary to define a graph representation of these bones showing 
numbers consistent with the neighbourhood relationships of these structures. Such a 
definition is formulated based on a description of a graph of special topological rela-
tionships between particular elements of the graph. A graph of spatial relationships is 
show in Fig. 2. with a graph of special relationships to build a graph containing the 
numbers of adjacent foot bones for an dorsoplanar projection. 

In order to analyse disease lesions of the foot bone, the following grammar has 
been proposed: 

),,,,( PSTNGdp ΓΣ=  

where:  
The set of non-terminal labels of apexes: 
N={ST, CALCANEUS, OS NAVICULARE, OS CUBOIDEUM, OS 

CUNEIFORME MEDIALE, OS CUNEIFORME INTERMEDIUM, OS 
CUNEIFORME LATERALE, M1, M2, M3, M4, M5} 

 
The set of terminal labels of apexes:  

∑={s, t, u, v, w, x, y, c, on, oc, ocm, oci, ocl, m1, m2, m3, m4, m5} 

Γ–the graph shown in Fig.2 
 

ST - The start symbol  
 
P – a finite set of productions shown in Fig. 2. 
 

Defining such elements of the grammar is aimed at specifying a set of grammatical 
rules allowing all cases of images showing the correct structure of foot bones to be in-
terpreted. It should be kept in mind that this is a different set of grammatical rules for 
every projection. Figure 3 shows a set of graphs defining the correct structure of foot 
bones visible in the dorsoplanar projection.  

 



180 L. Ogiela, M.R. Ogiela, and R. Tadeusiewicz 

 

 

Fig. 2. The definition of an EDG graph describing the foot bone skeleton in the dorsoplanar pro-
jection. A graph of spatial relationships for the dorsoplanar projection for foot imaging. A graph 
with numbers of adjacent bones marked based on the graph of spatial relationships. Interrelations 
between particular elements of the structure of foot bones for the dorsoplanar projection. 

Determining the correct relationships and the correct structure of foot bones en-
ables UBIAS systems to conduct a meaning analysis. For such projections of foot im-
ages, these analyses can generate results of reasoning about and interpreting selected 
types of fractures and pathological situations whose examples are shown in Fig. 3. 

The presented type of automatic understanding of image-type data for interpreting 
and analysing X-rays of foot bones in the dorsoplanar projection was aimed at detect-
ing various types of fractures and irregularities appearing in the structure of the bone 
and at detecting lesions – haematomas. 

Additional the cognitive interpretation of image-type data to analyse data depicting 
foot bone pathologies is an analysis of images acquired in the proper dorsoplanar  
projection – all foot bone image in dorsoplanar projection. 
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Fig. 3. A set of grammar rules showing the healthy structure of foot bones including their num-
bers for the dorsoplanar projection, and the automatic understanding of foot bone lesions de-
tected by the UBIAS system in the dorsoplanar projection 

The new graph representation showing numbers consistent with the neighbourhood 
relationships of these structures and a graph of special topological relationships be-
tween particular elements of the graph was defined. A graph of spatial relationships is 
show in Fig. 4. with a graph of spatial relationships to build a graph containing the 
numbers of adjacent foot bones for an dorsoplanar projection. 

 

Fig. 4. The definition of an EDG graph describing the foot bone skeleton in the proper dorso-
planar projection, a graph of spatial relationships, a graph with numbers of adjacent bones 
marked based on the graph of spatial relationships 

In order to analyse disease lesions of the foot bone, the following grammar has 
been proposed: 

),,,,( PSTNGdp ΓΣ=
2

 

where:  
The set of non-terminal labels of apexes: 
 
N={ST, TALUS, CUBOIDEUM, NAVICULARE, LATERALE, MEDIALE, IN-

TERMEDIUM, SES1, SES2, TM1, TM2, TM3, TM4, TM5, MP1, MP2, MP3, MP4, 
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MP5, PIP1, PIP2, PIP3, PIP4, PIP5, DIP2, DIP3, DIP4, DIP5, TPH1, TPH2, TPH3, 
TPH4, TPH5, ADD1, ADD2, ADD3, ADD4, ADD5, ADD6, ADD7, ADD8, ADD9, 
ADD10, ADD11, ADD12, ADD13, ADD14} 

 
The set of terminal labels of apexes:  

∑={c, t, cu, n, cl, cm, ci, s1, s2, tm1, tm2, tm3, tm4, tm5, mp1, mp2, mp3, mp4, 
mp5, pip1, pip2, pip3, pip4, pip5, dip2, dip3, dip4, dip5, tph1, tph2, tph3, tph4, tph5, 
add1, add2, add3, add4, add5, add6, add7, add8, add9, add10, add11, add12, add13, 
add14} 

 
Γ–{p, q, r, s, t, u, v, w, x, y, z} – the graph shown in Fig.4 
 
ST-The start symbol  
 
P–set of productions. 
 

Defining such proper elements of the grammar showing the correct structure of foot 
bones in dorsoplanar projection. It should be kept in mind that this is a different set of 
grammatical rules for every projection. Figure 5 shows a set of graphs defining the 
correct structure of foot bones visible in the dorsoplanar projection. Determining the 
correct relationships and the correct structure of foot bones enables UBIAS systems to 
conduct a meaning analysis. For such projections of foot images, these analyses can 
generate results of reasoning about and interpreting selected types of fractures and 
pathological situations whose examples are shown in Fig. 5 

 

Fig. 5. The automatic understanding of foot bone lesions detected by the UBIAS system 

3   Conclusion 

To summarise the above discussions, it can be said that the one type of foot projection 
described above became the basis for introducing definitions of grammars and formal 
descriptions that are to support the in-depth analysis, interpretation and the semantic 
description of analysed data in the image form. The analysis and reasoning conducted 
were not just about the simple identification of the disease, but mainly about identify-
ing the type of that pathology, understanding it and presenting the semantics con-
tained in the image. The attempt at the automatic understanding of the analysed data 
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by the UBIAS system was made using the cognitive analysis and interpretation of se-
lected medical images depicting various types of foot bone deformations. The depth 
of the analysis is proven by using not just one, but also by two other foot projections 
[8]. Identifying very robust formalisms of the linguistic description and the meaning 
analysis of data makes it possible to conduct a complete analysis of foot bone images, 
comprising the semantic reasoning and the indication of the specific type of a pathol-
ogy, but can also be used to indicate specific therapeutic recommendations in the  
diagnostic/treatment process conducted by a specialist physician (taking into consid-
eration additional information from the patient's medical history). 

The described research has demonstrated that an appropriately built image gram-
mar enables the conduct of precise analysis and the description of medical images 
from which important semantic information can be gained on the nature of processes 
and pathological lesions. It is worth noting that the results described in this paper have 
been obtained following the cognitive process, simulating an experts’ method of 
thinking: if one observes a deformation of the organ shown by the medical image 
used, then one tries to understand the pathological process that was the reason for the 
appearance of deformations found. 
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Abstract. Achieving an accurate disparity map in a reasonable processing time 
is a real challenge in the stereovision field. For this purpose, we propose in this 
paper an original approach which aims to accelerate matching time while keep-
ing a very good matching accuracy. The proposed method allows us to shift 
from a dense to a sparse disparity map. Firstly, we have computed scores for all 
pairs of pixels using a new dissimilarity function recently developed. Then, by 
applying a confidence measure on each pair of pixels, we keep only couples of 
pixels having a high confidence measure which is computed relying on a set of 
new local parameters.  

Keywords: Correlation function, Confidence measure, Disparity, Stereo. 

1   Introduction 

Achieving an accurate disparity map in a reasonable processing time is a real challenge 
in the stereovision field. For this purpose, we propose in this paper an original approach 
which aims to accelerate matching time while keeping a very good matching accuracy. 
The proposed method allows us to shift from a dense to a sparse disparity map. 

In dense stereovision, several well-known stereo algorithms compute an initial dis-
parity map from a pair of images under a known camera configuration. These algo-
rithms are based loosely on local methods, such as window correlation, which take into 
account only neighborhood points of the pixel to be matched. The disparity map ob-
tained has a lot of noise and erroneous values. This noise concerns mostly the pixels 
belonging to occluded or textureless image regions. An iterative process is then applied 
to the initial disparity map in order to improve it. These methods use global primitives. 
Cost-relaxation approaches, which were invented by Marr and Poggio [2] and which are 
picked up again by Brockers [3], belong to this family. Some research has used a graph-
based method [5] and color segmentation based stereo methods [4] which belong to 
what is called “global approaches”. Other approaches have been proposed: they are 
based on a probabilistic framework optimization, such as expectation-maximization [7] 
and belief propagation [6, 11]. These methods aim to obtain high-quality and accurate 
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results, but are very expensive in terms of processing time. It is a real challenge to eva-
luate stereo methods in the case of noise, depth discontinuity, occlusions and non-
textured image regions. 

Besides, some mixture of local methods is first used to obtain an estimated dispari-
ty map which is improved in a second step by global methods. On the basis of local 
methods, a pixel on the left-hand image is evaluated with candidate pixels on the 
corresponding right-hand image. Some research carried out by Yoon [8] applies win-
dow-based methods in the Lab color space and are coupled with an adaptive window 
[10] which tries to find an optimal support window for each pixel. These techniques 
assume that the neighborhood of a pixel to be matched presents homogeneity in terms 
of disparity values. In other words, all the pixels in the given correlation window must 
have very similar disparities. 

We present, in this paragraph, an overview of our algorithm which allows us to 
improve the accuracy of disparity maps. The algorithm can be divided into three 
parts: Initialization disparity map, pixel classification and disparity allocation. In the 
first step, we compute the correlation volume. Thus, we take advantage of local me-
thods by applying a new color window correlation to build the correlation volume. It 
is called Weighted Average Color Difference (WACD) [1]. Firstly, this dissimilarity 
function is applied to all the pixels in stereo images using a non-adaptive square cor-
relation window. This local method allows an initial appraisal of the disparity map. 
The second part of our algorithm aims to classify more accurately the matched pixels. 
Stereo matching accuracy may be affected by various factors including feature  
descriptors, similarity measures and matching approach. We assume that depth, gen-
erally derived from disparity, varies smoothly within color homogeneity in a given 
region. Depth discontinuities coincide generally with color boundaries or edges. Un-
der the previous constraints, all matched pixels are classified into three categories 
according to their location: well-matched, badly-matched pixels and unclassified 
pixels. A new classification method based on a confidence measure approach is ap-
plied in this context. This confidence measure is computed for all matched pixels and 
is based on a set of local parameters referring to scores obtained from a new dissimi-
larity function. This method and the associated parameters are detailed later in this 
paper. This work is based on the principle of relaxation and the belief propagation 
theory which are based on global criteria. However, the difference is that we consider 
only candidate pixels to evaluate the matched pair. 

In this paper, we propose in section 2 an overview of our framework for selected 
matching pixels and the confidence measure approach which is applied for each 
matched pixel. The experimental results shown in section 3 demonstrate the advan-
tage and the originality of our approach. We then discuss the proposed method and 
conclude the paper in section 4. 

2   Local Confidence Measure Estimation Theory 

In our approach, in order to reduce the processing time and to deal with the problems 
of ambiguity in the matching process, the correlation function used to evaluate each 
stereo pair will only be applied on high color variation regions of the images. 
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The main idea of our approach is to compute a confidence measure for every 
matched pixel. Furthermore, confidence measure  can be seen as a matching proba-
bility for pixel  (a pixel  in the left-hand image) with pixel  (a pixel  in the 
right-hand image), given some parameters. The way in which confidence measures 
are calculated is provided by equation 1.  

, , , , , , , , ,  

(1)

The confidence measure with its parameters is given by equation 2: 

, , , 1 .
 (2)

The following subsections provide details on the implementation of the parameters 
included in equations 1 and 2. 

2.1   The Best Correlation Score:  

The output of the dissimilarity function is a measure representing the degree of simi-
larity between two pixels. Then, the candidate pixels are ranked in increasing order 
according to their corresponding scores. The couple of pixels that has the minimum 
score is considered as the best-matched pixels. The lower the score, the better the 
matching. The nearer the minimum score to zero, the greater the chance of candidate 
pixel being the right correspondent. 

2.2   The Number of Potential Candidate Pixels:  

This parameter represents the number of potential candidate pixels having similar 
scores.  has a big influence because it reflects the behavior of the dissimilarity func-
tion. When the value of  is quite large, that means the first potential candidate pixel 
is located in a uniform color region of the frame. 

The lower the value of , the fewer the potential candidate pixels. In the case 
where there are a few candidates, the chosen candidate pixel has a greater chance of 
being the right correspondent. Indeed, the pixel to be matched belongs to a region 
with high variation of color components. 

While establishing the relationship between  and min values, with a very small 
value of  and a minimum score min , near to zero for instance, the pixel to be 
matched probably belongs to a region of high color variation. 

2.3   The Disparity Variation of   Pixels:  

A disparity value is obtained for each candidate pixel. For the  potential candidate 
pixels, we compute standard deviation  on the  disparity values. A small  means 
that the  considered pixels are neighbors. In this case the true candidate pixel should 
belong to a particular region of the frame, such as edge, transition point. Therefore, it 
increases the confidence measure. A large  means that the  candidate pixels taken 
into account are situated in a uniform color region. 
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2.4   The Gap Value:  

This parameter represents the difference between the  and 1  scores given 
with the dissimilarity function used. It is introduced to adjust the impact of the  
score.  

To ensure that this function gives a value between 0 and 1, some constraints are in-
troduced. The  parameter must not be higher than the  one. If so, parameter  is 
forced to 1. However, the  term is used instead of   alone. It has a big 
influence on the confidence measure in the case of high values of , and it is indiffe-
rent otherwise. This leads to reducing the impact of high values of  and to obtaining 
coherent confidence measures.  

The number  of potential candidate pixels is deduced from the k scores obtained 
from each candidate pixel using the dissimilarity function previously presented. The 
main idea is to detect major differences between successive scores. These differences 
are called main gaps. Let  denote a function which represents all scores given by the 
dissimilarity function in increasing order. Then, we apply the average rate growth to 
the  function. This second function can be denoted by  and can be seen as the ratio 
of the difference between a given score and the first score, and the difference between 
their ranks. This function is defined in equation 3. , , 1 …  (3)

where ,   is the  of  score of the ,  coordinate pixel and  is the rank of the 
corresponding score. , , 1 …  (4)

The previous function is used to characterize jump scores and is applied only in the 
case where , ,  is a positive value. We have introduced parameter  in 
order to penalize candidate pixels according to their rank. The number of potential 
candidate pixels is given by formula 5. Argmax  (5)

3   Experimental Results 

In this section, we describe the evaluation of the performances of the proposed ap-
proach thanks to images with ground truth. Well-known conventional stereo images 
with available ground truths are employed to test the relevance of the accuracy of our 
algorithm [9]. In this evaluation, four pairs of stereo images are used: Cones, Teddy, 
Venus and Sawtooth. As a first step, the disparity map is initialized by applying the 
dissimilarity function proposed in [1]. This provides a first visual rendering of the 
disparity map for Cones (Figure 2). 
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(a) Cones (b) Teddy (c) Venus (d) Sawtooth 

Fig. 3. Well-matched pixels rate using only WACD correlation function (blue curves) and 
introducing both confidence measure approach and homogeneous color regions elimination 
(pink color) 

In order to reduce the impact of error matching and to have a high gap between the 
rate of well-matched and badly-matched pixels, only pixels belonging to regions of 
high color variation are considered. A pixel will be matched only if the sum of all 
color component variations of neighborhoods pixels belonging to a support window is 
higher than a threshold. This threshold is computed based on dynamics of color in the 
image. 

In figure 3, four diagrams are used to illustrate the matching performances using 
the WACD correlation function for the lower curves, and using the same function 
with introduction of confidence measure for the upper curves. We can notice that the 
use of the confidence measure applied to matched pixels allows us to improve the 
matching rates significantly. 

Thus, for a correlation window of 15x15 pixels and a 96% confidence measure, the 
good matching rate passes from: 

• 73% to 88% for cones, 
• 67% to 86% for Teddy, 
• 74% to 92% for Venus, 
• 83% to 93% for Sawtooth. 

It is to be noted that the good matching rates, with the use of the confidence measure, 
concern only pixels belonging to high color variation zones (around 80% on average 
for the four pairs of images tested). The other pixels, those belonging to uniform 
zones in terms of color, are assessed later. In Figure 4, the different steps of our ap-
proach are illustrated. We have extracted a single cone to illustrate visually the im-
provement for each step. In figure 4.b, for the extracted cone, we can notice that the 
number of badly-matched pixels (in red) is quite high. These pixels are located in 
uniform regions of the cone. The application of the confidence measure (passage from 
4.b to 4.c) leads to an important decrease in the number of badly-matched pixels. In 
fact, in figure 4.c we can notice that the number of red pixels has reduced. The white 
pixels in figure 4.c are the ones with a confidence measure lower than the given thre-
shold (96%). In figure 4.d the unclassified pixels belonging to homogeneous regions 
in terms of color are identified and marked in white. 

Finally, in our method, we have only considered pixels having a high confidence 
measure. The disparity values of remaining pixels will be assessed later. For this pur-
pose and in order to update the disparity for all the pixels, several directions could be 
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followed. For instance, it is reasonable to consider that pixels belonging to very  
uniform regions will have very close disparity values. In this case, by using a segmen-
tation algorithm [12], it will be easy to locate these uniform regions and to allocate 
them disparity values. Then, statistical methods could be applied to estimate disparity 
values for unclassified pixels: modal disparity class for a given uniform region,  
statistical clustering. 

 

 

4   Conclusion and Perspectives  

We have proposed a new method to obtain an accurate disparity map. We have also 
applied a local matching method to initialize the disparity value for each pixel. We have 
then introduced new local parameters in order to compute a confidence measure for 
each matched pixel. The main contribution of our approach is twofold. On the one hand, 
new parameters introduced above can obtain important information for occluded and 
uniform region detection. On the other hand, unclassified pixel disparities can be up-
dated in a post-processing step in order to obtain a more accurate disparity map. In fact, 
our matching algorithms deal well with specific regions of the images: texture, transi-
tion points, and high color variations. By working in two steps, that is to say, setting up 
a first dense disparity map followed by a refinement of it, based on confidence measure 
theory, allows us to take into account the particularities of the images. 

 Our approach is highly dependent on the dissimilarity function used for computing 
the score of all matched pixels. However, a more extensive study will be carried out 
in order to enhance the dissimilarity function used. The rate of well-matched pixels 
will, therefore, be improved. The results are encouraging in terms of processing time 
which is compatible for a real-time implementation. The promising result obtained 
allows us to follow this track.  

                (a)                              (b)                              (c)                             (d) 

 

Fig. 4. (a) Left-hand Cones image (b) Well-matched and badly-matched pixels with WACD 
dissimilarity function application only (c) Well-matched in green, badly-matched in red and 
unclassified pixels in white for a confidence measure of 96% (d) After elimination of pixels 
belonging to regions having a low color variation. 
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Abstract. The problem tackled in this work is the semantic interpretation and 
an attempt at computer automatic understanding of a 3D structure of spatially 
visualised coronary vessels with the use of AI graph-based linguistic formal-
isms. At the stage of the initial analysis, it was found that the problem is subject 
to numerous important limitations. These limitations result, among other things 
from the serious obstacles encountered in the development of a universal stan-
dard, defining the model shape of the healthy or diseased organ that could pos-
sibly undergo typical recognition. Due to this difficulties a decision was made 
to apply the methods of automatic image understanding for the interpretation of 
the images considered, which consequently leads to their semantic descriptions. 
For this purpose the linguistic approach was applied. 

1   Introduction 

Today’s state-of-the-art methods of image diagnostics provide abundant and varied 
diagnostic and research material, as 3D visualisations are available for practically all 
human body structures and organs. They can illustrate the pathological changes to a 
greater degree and more completely, having however assumed that the physicians 
interpreting the image understand well, what they see and what it means. Clinical 
practice shows that, despite the frequent use of major computer-assisted diagnostic 
equipment, the obtained visualisations of the spatial reconstructions of specific body 
parts, later undergo only a rough qualitative assessment by the physician diagnosti-
cian, with no in-depth semantic analysis. Moreover, often a new method of medical 
visualisation does present the essence of a medical problem, but the physician watch-
ing such a new visualisation is unable to interpret it properly because, in simple 
words, there are so many things shown that he or she does not know what to look at. 
To make matters even worse, the progress in the visualisation technology mentioned 
still accelerates at greater and greater speeds, which means that by the time today’s 
alumni become experienced masters in the filed of interpreting certain state-of-the-art 
forms of medical visualisation, these forms of visualisation will have become dated 
and replaced by successive, even finer, yet again not in line with the experience ac-
quired by the physicians. This shows that the actual progress in the practical applica-
tion of 3D visualisations in medicine may depend on the progress in developing smart 
diagnostics support systems, making use of automatic analysis and understanding of 
medical 3D images. 
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2   Semantic Models for Spatial Reconstruction of the Heart’s 
Coronary Vessels 

To allow the introduction of linguistic formalisms, several visualisations for various 
patients during diagnostic examinations of the heart were obtained with a helical CT 
scanner with 64 detectors. Such visualisations present in a very clear manner all mor-
phologic changes of individual sections of arteries in any plane. The structures made 
visible in this manner will be described with the use of graph-based grammars – con-
stituents of the graph-based language defining their proper, spatial topology [2, 6, 7, 
8]. Spatial reconstructions of the coronary vessel obtained from a spiral CT allows the 
structures significant for further analysis to be extracted quickly, showing their 
morphology changes. In practice, this technique turns out to be among the most 
precise image diagnostic techniques, better in terms of quality and detail of the 
information provided (e.g. the functional conditions of the heart vascularisation) than 
other techniques used to study vessel morphology [9], where it also becomes 
necessary to extract the vessels being studied using advanced segmentation 
techniques [1, 5]. Contemporary methods of visualization in medicine by means of 
specialized techniques as CT, provide images with high display resolution and visual 
quality that enable a precise construction of a 3D solid figure that is an equivalent of a 
real object [4, 10]. For that reason, the problem of noisy pixels did not exist and on 
the image data tested there were not such images. 

In order to analyze a 3D reconstruction, it becomes necessary to select the appro-
priate projection showing lesions in vessels in a way that enables them to be analysed 
on a plane. In the clinical practice, this operation is done manually by the operator, 
who uses his/her own criteria to select the appropriate projection which shows the 
coronary vessels including their possible lesions. In our research we have attempted to 
automate the procedure of finding such a projection by using selected geometric 
transformations during image processing. Next, to enable a linguistic representation 
of the spatial reconstructions studied, the coronary vessels shown in them had been 
subjected to the operation of thinning, referred to as skeletonising. This operation 
allows us to obtain a skeleton of the arteries under consideration with the thickness of 
one unit. This skeleton can then be subjected to the operation of labelling, which 
determines the start and end points of main and surrounding branches of coronary 
arteries in it. These points will constitute the peaks of a graph modelling the spatial 
structure of the coronary vessels of the heart. The next step is labelling them by giv-
ing each located informative point the appropriate label from the set of peak labels 
which unambiguously identify individual coronary arteries forming parts of the struc-
ture analysed. In the case of terminal points (leaves of a graph modelling the coronary 
vascularisation), the set of peak labels comprises abbreviated names of arteries found 
in coronary vascularisation. They have been defined as follows: 

For the left coronary artery: LCA - left coronary artery, LAD - anterior 
interventricular branch (left anterior descending), CX - circumflex branch, L - lateral 
branch, LM - left marginal branch. 

For the right coronary artery: RCA - right coronary artery, A - atrial branch, RM - 
right marginal branch, PI - posterior interventricular branch, RP - right posterolateral 
branch. 
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If a given informative point is a branching point, then the peak will be labelled 
with the concatenation of names of the peak labels of arteries which begin at this 
point. An exception here is the main branching of the left LCA artery into the circum-
flex branch CX and the main branching of the right RCA artery into the marginal 
branch RM (if the distribution of arteries is balanced) or into the atrial branch A (if 
the right artery is dominant). This is due to the fact that the above nodes together with 
the starting point - the root of the graph ST - determine the sections along which  
lesions are searched for in both the left and the right coronary artery. This way, all 
initial and final points of coronary vessels as well as all points where main vessels 
branch or change into lower level vessels have been determined and labelled as  
appropriate. After this operation, the coronary vascularisation tree is divided into 
sections which constitute the edges of a graph modelling the examined coronary arter-
ies. This makes it possible to formulate a description in the form of edge labels which 
determine the mutual spatial relations between the primary components, i.e. between 
subsequent arteries shown in the analysed image. These labels have been identified 
according to the following system. Mutual spatial relations that may occur between 
elements of the vascular structure represented by a graph are described by the set of 
edge labels presented in Fig. 1. 
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Fig. 1. A set of edge labels of graphs describing mutual spatial relations between individual 
coronary arteries 

The elements of this set have been defined by introducing the appropriate spatial 
relations: vertical, defined by the set of labels {α, β,…, μ} and horizontal, defined by 
the set of labels {1, 2,…, 24} on a hypothetical sphere surrounding the heart muscle. 
These labels designate individual final intervals, each of which has the angular spread 
of 15°. Then, depending on the location, terminal edge labels are assigned to all 
branches identified by the beginnings and ends of the appropriate sections of coronary 
arteries. The presented methodology draws upon the method of determining the loca-
tion of a point on the surface of our planet in the system of geographic coordinates, 
where a similar cartographic projection is used to make topographic maps. This repre-
sentation of mutual spatial relationships between the analysed arteries yields a  
convenient access to and a unanimous description of all elements of the vascular 
structure. At subsequent analysis stages, this description will be correctly formalised 
using ETPL(k) graph grammars, supporting the search for stenoses in the lumen of 
arteries forming parts of the coronary vascularisation. 
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As the structure of coronary vascularisation may be characterised by three different 
types of artery distribution over the heart surface, in the following part we will pro-
pose a grammar for the right dominance artery distribution.  The right dominance 
artery distribution is present in on average 20–24% of cases, with a variety of inter-
mediate forms possible. In that case, the circumflex branch of the left coronary artery 
is highly retarded while the right coronary artery is highly developed and is the main 
supplier of blood to the posterior surface of the left chamber. 

Before we define the representation of the analysed image in the form of IE graphs, 
we have to introduce the following order relationship in the set of Г edge labels 
(shown in Fig. 1): 1 ≤ 2 ≤ 3 ≤ … ≤ 24 and α≤β≤γ≤ … ≤μ. 

This way, we index all peaks according to the ≤ relationship in the set of edge labels 
which connect the main peak marked 1 to the adjacent peaks and we index in the as-
cending order  (i = 2, 3, …, n). This gives us IE graphs for the right and the left coronary 
arteries, respectively, presented in Fig. 2. When graphs shown in Fig. 2 are represented 
by their characteristic descriptions, they look as presented in Table 1 and 2. 

 

Fig. 2. The representation of the right (A) and the left (B) coronary artery using IE graphs 

Table 1. Description for the right coronary artery 

ST1 RCA2 A3 RP_PI_RM4 RP_PI5 RM6 RP7 PI8 

1 2 – 2 2 – 1 – 

19η 18ε 20λ – 6ζ 14ι 10κ 12κ – 2θ – 

2 3 4 – 5 6 7 8 – 8 – 

Table 2. Description for the left coronary artery 

ST1 LCA2 CX3 L_LAD4 L5 LAD6 

1 2 1 2 1 – 

2κ 14ι 23μ 15δ 4λ 16θ 12δ – 

2 3 4 4 5 6 6 – 
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The graph structure created in this way will form elements of a graph language de-
fining the spatial topology of the heart muscle vascularisation including its possible 
morphological changes. Formulating a linguistic description for the purpose of deter-
mining the semantics of the lesions searched for and identifying (locating) pathologi-
cal stenoses will, inter alia, support the computer analysis of the structure obtained in 
order to automatically detect the number of stenoses, their location, type (concentric 
or eccentric) and extent.  

For IE graphs defined as above, in order to locate the place where stenoses occur in the 
case of a balanced artery distribution, the graph grammar may take the following form. 

For the right coronary artery: 

Σ = {ST, RCA, A, RP_PI_RM, RP_PI, RM, RP, PI, C_Right, C_Right_post_marg, 
C_Right_post_int} 

Δ = {ST, RCA, A, RP_PI_RM, RP_PI, RM, RP, PI}, Γ = {19η, 18ε, 20λ, 6ξ, 14τ, 
10κ, 12κ, 2θ, 8θ}, Z is the start graph shown in Fig. 3. 

 

Fig. 3. Start graph Z for grammar GP 

P is the set of productions shown in Fig. 4. 

 

Fig. 4. Set of productions for grammar GP 

For the left coronary artery: 
Σ = {ST, LCA, CX, L_LAD, L, LAD, C_Left, C_Left_ant}, Δ = {ST, LCA, CX, 

L_LAD, L, LAD}, Γ = {2κ, 14τ, 23λ, 4λ, 16θ, 15δ, 12δ}, Z is the start graph 
shown in Fig. 5. 

 

Fig. 5. Start graph Z for grammar GL 

),,,,( ZPGP ΓΔΣ=

),,,,( ZPGL ΓΔΣ=
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P is the set of productions shown in Fig. 6. 

 

Fig. 6. Set of productions for grammar GL 

This way, we have defined a mechanism in the form of ETPL(k) graph grammars 
which create a certain linguistic representation of each analyzed image in the form of 
an IE graph. The set of all representations of images generated by this grammar is 
treated as a certain language. Consequently, we can built a syntax analyzer based on 
the proposed graph grammar which will recognize elements of this language. The 
syntax analyzer is the proper program which will recognize the changes looked for in 
the lumen of coronary arteries. It is, of course, the most important and difficult (from 
the implementation point of view) part in the whole task especially for the graph and 
tree grammars [3, 6, 7, 8]. The difficulties with implementing syntax analyzers based 
on graph grammars are due to the lack of ready grammar compilers, like those avail-
able for context-free grammars. As a result, it becomes necessary to independently 
execute syntax analysis procedures for the proposed grammars. The authors have used 
in their research a prototype computer system which allows graph descriptions to be 
generated, and then used to create their corresponding parsers. This system was de-
veloped as part of one of the scientific projects dedicated to problems of automating 
grammatical reasoning processes described in publication [3]. The entire such syntax 
and semantic analysis can be completed in the multinomial time, characterized by the 
complexity of O(n2) both for strictly defined patterns, and also for fuzzy patterns, as 
the grammars described can be extended to probabilistic forms. This means that they 
constitute extremely efficient analyzers which enable a fast structural verification of 
the pattern described and its compliance with the grammar rules introduced. Theoreti-
cal aspects of conducting the syntax analysis and constructing parsers for ETPL(k) 
grammars are described in [6, 8]. This property is convenient, particularly when it is 
necessary to analyze patterns not taken into account previously to reason out grammar 
rules. 

3   Summary 

The image set of recognition data, which has been used in order to determine in per-
centage figures the efficiency of a correct recognition of the size of stenoses in coro-
nary arteries, included 16 different spatial reconstructions obtained for patients with 
heart disease (mostly ischemia). In this set, we considered image sequences of  
patients previously analysed at the stage of the grammar construction and the recog-
nising analyser. In order to avoid analysing identical reconstructions we selected 
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separate images occurring after slight positions rotation (different projection) the ones 
used originally (from spatial helical CT scans). The remaining images in the test data 
have been obtained for a new group of patients. The objective of an analysis of these 
data was to determine in percentage the efficiency of the correct recognition of artery 
stenosis and to determine their size with the use of the grammar introduced. 

The recognition of such stenoses, including the determination of their locations, 
lumens of the artery, and the types (concentric or eccentric), was conducted in such a 
way that while reasoning out the grammar for the graph representation of the coronary 
vascularisation, particular edges of the graph determined the actual beginnings and 
ends of particular sections of coronary arteries. During the grammar reasoning and the 
course of the transform of embedding graph representations on the actual images, the 
corresponding sections of arteries were analysed with regard to the presence of poten-
tial stenoses in them. The method of this analysis also consisted in applying a context-
free sequential grammar to detect stenoses in 2D coronarography images. Such a 
grammar has been defined in publication [6, 7, 8], while an example of a diagnosis of 
a stenosis applying this grammar to a coronarography image is presented in Fig. 7. 
Applying such a grammar to analyse particular sections of arteries in the obtained 
spatial reconstructions turned out to be quite effective, as it allowed the unanimous 
location of the lesion present together with defining their size and type. 

 

Fig. 7. An example result of coronary artery stenosis detection using context-free grammar 

On the image data tested, the efficiency of recognition amounted to 85%. The 
value of the efficiency of recognition is determined by the percentage fraction of the 
accurately recognized and measured vessel stenoses compared to the number of all 
images analyzed in the test. The recognition itself meant locating and defining the 
type of stenosis, e.g. concentric or eccentric. In order to estimate the correct value of 
the narrowing degree, obtained with the use of grammars semantic actions, several 
comparative values from syngo Vessel View [11] (integrated with the HeartView CI 
package) clinical application were used. Such system is often used in clinical practice 
with the SOMATOM Sensation Cardiac 64, which was equipped with vessel segmen-
tation routines allowing for measurement stenosis quantification. However in order to 
confirm or deny the type of stenosis (concentric or eccentric), on the analysed image, 
it was decided to perform visual estimation. In fact such option in mentioned software 
has not been implemented. Of course in various places many specialized programs are 
used, where 3D medical objects can be displayed. For example popular in medical 
community is computer program 3D-DOCTOR [12]. 

It is worth pointing out that this work presents a new approach to the modelling 
and the meaning analysis of coronary vessel reconstructions. The analysis of such 
structures constitutes an important element of medical information technology meth-
ods. It was for this purpose that the authors proposed an approach in which coronary 
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vascularisation structures are analysed using graph image languages. Such methods 
extend the authors' previous research on using mathematical linguistics formalisms 
for the semantic analysis of various medical images. This publication marks the first 
time that the opportunities for using methods based on parsing graph grammars to 
detect lesions in medical images are presented. 

The approach to cognitive interpretation of spatial reconstructions of coronary  
vessels presented in this work is a significant innovation among the existing ap-
proaches to the computer-assisted medical diagnostics. Such methods are of profound 
significance as they allow not only for the discovery of pathologic changes but also 
for supporting description of their semantics, which – in the case of medical diagnos-
tic images – may lead to computer-assisted ‘understanding’ of their medical signifi-
cance and in future also to fine-tune the optimum therapeutic options. 
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Abstract. We propose an illogical discourse judgment technique using a con-
cept association system with the aim of enabling computer-generated logical 
discourse. We focused on a relation of nouns and adjective phrases. Then the 
knowledge structure of how to use nouns and adjective phrases is modeled by 
arranging the relation in a point of wrongness. Also, this paper proposes a  
technique for detection relation of nouns and adjective phrases by creating a 
knowledge model from generation of response sentences. This paper discusses 
detecting method illogical combinations of words. We showed that this tech-
nique was able to very accurately judge illogical usages with 87% accuracy, 
thus demonstrating the effectiveness of the technique. 

Keywords: Illogical phrase, Computer interface human factors, Knowledge  
engineering, Knowledge representation, Natural languages. 

1   Introduction 

By enabling machines to engage in smooth discourse with humans, it will be possible 
to create intelligent robots that can communicate effectively with people. Thus, a 
great deal of attention is being paid to research on natural language processing for 
enabling natural discourse. However, research into natural language processing has 
focused mainly on discourse processing for certain limited objectives and under spe-
cific conditions, with emphasis on the superficial formation of sentences [1]. Also, 
there has been a strong tendency to collect large quantities of response examples to 
create a knowledge base, although the understanding of such user-generated words is 
constrained by the size of the constructed knowledge base and the quality of data 
collected. Because this system does not include common sense and is unable to un-
derstand information from the surrounding environment or discourse partner, dis-
courses tend to follow a fixed pattern, resulting in illogical responses. 

If a computer has typical responses, and the changeable parts of sentences can be 
changed by association, more flexible and more various conversations can be done 
[2]. However, there is a risk that the generation of response sentences by a computer 
results in a combinations of feeling of wrongness caused by the mechanical combina-
tion of words. This paper focused on a relation of nouns and adjective phrases. Then 
the knowledge structure of how to use nouns and adjective phrases is modeled by 
arranging the relation in a point of feeling of wrongness. Also, this paper proposes a 
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technique for detection relation of nouns and adjective phrases by creating a knowl-
edge model from generation of response sentences. This paper discusses detecting 
method illogical combinations of words. The occurrence of logical responses indi-
cates to the user that the machine has understood the meaning and is able to converse 
with common sense. It is expected that this ability will enable very free, flexible  
discourse with machines. In order to show the possession of common sense, we are 
conducting research on the development of techniques to prevent the generation of 
illogical discourse. In this paper, “illogical discourse” is used to mean “strange ex-
pressions.” These include expressions that make listeners feel that something is wrong 
and expressions that seem unnatural.  

2   Purpose 

Humans can immediately identify what is unnatural about the discourse and why it is 
unnatural. This is because humans possess common sense in relation to words. Thus, 
in order for computers to be aware that “this is unnatural,” or “this is a strange expres-
sion,” they, too, must possess common sense in relation to words. In other words, 
systems that can deal with such sentences must also be capable of understanding their 
meaning and responding to them, based on common sense. Especially, we describe 
the detection method of illogical phrase about percept. This “percept” indicates a 
sense that can be acquired by stimulation through any of the five percepts (vision, 
hearing, smell, taste, and touch). The system using this method judge illogical adjec-
tive phrase which needs a noun-related percepts. That is to say, like “black apple”, it 
judge suitability of the relation between a noun and a word expressing the noun. 
Therefore, in this study, we propose a method for recognizing illogical discourse. Our 
system is constructed using the Japanese language.  

3   Relation between Noun and Adjective Phrase 

We arranged the relation between noun and adjective phrase. For example, there is a 
noun “apple”. “Red, sweet, and round” are description word that we generally associ-
ate “Apple” with. These description words are characteristic adjective word on ex-
pression of “apple”. A relation between these adjective words and “Apple” is natural. 
But, a relation between “apple” and “white and black” that expresses a color like 
“red” is illogical (ex. black apple). Like this, there is adjective phrase that we gener-
ally associate a noun with. On the other hand, there is adjective phrase that is right 
logically although we don't associate a noun with the word. For example, we don’t 
feel illogical for “heavy apple” and “light apple”. These aren’t characteristic adjective 
of “apple”. So we don’t associate these words. But “apple” have mass. So the expres-
sion of “heavy and light” is right logically and natural about “apple”. These relations 
are arranged like next 4 groups. 

1) Characteristic: Adjective expressing characteristic of an object  
red apple, yellow banana, round earth, wide sea 

2) Opposite-characteristic: Adjective of opposite character from characteristic 
black apple, black banana, square earth, narrow sea 
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3) Logistic: not characteristic word of an object  
black car, red balloon, old book, heavy door 

4) Anti-logistic: an object can not have the characteristic  
square illness, salty sunset,  low gloves, bright mud  
“Logistic” and “Anti-logistic” are correct logically but we don’t associate  

generally. On the conversation, we do not feel incongruity about phrase of “Charac-
teristic” and “Logical”. But we feel incongruity about phrases of “Opposite-
characteristic” and “Anti-logistic”. 

About “Opposite-characteristic” and “Anti-logistic”, for example we considered an 
expression “square water-melon”. Water-melon is round or ellipse generally, but there 
is square water-melon that is made for exchange by fitting in a square frame while 
young. Like expression of “square water-melon”. The expression like this is not use 
generally on conversation, and that is why it has a value as news. It has an effect to 
attract us, so it is used novel's title and message of advertisement. The phrase be-
comes more attractive because we feel sense of incongruity in the expression. On the 
detection method proposing this paper, the system detect this expression as illogical, 
because the purpose of this method is the use to conversation, so in a natural dis-
course, if someone feels that the discourse is unnatural, then he or she will typically 
respond by expressing doubt to the discourse partner. 

4   Knowledge for Judging Illogical Adjective Phrase 

It needs a knowledge structure about general property of objects. For example, “ap-
ple” has characteristics as “red, round, sweet”, and has property “colour, shape, taste, 
smell and weight”, but doesn’t have property “brightness and sound”. The idea of 
characteristics and property can express effectively by thesaurus structure. Thesaurus 
[3] is a dictionary where words are semantically classified and generally indicated 
with a tree structure. The thesaurus has two types: 1) a classification thesaurus with 
words only on leaf nodes and 2) a hierarchical thesaurus with words on root nodes 
and intermediate nodes besides leaf. 

Using thesaurus structure, parent node property is succeeded child node. Child node 
and leaf have characteristics adjective. Add, other nodes that do not succeed the prop-
erty “taste” can not express words “taste” adjective words like “delicious, nasty” (ex. 
delicious dictionary). Then, a leaf “lemon” is given characteristic adjective “sour”. By 
this, the knowledge base express that “lemon” can express by “sour” (ex. sour lemon). 
And, lemon is not given no-usual characteristic for lemon like “spicy, sweet, and salty”. 
By this, the knowledge base express that it is difficult to express “lemon” in these 
words. To express the relation of characteristic and property, knowledge base of pro-
posal method is constructed using a relation leaf and node of thesaurus. 680 words used 
often in daily life are registered as leaf (representative word) and the words are given 
characteristic adjective words respectively. Moreover, 153 words that group these leaf 
words is registered as a node and adjective words of general property of the group is 
given. The image is shown figure 1. This is registered some basic word by human. The 
proposal method of this paper supplements representative knowledge by human with 
general knowledge base “Concept Base [4]” and “Degree of Association [4]”. By this 
mechanism, the proposal method keeps generality in knowledge.  
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Fig. 1. Knowledge base image for judging illogical adjective phrase 

5   Concept Association Mechanism  

5.1   Concept Base and Degree of Association  

The Concept Association Mechanism incorporates word-to-word relationships as 
common knowledge. This is a structure for capturing various word relationships. This 
section describes the Concept Base and the Degree of Association. 

The Concept Base is a knowledge base consisting of words (concepts) and word 
clusters (attributes) that express the meaning of these words. This is automatically 
constructed from multiple sources, such as Japanese dictionaries and contains ap-
proximately 120,000 registered words organized in sets of concepts and attributes. An 
arbitrary concept, A, is defined as a cluster of paired values, consisting of attribute, ai, 
which expresses the meaning and features of the concept, and weight, wi , which ex-
presses the importance of attribute ai, in expressing concept A: 

A = {(a1, w1), (a2, w2), ..., (aN, wN )} 

Attribute ai is called the first-order attribute of concept A. In turn, an attribute of ai 
(taking ai as a concept) is called a second-order attribute of concept A.  

train，0.36 railroad，0.10 ai，wi Primary Attributes

train，0.36 railroad，0.10 ... ai1，wi1

railroad，0.10 subway，0.25 ... ai2，wi2

: : : :
a1j，w1j a2j，w2j ... aij，wij

train Secondary
Attributes

 

Fig. 2. Example demonstrating the Concept “train” expanded as far as Secondary Attributes 

Figure 2 shows the elements of the Concept “train” expanded as far as the Secon-
dary Attributes. The method for calculating the Degree of Association involves  
developing each concept up to second-order attributes, determining the optimum 
combination of first-order attributes by a process of calculation using weights, and 
evaluating the number of these matching attributes.  

Concrete object

foodstuffs

luxury goods food cooking

color figure weight

taste smell

fruit drink confectionery

apple
lemon

:
:

taste: sweet

color: red, 
shape: round

taste: sour, color: yellow, 
shape: oval

taste: sweet

：node
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：characteristic

：property

：representative
word
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For Concepts A and B with Primary Attributes ai and bi and Weights ui and vj , if 
the numbers of attributes are L and M, respectively (L ≤ M), the concepts can be ex-
pressed as follows:  

A = {( a1 , u1 ), (a2 , u2), ..., (aL , uL )} 
B = {( b1 , v1), (b2, v2), ..., (bM, vM)} 

The Degree of Identity (A, B) between Concepts A and B is defined as follows (the 
sum of the weights of the various concepts is normalized to 1): 

∑
=

=
ii ba

ji vuBAI ),min(),(
                                              

 (1) 

The value of the Degree of Association is a real number between 0 and 1. The higher 
the number is, the higher the association of the word. Table 1 lists examples of the 
degree of association. 

Table 1. Examples of the degree of association 

Concept A Concept B Degree of association  between A and B 
Flower 
Flower 
Car 

Cherry blossom 
Car 
Bicycle 

0.208 
0.0008 
0.23 

5.2   Unknown Word Processing  

By using the Concept Base and the Degree of Association, an unknown word that 
doesn’t exist in knowledge base can be processed [5]. Unknown word doesn’t exist in 
knowledge base that is made by human but exist in Concept Base (90000 concepts). 
Now, it uses as an example of unknown word “Jade”(figure 3).  
 

 

Fig. 3. Example of unknown word processing 

First, it calculate the Degree of Association between this unknown word “Jade” 
and nodes of knowledge base and it link a node with the highest degree of association 
for “Jade”. For “Jade”, the node with the highest degree of association is “Jewel”. By 
this, it considered that “Jade” has property of “Jewel”. Moreover, attributes of “Jade” 
is acquired from the Concept base. It considered that the characteristic words of 
“Jade” are adjective words in these attributes having strong relation for “Jade”. By 
these processes, unknown word “Jade” can have property and characteristic.  

Knowledge base（representation word）

Unknown word

B
Machine

C
House

D
Jewel

E
Flower

A
Injury

X
Jade

Degree of Association
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6   Illogical Discourse Processing System 

For detecting illogical discourse, there are methods of using the database made by 
statistical value of words and method of using the database made by human. First, 
using the database made by statistical value of words, it can detect illogical discourse 
by searching a set of object words. However, if an expression appears even once, it is 
judged a general expression. Therefore, it can’t capture an illogical discourse on pur-
pose to attract public notice; a phrase of ad, a title of novel and so on. Second, using 
the database made by human, it can detect logical discourse because the human  
arrange the database logically and generally. However, it is impossible to store data 
all-inclusive and the data might be different depending on a manufacturer. 

The Commonsense Judgment system also associates on the word that doesn't exist 
in the database made by human. Therefore, using the method described in this report, 
the covered range can be expanded more than the database only made by human. 

Illogical discourse processing involves a judgment component and a response 
component, but the explanation in this paper focuses on the judgment component.  

In order to perform illogical discourse judgments, it is first necessary to extract 
words from a text to serve as judgment objects. For the object words to appear, a 
fixed pattern must exist in the text structure. Thus, we created a database of fixed 
patterns. Then, by performing a text structure analysis of input sentences and deter-
mining whether or not these matched the patterns, we extracted judgment object 
words. We called this database of collected fixed patterns “text structure patterns.” 

 In order to analyze the text structure, we use a meaning understanding system. The 
system stores input text (single sentences) by dividing them into 6W1H (what, who, 
whom, why, where, how) + verb frames. Figure 4 shows an example of the meaning 
understanding system. 

 

 

     Fig. 4. Example of using a meaning understanding system 

When using the meaning understanding system, the combination of frames con-
taining object words has a fixed pattern. For this reason, text structure patterns are 
selected according to the presence or absence of words in the frames and part-of-
speech patterns. The text structure patterns include five patterns for percept. This 
database also stores the relationships between two extracted words for each pattern.  

By comparing the frames resulting from inputting the text into the meaning under-
standing system with the text structure patterns, it is possible to extract words for use 
as judgment objects. This method makes it easier to extend the system by adding 
similar rules, even when introducing new common-sense factors.  

I make a big snowman at the ski area on my winter holiday.Input text

Meaning understanding system

WhomWhy How

makeski 
area

winter
holiday

big 
snowmanI

verbWhereWhenWhatWho WhomWhy How

makeski 
area

winter
holiday

big 
snowmanI

verbWhereWhenWhatWho
Output frame
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The extracted object words are judged for each factor to determine whether they 
are illogical. With the percept factor, the object words are nouns and descriptive 
words. For judging their relationship, it needs to have a knowledge structure relating 
to the common-sense qualities and characteristics of the object nouns. This is Knowl-
edge for judging illogical adjective phrase. By using this knowledge and unknown 
word processing, this system judges a phrase as illogical. Figure 5 shows a flow chart 
of an illogical judgment process. 

 

 

           Fig. 5. Flow chart of illogical judgment 

7   Evaluation 

We evaluated the proposed illogical discourse judgment technique. We manually 
prepared 100 illogical discourse texts and 100 logical discourse texts. For each of 
these texts, we evaluated the proportion of correctly classified texts using the illogical 
discourse judgment technique. 

 

 

 

        Fig. 6. Evaluation results 

Figure 6 shows the evaluation of the illogical discourse judgment technique. “F-F” 
indicates the judgment of illogical texts as illogical; “T-T” indicates the judgment of 
logical texts as logical; “F-T” indicates the judgment of illogical texts as logical; and 
“T-F” indicates the judgment of logical texts as illogical. In this study, we calculate 
the accuracy as the total of “F-F” and “T-T” results as a proportion of all results. 
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The accuracy was 87%. Table 2 shows success examples and failure examples us-
ing the proposal system. For example, the system can judge that “tasting spicy honey” 
was judged as illogical, and “drinking cold beer” as logical.  

By the lack of some basic data of the knowledge base, the failure occurred. But it is 
shown that it is effective for almost general words though it was not completely cov-
ered. Because the evaluation sentences are gathered by persons who don't see the 
inside of the system and are different from the system designer. Thus, through this 
method we showed that this judgment system is effective. 

Table 2. Success and Failure example 

 Success example Failure example 
Characteristic T-T I ate red strawberrys. T-F I ate white rice. 
Opposite-
characteristic 

F-F A dry ice is warm. F-T 
Square tomato was 
bought. 

Logistic 
T-T 

An old magazine was 
read. 

T-F 
I lost my way in a 
deep forest. 

Anti-  
Logistic 

F-F She use a low purse. F-T 
They go to a round 
school. 

8   Conclusion 

In this study, we propose an illogical discourse judgment technique using a concept 
association system with the aim of enabling computer-generated logical discourse. 
We created a knowledge structure model for detecting illogical words. Furthermore, 
using this knowledge structure, we devised an illogical discourse judgment system. 
Using the method described in this report, we showed that this technique was able to 
very accurately judge illogical usages with 87% accuracy, thus demonstrating the 
effectiveness of the technique. By constructing a system capable of handling illogical 
discourses, machines can demonstrate to users that they possess logic, or common 
sense, and the capacity to understand discourses, thereby pushing machines one step 
closer to human-like conversation. 
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Abstract. We investigate the length of event sequence giving best predictions
when using a continuous HMM approach to churn prediction from sequential
data. Motivated by observations that predictions based on only the few most re-
cent events seem to be the most accurate, a non-sequential dataset is constructed
from customer event histories by averaging features of the last few events. A sim-
ple K-nearest neighbor algorithm on this dataset is found to give significantly
improved performance. It is quite intuitive to think that most people will react
only to events in the fairly recent past. Events related to telecommunications oc-
curring months or years ago are unlikely to have a large impact on a customer’s
future behaviour, and these results bear this out. Methods that deal with sequen-
tial data also tend to be much more complex than those dealing with simple non-
temporal data, giving an added benefit to expressing the recent information in a
non-sequential manner.

1 Introduction

In the telecommunications industry, it has been estimated [13] that on average it can
cost between 5-8 times more to gain a new customer than it would to keep an existing
customer (for example by offering a small incentive). However this incentive is wasted
if it is not offered to someone who, in the near future, is likely to churn (that is, to leave
the company for a competitor). The high churn rate prevalent in this area means that
fairly small improvements in the accuracy of churn prediction can mean significant cost
savings. Thus the problem of predicting customer churn is an important one.

It is a very difficult problem. Though we have large quantities of data available, it is
limited in that many possible reasons for churn will likely leave no imprint in this data,
for example competitor’s offers, or changes in personal circumstances.

We can expect, however, that in some cases the reason for the decision to churn will
leave an imprint in the data prior to the event. This could be in the form of certain
patterns of complaints, or repairs, or other warning signs in the pattern of customer
behaviour. In these cases, which we focus on in this paper, we may be able to model
and therefore detect situations which will likely result in churn.

The remainder of the paper will be structured as follows. The next section will
present the related work which will be followed by the results from an HMM method
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using different length customer histories, as motivation for the non-sequential represen-
tation which will be presented in section 4. This section will also contain results using
KNN for churn prediction. The final section will conclude.

2 Related Work

At the base of all churn prediction methods is the data used, and here already there
are many options. Demographical data (i.e data about the customer) can be used to
predict churn, however this may be unsuitable for a number of reasons [12]. Al-
ternatives are call pattern changes and contractual information [12] or customer re-
pair/complaint/provision data [7]. This latter type of data is that used in the current
paper.

Neural networks, regression trees and linear regression are compared with regards
to their churn predicting potential on repair/complaint/provision data in [7]. The re-
gression tree was found to be most accurate overall achieving 82% correct predictions.
However linear regression was the most successful in predicting non-churners whereas
the neural network was better in predicting churners. Similar data in a sequential rep-
resentation encompassing months of a customers historical data is used in a k nearest
sequence method in [11] to predict churn, with an improvement found over standard
classification techniques which use only the last month of data.

In [12], contractual and call pattern data are used together with a decision tree (C4.5,
see [10]) based combination method. The combination method is used to combat the
skewed nature of the data; as there are many more non-churn than churn examples, trees
are trained on subsets of the training data each of which contains all the churn examples
but different samples of the non-churn examples. This gives a number of more balanced
training sets on which the trees are trained. The individual predictions are combined via
weighted voting. The popular combination methods of bagging [2] and boosting [6] are
tested on a mixture of customer and contractual data in [8].

This paper will focus on churn prediction from repair/complaint/provision data. As
customers interact with the service provider, certain details of these interactions are
logged, and from these we can build customer histories by constructing a sequence
of time-ordered events for each unique customer. For the purposes of this paper, each
event is described by 5 features. The precise details of the features cannot be given
for reasons of confidentiality, but can be described in general terms. The (anonymised)
dataset is available on request. One of these features is more naturally categorical; it
denotes the event as one of four different types one of which is churn. These categories
were expressed numerically for use in a Mixture of Gaussians Hidden Markov Model,
or MGHMM (see section 3), the other features are naturally real-valued. One takes
positive integer values from zero to a few hundered, two are positive real valued from
zero to a few tens, and the final one is real valued with range ± a few tens about zero.

Common sense suggests that more recent events should be given more weight when
trying to predict future customer behaviour. This problem is quite common when deal-
ing with prediction from sequential data; what is the relevance horizon of the data you
have? In order to discover the timeframe over which it is best to take events when con-
structing a customer history, we constructed training sets in which only the most recent
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N events are considered, for N = 3 : 10. When necessary, a subscript will denote the
lengths of sequences allowed, so as an example TRany or TRN for N = 3 : 10.

It was found (see the next section) that models trained on the shortest histories per-
formed best. This motivates the approach taken in section 4, as a short history can be
expressed in a non-sequential representation quite easily. This could have applications
in any domain where a short relevance horizon applies, especially in the services domain.

3 A Sequential HMM Approach

One class of method that has seen wide use and success on sequential data are Hid-
den Markov Models (HMMs) (see for example [5]). For a review of machine learning
methods for sequential data see [4]. The simplest form of HMM assumes discrete out-
puts. For each event only certain discrete outputs can be produced, with the probability
of each output depending only on the hidden state of the system. As the data we have
consists of four continuous features and one categorical feature, it is more naturally
represented in a continuous space so a more flexible model called Mixture of Gaus-
sians HMM (or MGHMM) which allows for this is more useful. I will not describe the
method further due to space constraints; the references above contain descriptions of
the standard MGHMM we use in this paper.

HMM’s will be generated from the customer data, trained iteratively via the usual
EM (expectation maximisation) algorithm [1]. Separate models are trained on churn
and non-churn sequences, denoted by Mc and Mn respectively, and classification is
performed as follows. Given a trained model, the probability that it would generate a
given test sequence can be calculated. The sequence can then be classified according to
which model has the highest probability of generating it, taking into account the class
priors.

These models are highly sensitive to the initialization of the model. One way of
reducing this dependency on a specific initialization is to train a number of models
using different initializations, and then combine their predictions. We have done this in
a relatively simple, rank based manner. For a given individual pair of models Mc,Mn,
after calculating for each sequence the probability of churn, the sequences are ranked
in order of descending probability. For each sequence, then, we have the ranks r =
r1, ..., rN where N is the number of models to be combined. We define a function to
map this vector of values onto the real numbers, and rank them again according to
this new value. We tried a variety of simple functions, and settled on an inverse square
function s =

∑
i

1
r2

i
though performance is not too sensitive to the form of this function

so long as it increaces sufficiently quickly for small ri.
We then take the top P sequences as our predictions. Here we have a trade-off to

decide between. A larger P means we detect more of the actual churn events, but at a
higher error rate. This trade-off is summed up in Fig. 1. For example, if we choose to
take the top 0.4% as churn predictions (the percentage of sequences which are churn
in the training set), we can expect a correct identification rate of just over 0.3. How-
ever if we choose to take the top 0.8% as predictions, we can expect to predict more
churn events correctly (about 33% more) but at the lower recognition rate of 0.2. The
experimental work will be covered in more detail in the next section.
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This ability to specify trade-off easily is one advantage of a rank-based approach.
Instead of choosing a fairly arbitrary threshold above which we will classify a sequence
as in danger of churn, we can specify the level of trade-off we require and allow the data
to set the threshold. We could then use this threshold for later classification of single
sequences in for example an on-line scenario.

3.1 Results/Discussion

The data used in these experiments was constructed as described in section 2. There
are 8080 customer history sequences from which to build the training data, but the final
number of training/testing sequences will depend on the restrictions we place on their
length. Sequences were split 60-40 into training and testing sets.

In Fig. 1, the performance measure is the fraction of churn predictions which are
correct. The basic HMM architecture used was 12 hidden states, with 4 gaussians per
state. Transitions depend only on the previous state. The HMM toolbox of Murphy [9] is
used to build and train the HMM, and the default training parameters are used, with 12
training iterations. These values were chosen on the basis of preliminary tests. Varying
these by a few either way has little effect, with the exception of reducing the number
of gaussians below 4, which degrades performance quite markedly. A likely reason
for this is that one feature (the event type) takes 4 discrete values, meaning at least 4
gaussians are needed to model the relative probabilities of these in general. Diagonal
covariance matrices could have been used in order to reduce the number of parameters
to be estimated, however this was not done as the data used is such that there is likely
to be correlations between some features.

As can be seen in Fig. 1, the combination method improves performance quite signif-
icantly. This serves to illustrate that even quite simple combination methods can provide
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Fig. 1. The top line shows the combined performance using training sequences of length 3. Av-
erage performance of individual models plotted against percentage of sequences taken as pre-
dictions, for training sequences of length 3,4,5, and 6 are the lower plots (from top to bottom
line).
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a large benefit in real world applications. The length of sequence used in the histories
can also be seen to have a large impact on performance, with shorter sequences of only
the most recent historical events resulting in much better performance. This illustrates
a point that it is still extremely important to choose the data correctly and represent it
in the most suitable way. It is in this spirit that we will represent the data in a non-
sequential manner in the next section.

In order to compare results from the HMM approach with those from the KNN
method that follows, we will introduce a new performance measure. Performance will
be measured using the following value:

G =
pchurn

pprior
=
c1|1(c1|1 + c1|0 + c0|1 + c0|0)

(c1|1 + c1|0)(c0|1 + c1|1)

Where c∗|∗ denotes the confusion matrix element, the first subscript being the predicted
value (1 for churn, 0 for non-churn) and the second the actual. pchurn is the fraction of
churn predictions which are correct, and pprior is the prior probability of churn. This is
used because, unlike the HMM, there is no natural way of specifying a tradeoff between
number of predictions, and accuracy - the KNN method will simply give a set number
of predictions. The metric is appropriate to the problem, as it is the ratio of the fraction
of the methods churn predictions which are truly churn, to the fraction of examples
that are churn. Thus if G = 5 say, this indicates that using the prediction method we
make 5x more correct churn predictions than if we simply made predictions based on
randomly predicting an observation to be churn in proportion to the prior probability
of churn. It is the proportion of correct CHURN predictions, not the number of correct
predictions absolute, which is important.

A further set of experiments was run for the shortest sequences. Q = 2 : 20 hidden
states in the HMM were used for histories of length 2, for histories of length 3 this was
only taken up to Q = 10. The dataset was again split 60-40 into training/testing sets
and runs over 20 different splits were performed for each Q. The results are shown in
Fig. 2. The number of predictions taken to give the g value is the same proportion of the
testing set as are churn in the training set. It is also illustrative to look at the confusion
matrices corresponding to some specific g-values indicated by arrows in 2.

g1 =
(

27 46
85 21026

)
g2 =

(
13 64
24 21128

)
in the top right

g3 =
(

29 43
43 21067

)
g4 =

(
22 54
54 21098

)
and the bottom two are

g5 =
(

19 55
78 17700

)
and g6 =

(
24 49
49 17903

)
It can be seen that though the g-value is actually increacing for larger Q and sequences
of length 2, few churn predictions are actually being made at higher values (see g1
compared to g2) making the model less useful. The drop in g-value for higher Q for the
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Fig. 2. G value vs. Q for individual and combined HMM predictions, using histories as labelled

combined method is probably related to this low number of churn predictions made by
the individuals, and even though g is lower the combination method keeps the number
of correct churn predictions made to a more useful level.

As can be seen again, the combination method clearly outperforms the individual
models. The even shorter sequences of length 2 also outperform those of length 3, giving
further motivation to our attempt at a non-sequential representation. This is the subject
of the next section.

4 A Non-sequential KNN Approach

Instead of representing the customer history as a sequence, and making the implicit
assumption that each event is related to the one before as in a HMM based approach, we
may try to represent the data non-sequentially. In this case we make a slightly different
assumption, which is that while the decision to churn is based on previous events, the
previous events are not necessarily related to each other. Which is truer is debatable, it
is easy to imagine scenarios where either could be the case. However there is no doubt
that non-sequential data is easier to deal with. All the classical techniques such as KNN,
parzen, tree, and support vector classifiers can be used, we chose KNN as an illustration
as it performed better in preliminary tests, due to its suitability for problems when the
classes are highly imbalanced. This suitability stems from the fact that by choosing K
appropriately the number of data points contributing to the classification can be limited
so that points of the more prevalent class do not always swamp the minority class. The
fact that the churn examples tend to be a little more clustered than the non-churn also
contributes to making KNN an appropriate choice.

A non-sequential dataset could be made from the above event histories by either
averaging over the events in a sequence for each feature, to give the non-sequential
feature values, or by creating new features to represent the features for different events.
This latter would giveNk features for sequences of lengthN and events with k features.
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It is the first method that we chose to use, though the second may be worth looking at
in the future. The new features can be thought of as recording information answering
questions like ’were things provided late during the last few events?’, ’did the last few
events take long?’. This is still highly useful information, what we lose is information
on which event, for example, most of the delay/time was due to, or if it was spread
over more than one. The second method of creating the new features would retain this
information, but at the cost of creating many more features.

We show that when the relevance horizon for a sequential dataset is quite small, it is
possible to get good results using classical techniques on a non-sequential representa-
tion. Guided by the results in the previous section which pointed to only the few most
recent events being relevant, we chose to average features as little information is lost
averaging a feature over just a few events.

Our features have some similarities with auto-regressive models. An AR model mod-
els a time series entry as being a linear combination of previous entries in the time series,
possibly with a noise component:

Xt = c+
t−1∑
i=1

αiXt−i + εt

c is a constant and ε is a white noise component. We use a similar construction, but not
in a predictive sense - we rather use it to construct a single feature which is a linear
combination of feature entries in a time series:

X = c+
T−1∑
i=0

αiXT−i

where T is the length of the series. Thus far we have used a very simple set of coeffi-
cients - the first τ αi are 1

τ , the rest zero. An interesting extension would be to look at
other sets of coefficients, perhaps exponentially decaying in timestep.

4.1 Method

The non-sequential dataset is constructed by averaging the features of the last τ events
of the sequence, not including the last, label-defining event. The event type of this last
event is used to label the data point as churn or non-churn. Only 3 features were in-
cluded. These are event type (churn, complaint, repair and order are given the values
1,2,3 and 4 respectively), event duration (can be zero if not known or is not applicable),
and promise (if something was promised, how early it was achieved; it is negative if that
something was late. It can be zero if not relevant). These were chosen from a common
sense view of what factors would be most likely to influence someone to churn, and
from the results of preliminary experiments.

This dataset is split 60-40 into training and testing sets, and a simple K nearest neigh-
bor algorithm is used to perform the classification. A nearest neighbor algorithm was
chosen as it deals well with datasets such as this where the prior probabilities of the
classes are highly imbalanced. The HMM is very computationally expensive to train,
but it is cheap to calculate predictions when trained. In comparison, the KNN costs
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nothing to train, however it can be very expensive to calculate very large numbers of
predictions. There are many methods available in the literature to increase the efficiency
of such nearest neighbor searches though, for just one example see [3]. Results, and
some discussion and interpretation, follow.

4.2 Results/Discussion

The first three subplots in Fig. 3 show the results on datasets averaging the features of
1,2 and 3 events respectively, using 1-7 nearest neighbors for classification. The next
event in the sequence is predicted. Performance is measured using the g value presented
in section 3.1.

The final subplot shows the performance when trying to predict two events into the
future, using a history of 2 and 1-9 nearest neighbors. This can be seen to be much
less successful, showing that knowledge of the most recent event is very important.
Using histories of other lengths to predict two events into the future also results in bad
performance, and so is not shown.

From the above figures, it can be seen that an event history of 2 gives optimal perfor-
mance using this method, and that taking simply the last event is totally inadequate for
prediction. This shows that it is necessary to take into account the sequential nature of
the data, even if only over a short time. An event history of 3 performs well, but worse
than the shorter time period. This shows that the most relevant events in a customers
history are the last two or three, as intuition would support. Also the non-sequential
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Fig. 3. Performance vs NN for histories and prediction time frame as labelled
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representation is less suitable for longer sequences. Performance does not seem to be
overly dependant on NN number, with a nearest neighbor count of over 5 performing
well.

Again looking at the confusion matrices gives a little more insight. From top left to
bottom right, the g values indicated are:

g7 =
(

26 40
1278 13711

)
g8 =

(
28 36
16 14866

)

g9 =
(

9 57
7 14948

)
g10 =

(
3 51
34 12384

)

From g7 we can see that although prediction from the last event detects churn quite
well, there are very many false positives too resulting in a low g. From g8 we see
that including an extra event into the history has little effect on the number of correct
churn predictions, but vastly reduces the number of false churn predictions, improving
both specificity and sensitivity thus making this a much more useful tool for practical
churn prediction. Looking at the confusion matrix g3 for the HMM, we see that there
is a decrease in false churn prediction compared to this too, while maintaining a very
similar level of correct churn prediction. A third event in the history can be seen in g9
to reduce churn predictions markedly, both correct and false. This lowers the sensitivity
drastically, and in this case the number of churn predictions made is too low to be really
useful, compared to using just 2 event histories.

Trying to predict more than one event into the future can be seen to result in very
few churn predictions.

We can attempt to interpret what these results could mean in real terms by looking
more closely at the nature of the data we have. Roughly half of all the churn examples
correspond to sequences in which the last two events are complaints, which is revealing
in itself, although it shouldn’t really be surprising. Almost all the churn examples cor-
respond to event sequences in which the last two events have been of the same type, and
many of them where the last two events are quite similar. These observations could be
interpreted as indicating that a customer does not like to have to do the same thing twice
when dealing with the service provider, especially when that thing is a complaint. Churn
examples are also quite closely clustered, indicating that complaints falling into a few
distinct, well defined subclasses may be especially likely to provoke a churn response.

5 Conclusions

We have proposed, based on observations from a HMM method, that only the most
recent events in a customers history have an effect on the future behaviour of that cus-
tomer, and shown that a short sequence of events corresponding to a recent history
can be represented easily in a non-sequential way. This allows the use of all the tools
available for simple, non-sequential pattern recognition, and we show that a K-nearest
neighbor algorithm performs well on this data. This provides much better performance
and potentially reduced computational complexity over the HMM methods. We explain
the success of this method by noting that many churn events when represented in this
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way lie in a few small, dense clusters, and observe that many churn events follow a
history of two events of the same type, often with similar feature values. This indicates
that perhaps having to do the same thing twice, especially with regards to a complaint,
often leads to churn.
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Abstract. This article presents our proposition of a methodology for knowledge 
acquisition based on dialectics. In fact, the central concept in dialectics is a 
“contradiction”, which declined according to the inventive design principles, 
can be considered as a set of Elements, Parameters and Values - values that 
need to show the opposite aspects of the contradictions. Using these approaches 
for knowledge acquisition permitted us to obtain very satisfying results for  
solving a problem of software analysis.  

Keywords: knowledge acquisition, knowledge management, dialectics, 
inventive design. 

1   Introduction 

Knowledge acquisition includes the elicitation, collection, analysis, modelling and 
validation of knowledge for knowledge engineering and knowledge management 
projects. 

One of the most important issues in knowledge acquisition is that knowledge is in 
the heads of experts and that they have vast amounts of it. These experts manipulate 
tacit knowledge, without being able to articulate how they do so. Another constraint is 
that tacit knowledge is hard (impossible) to describe [1]. 

Because of these issues, techniques are required which focus on essential knowl-
edge and that can capture tacit knowledge, that allow knowledge to be validated  
and maintained and that allow non-experts to understand it [1]. Examples of these 
techniques include the use of ontologies and of problem-solving models.  

Methodologies have been introduced that provide frameworks to help guide 
knowledge acquisition activities and ensure that the development of each expert sys-
tem is performed in an efficient manner. A leading methodology is CommonKADS 
[2]. At the project management level, CommonKADS advises the use of six high-
level models. To aid in the development of these models, a number of generic models 
of problem-solving activities (a number of generic problem-solving activity models) 
are included. Each of these generic models describes the roles that knowledge plays in 
tasks, hence providing guidance on what types of knowledge to focus upon. As a 
project proceeds, CommonKADS follows a spiral approach to system development, 
providing for rapid prototyping of the system, so that there is more flexibility in  
dealing with uncertainty and change. 

A second important development is the creation and use of ontologies [3]. Although 
there is a lack of unanimity in the exact definition of the term ontology, it is generally 
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regarded as a formalised representation of the knowledge in a domain taken from a 
particular perspective or conceptualisation. The main use of an ontology is to share and 
communicate knowledge, both between people and between computer systems. A num-
ber of generic ontologies have been constructed, each having an application across a 
number of domains which enables the re-use of knowledge. In this way, a project does 
not need to start with a blank sheet of paper, but with a number of skeletal frameworks 
that can act as predefined structures for the knowledge being acquired. As with the 
problem-solving models of CommonKADS, ontologies also provide guidance to the 
knowledge engineer in the types of knowledge to be investigated. 

These approaches present some disadvantages in their use, before really beginning 
the elicitation process. On the one hand, if an ontology-based approach is used, a 
model of the whole domain (the base ontology) is needed, before beginning the “in-
stantiation” of it. On the other hand, while using problem solving models, even if 
there is no need to know the base ontology in advance (although it is strongly recom-
mended), the elicitation runs the risk of quickly becoming “chaotic”. Confronted with 
these issues, we decided to try the use of dialectics-based techniques to guide the 
experts during the knowledge acquisition process, with the goal of counteracting the 
difficulties we have described above.  

In this article, therefore, we will present our approach to knowledge acquisition, 
based on inventive design techniques, which are based on dialectical thinking. Section 2 
briefly describes dialectics and the inventive design concepts that will be used. Section 3 
describes the case study conducted with this new knowledge acquisition technique and 
Section 4 presents our conclusions. 

2   Dialectics and Inventive Design 

Dialectics is a philosophical school with roots in the old Greek philosophy, repre-
sented by e.g. Heraclitus. The philosophy grows out of the Hegelian discussion about 
the relation (or contradiction) between ideas and reality.  

The key concept of dialectics is contradiction. A contradiction consists of two as-
pects, which are mutually dependent and opposed to each other at the same time. All 
complex phenomena consist of several contradictions, one of them dominating the 
others and characterizing the phenomenon. This one is the principal contradiction. 
Furthermore, all processes consist of a movement of contradictions from the begin-
ning to the end. Through time, the principal contradiction may change. According to 
dialectics, the causes of change and evolution are: (1) the changing relation between 
two aspects of each contradiction and (2) the changing relation among the contradic-
tions of a certain phenomenon [4]. 

Regarding Inventive Design, we are interested in TRIZ [5, 6] (the Russian acronym 
for Theory of Inventive Problem Solving). Its core approach is to structure inventive 
thinking. It is based on studies of several hundreds of thousands of patents and it has 
outlined typical general problems and their general solutions. 

TRIZ is primarily about technical and physical problems, but is now being used on 
almost any problem or situation. The key to success in TRIZ is the fact that (techni-
cal) systems evolve in similar ways, and by reducing any situation and problem  
to a functional level, we can apply almost standard solutions and problem solving 
techniques, even from dissimilar industries.  
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The complete list of TRIZ components is very long indeed, and includes laws, 
methods, and various lists of principles. We will focus, here, on Contradictions, one 
of the essential TRIZ axioms. It stipulates that every inventive problem, in its formu-
lation, may be reduced to a contradiction. Contradictions have, individually, three 
types of components: Elements, Parameters and Values. 

Elements are the constituents of systems. In written texts, they are usually ex-
pressed by nominal groups or object complements (for example, in the sentence “the 
hammer hits the nail”, “hammer” is the element).  

Parameters qualify the elements by assigning a certain specificity to them that, as-
sociated with the element, translates explicit knowledge of the observed domain. They 
are often expressed by nouns, object complements or adverbs. Their expression is 
multiple, and sometimes contradictory when established by different experts. They 
are classified in two categories: 

• Control Parameters, the designers have the possibility of modifying them (the 
designer may choose to have a hammer with a big or a small volume, in this 
case, “volume” is a control parameter). 

• Evaluation Parameters, whose nature resides in their capacity to evaluate the 
positive aspect of a choice made by the designer. Designing a hammer with a 
big mass assures that hitting the nail will be easier. In this way, “ease of 
hitting” becomes an evaluation parameter. 

Value is mainly the adjectives used to qualify a parameter (in the example “the vol-
ume of the hammer has to be big”, “big” is a value).  

The fundamental aspect of contradictions resides in the opposition of the values 
and in the fact that we have to make the two opposite values explicit. If in a certain 
state, a value V implies positive aspects, then it is indispensable to investigate the 
opposite of V, to make the contradictory aspects of the analysis evident. For example, 
a hammer with a big volume implies “ease of hitting” and a hammer with a small 
volume implies “ease of handling”. 

Several techniques are used for making contradictions and its components readily 
evident while formulating the problem to be solved. We have used the so-called “Part 
0 of ARIZ1” [6] and the “Problem Flow Network” (PFN) approach [7], a component 
of OTSM-TRIZ [8]. 

2.1   Part 0 of ARIZ 

The first stages of the creative inventive process are devoted to choosing the problem 
and redefining its conditions. Most of the time, the original statement of the problem 
is imprecise, and occasionally even incorrect. For example, for the statement “we 
need to find a method to provide such and such a function”, it might be better to 
eliminate the necessity for this function all together. Very often, the bypass concept is 
more productive than the direct one. Part 0 of ARIZ establishes the final goal of  
the solution, investigates the possible use of a bypass solution and redefines the 
conditions for them (both the direct and the bypass solution). Afterwards, the 
requirements are deliberately increased [6]. 

                                                           
1 ARIZ is the Russian acronym for the “Algorithm of Inventive Problem Solving”. 
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Another important point is the definition of “performance”, the idea is to determine 
the best ratio “technical / economical characteristics” that can be achieved once the 
solution is implemented. 

Other points include the analysis of patents related to the problem and the use of 
the STC Operator. Psychological inertia is caused not only by the terminology de-
scribing the object, but also by the customary space/time imaging of the object: its 
size, as well as the duration of its action. There is another measurement of an object’s 
mental image, cost. The STC operator is a sequence of mental experiments helping to 
overcome these conventional images of an object, by considering the successive 
changes in the problem when changes are made in three parameters: size (S), time (T) 
and cost (C) [6]. 

2.2   The Problem Flow Network Approach 

Complex problem situations are characterized by a large set of parameters and inter-
ference of the elements involved in the problem. Using the concept of the network 
PFN approach allows the representation and analysis of several contradictions and 
problems at once. This approach is based on the construction of several networks, and 
in particular, the network of Problems and Partial Solutions. 

A usual starting point for the construction of this network is a list of problems, dif-
ficulties, inconveniences and questions relevant to the situation. This list is made by 
professionals dealing with the problem. This network is an oriented graph, whose 
nodes represent the problems while the edges represent the links between the prob-
lems. The graph also contains nodes that present known Partial Solutions of certain 
problem nodes. Problems that are generated by Partial Solutions are also presented. 
Problems are linked to the evaluation parameters of the system. Partial solutions are 
linked to the control parameters the designers may act on. 

The construction of the problem network is an iterative process. Sometimes, just 
the building of it permits a final conceptual solution, which can be accepted and im-
plemented, to be found.  

Once the problem network becomes stable enough and the key problems are ex-
tracted (this extraction may be made by the analysis of the properties of the graph that 
represents the network [9]), the set of contradictions that are behind the set of key 
problems can be disclosed.  

3   Case Study: Analysing the Productivity of a Manufacturing 
Line 

The goal of a project with an industrial partner was the development of a software 
tool for detection and analysis of the causes of poor productivity in a manufacturing 
line. The detection is done by the processing of timed data coming from a data acqui-
sition system [10]. 

After calculation with these data, we are able to detect phenomena that may induce 
a lack of productivity on the manufacturing line.  
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A phenomenon is the expression of a particular behaviour of the production line 
which has duration. Examples of phenomena include, lack of components, stock satu-
ration or slow handling speed.  

The set of causes for the lack of productivity in a manufacturing line is expressed 
as a behavioural model. A behavioural model is a set of sequences of correlations, 
where a correlation is expressed as an ordered couple of phenomena with time  
constraints (Figure 1). 

 

Fig. 1. Example of a behavioural model 

Data coming from the data acquisition system are processed by three routines:  

• Routines for pre-processing, which aim at filtering (“cleaning”) raw data coming 
from the data acquisition system.  

• Routines for phenomena detection, which are a set of algorithms that take data as 
inputs and aim at computing occurrences of phenomena. To do this work, each al-
gorithm uses a set of arguments and thresholds specified by experts. 

• Routines for phenomena correlation, which are a set of algorithms that take a log 
of phenomena as an input and aim at identifying the behavioural models. These 
routines perform probabilistic computations for identifying correlations among 
phenomena and calculating their associate time constraints. There are a set of  
intermediate outputs whose specific characteristics can be used to evaluate the 
quality of the results. 

These three routines are executed in sequence. Once their intermediate and final  
results are computed, the production expert and the data-mining expert can evaluate 
them. If the quality of these results is not satisfying, the experts may decide to change 
certain inputs to the phenomena detection and phenomena correlation routines and  
re-launch all or part of the process.  

The main drawback here is that experts are used to evaluating the quality of the re-
sults only in a qualitative way, such as “it is good” while not being able to clearly say 
what the meaning of “good” is. 

During the setup period of the software for a new production line, this “trial and er-
ror” process is a waste of the experts’ time, as they test different configurations until 
they get satisfying results. The search for the best configuration of arguments has a 
linear complexity, or in other terms, it is O(n). 

1953
Failure 
level 2
OP 140

1113 
Negative

Workstation
Drift 

OP 140

1114
Negative

Workstation
Drift 

OP 150

1313
Slow

Working
Period 
OP 140

1312
Slow

Working
Period 
OP 110



224 C. Zanni-Merk and P. Bouché 

3.1   The Knowledge Acquisition Process 

We have decided to use Part 0 of ARIZ and the Network of Problems approach as a 
basis for the interviews with the data-mining and the production experts, in order to find 
the right input arguments for routines having optimum quality behavioural models. 

Several iterations were needed and each of them on every approach gave more in-
sight into the description/use of the other one. 

As the object of our study was software routines, it was quite a natural choice to 
consider input arguments as control parameters and outputs as evaluation parameters. 

A special effort was made to define our measure of performance2, as 

P = 
      &&      % %    

and to associate a unique evaluation parameter to a problem node in the network, and 
a unique control parameter to a partial solution node. 

Figure 2 presents an extract of the problem network we have built, where interac-
tions among problems and partial solutions are stated. 

 

Fig. 2. A subset of the network of problems. Boxes whose prefix is Pb represent problems; 
boxes whose prefix is PS represent partial solutions. 

These iterations made the experts aware of links among control and evaluation pa-
rameters that were not evident until then. In particular, the “satisfying” or “unsatisfy-
ing” intervals associated with the evaluation parameters.  

This awareness permitted the definition of new heuristics for searching the good 
input arguments for the routines. This new strategy’s complexity is O(log n). More 
than that, this new heuristic search does not need the re-launching of the phenomena 
correlation routines, once the good inputs of the phenomena detection routines have 
been found. Figure 3 shows the comparison of the two methodologies used by the 
experts to set up the software for a new production line, the old and new heuristics. 

                                                           
2 See [11] for a definition of the evaluation parameters in the numerator of P. 



 Dialectics-Based Knowledge Acquisition – A Case Study 225 

 

Fig. 3. Comparison of the two heuristics. Notice that several feedback links have disappeared. 

4   Conclusions 

This article has presented a new approach to knowledge acquisition, based on inven-
tive design principles. 

As it was said in the Introduction, experts have their own cognitive models and make 
operations intuitively. That is tacit knowledge that they are not able to formalize. 

The utilization of these inventive design principles and especially, of Part 0 of 
ARIZ, has forced the experts to: 

• Express quantitative criteria and not qualitative ones for evaluation of the  
results. 

• Simply explain the process by using conventional representation models such 
as input/output models or cause-effect relationships.  

The construction of the network problem was an important phase to identify the quan-
titative parameters that can help make decisions. After several iterations, its elicitation 
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has permitted the obtainment of the list of evaluation and control parameters. The 
main issues were the identification of: 

• The factors involved in data analysis and therefore in the construction of the 
behavioural models. 

• The criteria for evaluating the quality of the data analysis. 

The results we have obtained are very satisfying. The new methodology can be  
applied to any manufacturing line to be analysed by our software with the goal of 
understanding the causes of poor productivity. We have been able to extract tacit 
knowledge from the experts. 

This experience has showed the interest of using inventive design approaches to 
formalise expert knowledge. Our future applications include the use of this technique 
for knowledge acquisition on territorial development of harbours. 
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Abstract. In this paper a method is presented which permits to automatically 
extract lexical-semantic relations between nouns (specifically for concrete 
nouns since they have a well structured taxonomy). From the definitions of the 
entries in a Spanish dictionary, the hypernym of an entry is extracted from the 
entry definition according to the basic assumption that the first noun in the defi-
nition is the entry hypernym. After obtaining the hypernym for each entry, mul-
tilayered hyponymy-hyperonymy relations are generated from a noun, which is 
considered the root of the domain. The domains for which this approach was 
tested were zoology and botany. Five levels of hyponymy-hypernymy relations 
were generated for each domain. For the zoology domain a total of 1,326 rela-
tions was obtained with an average percentage of correctly generated relations 
(precision) of 84.31% for the five levels. 91.32% of all the relations of this  
domain were obtained in the first three levels, and for each of these levels the 
precision exceeds 96%. For the botany domain a total of 1,199 relations was ob-
tained, with an average precision of 71.31% for the five levels. 90.76% of all 
the relations of this domain were obtained in the first level, and for this level the 
precision exceeds 99%. 

1   Introduction 

Language in written form has become a valuable means of manifestation of natural 
language, which is being used as vehicle for communicating acquired knowledge, as 
well as ideas and feelings. Since the advent of computers, texts in electronic format 
have become one of the main forms for information exchange. 

Natural language processing (NLP), in its attempt for automatically manipulating 
electronic texts, performs tasks such as: filtering, classification, and information re-
trieval and extraction. Such tasks use lexical resources as an aid for improving the 
performance of automatic text processing. Some of the lexical resources used are 
ontologies, which are databases that store concepts and relations for representing, 
organizing and understanding a knowledge domain, and have as their main objective 
to explicitly establish one or several relations among words of a language. Due to 
their valuable contribution, they have attracted the interest for studying and proposing 
methods that permit building such resources, either manually or automatically. The 
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use of an ontology seems to be an adequate form for incorporating lexical-semantic 
knowledge into an NLP system [1]. 

Ontologies originally were generated manually [2]; however, manual acquisition of 
knowledge for these resources has proven highly costly in terms of human time and 
effort [3]. Besides, it would be almost impossible or very complicated to generate in 
such a way a resource that incorporated all the lexical knowledge of a language. For 
example, for the construction of the famous lexical database for English, WordNet, 
countless hours have been dedicated and still not all the lexical knowledge for that 
language has been incorporated [4]. 

As a result, several investigations have been carried out for automating such proc-
ess. Such works had less ambitious objectives; i.e., they focused on one or several 
relations and not all of them. Additionally, they were limited to dealing with specific 
domains. Some of the first investigations dealt with very structured text types, such as 
English and Spanish dictionaries, among other languages. 

Relations among words in an ontology are known as lexical-semantic relations. 
These relate words according to their meaning [5]. Among the lexical-semantic rela-
tions on which research work has been carried out, stand out synonymy, antonymy, 
meronymy-holonymy, and hyponymy-hypernymy. 

This work focuses on extracting hyponymy-hypernymy relations between nouns 
which are entries of a Spanish dictionary. A hyponym is a word whose meaning is 
included in that of another whose meaning is more general, which is called hypernym. 
For example, cat is a hyponym of felis. 

2   Related Work 

The research works that have been carried out to automatically extract hyponymy-
hypernymy relations have used several techniques. One of these relies on the notion 
that there exist key fragments of the text (words, punctuation marks or both) that 
indicate the presence of these relations in a document. These text fragments may 
appear repeatedly, so that they can be generalized into patterns (lexical-semantic 
patterns). When applying these patterns to text collections, instances of the hy-
ponymy-hypernymy relation can be extracted from text documents. These patterns 
can be manually constructed or automatically generated, as proposed in [6]. 

In [7] an algorithm for extracting semantic relations is presented. This algorithm 
takes as input a set of seeds of a semantic relation for extracting instances that belong 
to such relation. The iterative mechanism employed permits it to learn new lexical-
syntactic patterns at each iteration; and consequently, the set of instances that it can 
recognize grows. In this work, the confidence of instances and patterns was evaluated 
considering the mutual information that exists among patterns and relation instances. 

The investigation presented in [5] applies the technique proposed in [7], which has 
the following drawbacks: the patterns identified from unstructured texts from the web 
are exclusively lexical, which makes difficult to detect the lexical components in a 
sentence (such as articles, verbs, etc.), and additionally, due to the nature of the lexi-
cal information, a large number of false hyponyms can be obtained after applying the 
lexical patterns to a text collection. 

The advantage of the techniques based on patterns is that they are very reliable. For 
example, in [7] a precision of 85% is reported on a random sample of 20 instances out 
of 200. However, the main disadvantage of these methods is that they need a very 
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large corpus in order to find a large enough number of patterns that describe all the 
possible hyponymy relations that may exist [8]. 

Another technique assumes that dictionaries in a format readable for a computer 
store explicit knowledge in structured form, which can be extracted by retrieving 
instances of semantic relations, including hyponymy relations. This technique relies 
on the following notion: the hypernym of a dictionary entry is expected to be found in 
the first noun phrase of its definition. 

Due to the generally regular structure of dictionaries, the results obtained are usu-
ally high. For example, in [3] a precision of 87% is mentioned, 77% is reported in [9], 
and a precision of over 90% is claimed in [10]. Therefore, it can be concluded that 
this method has better precision. However, this technique does not consider specific 
terms for a domain. This happens because dictionaries are almost always very general 
resources that deal with terms usually utilized in many different domains. This incon-
venience generated interest in exploring other approaches for extracting hyponyms. 

Another of the techniques proposed for extracting hyponymy-hypernymy relations 
consists of identifying the grammatical role of each word that constitutes a sentence. In 
[2] this method was tested on documents from the zoology domain for Spanish. A gen-
eral document and a specialized one were used for contrasting the relations found in 
each of the documents, and thus assessing the effectiveness of this approach. One of the 
problems found was that obvious relations were not identified, such as dog is an animal; 
thus, the possibility of finding the missing relations in a dictionary was proposed. 

Another technique proposes the use of clustering based on distributional similarity be-
tween terms for taxonomy extraction [11]. The authors claim that the accuracy of the 
resulting taxonomy improves considerably when building the taxonomy using several 
different languages (English, German, French and Spanish) over a monolingual approach. 

3   General Description of the Approach 

The basic assumption of the proposed approach is that the hypernym of a noun de-
fined in a dictionary is the first noun found in its definition. Fig. 1 shows the general 
structure of the proposed approach for identifying hyponymy-hypernymy relations 
between nouns. 

As previously mentioned, a dictionary is a particularly adequate source for con-
structing lexical resources. In order to avoid keying in information from a printed 
dictionary, it was decided to use an electronic version: LEXI-K [12], which is the 
Spanish dictionary used for this work. 

The process starts by identifying the entries (words defined in a dictionary) that are 
nouns, from information stored in the electronic dictionary. Afterwards, the hypernym 
for each noun identified is extracted from its definition. In order to accomplish this, it 
is necessary to obtain first the syntactic category (noun, verb, adjective, etc.) of each 
of the words involved in its definition. 

Afterwards, the root noun for some domain of interest is determined. To this end, 
the hypernyms of some "seed" nouns that belong to the domain are considered; then 
the hypernyms of these hypernyms are determined recursively, until a noun is found 
with no hypermym, which constitutes the root. Finally, the hyponymy-hypernymy 
relations among all the nouns for a particular domain are obtained starting from the 
root noun for the domain, similarly to a taxonomy structure. 
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Fig. 1. General structure of the approach 

3.1   Noun Identification 

For identifying the entries that are nouns it was first necessary to find out how LEXI-
K stores its entries. Consequently, the LEXI-K interface was studied and those files 
that interact with it were identified. 

Since the files that store the LEXI-K information are coded in binary format, a 
program was implemented for identifying and extracting the entries that are nouns, 
and storing them in a file called Nouns. 

3.2   Hypernym Identification 

For identifying the hypernym in an entry definition, it is necessary to obtain automati-
cally the structure of its definition. This was carried out using a lexical analyzer, 
which in turn uses a lexicon [13]. 

The process starts obtaining the first instance of file Nouns, from which the entry 
and its definition(s) is(are) obtained. It is important to mention that several nouns 
were tagged as invalid nouns (shown in Table 1), since they indicate the hypernym 
relation and, therefore, do not constitute hypernyms themselves. 

After reading the first instance, the structure of its definition(s) is(are) generated. 
Next the first valid noun is looked for (excluding invalid ones) in each of its defini-
tions, which according to our assumption is the entry hypernym. The hypernym found  
 

Table 1. Invalid nouns considered for this approach 

Invalid nouns 
Especie (species) 

Suborden (suborder) 
Grupo (group) 

Clasificación (classification) 
Clase (class) 
Tipo (type) 

Familia (family) 
Serie (series) 
Subtipo (subtype) 

Género (genus) 
Subreino (subkingdom) 
Individuo (individual) 

Nombre (name) 
Variedad (variety) 

Taxón (taxon) 
División (division) 

Orden (order) 
Colonia (colony) 

Identification and 
extraction of nouns 

Identification of 
hypernyms Lexical analyzer 

Generation of
hyponymy/hypernymy 

relations
ONTOLOGY 

LEXICON
LEXI-K 

dictionary 
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Table 2. Sample of tuples of the table of hyponym-hypernym pairs 

Hyponym Hypernym 
gato (cat) mamífero (mammal) 
león (lion) mamífero (mammal) 

margarita (daisy) planta (plant) 
roble (oak) árbol (tree) 
mesa (table) mueble (furniture) 
silla (chair) asiento (seat) 

trompo (trochus) molusco (mollusc) 
trompo (top) juguete (toy) 

is transformed to its singular form if necessary, and it is assigned to the entry of the 
corresponding instance as its hypernym. Finally, both elements (hyponym and hy-
pernym) are stored in a table (as shown in Table 2). This process is repeated for each 
of the instances in the file. 

3.3   Extraction of Hyponymy–Hypernymy Relations 

After identifying the hyponym-hypernym pairs (Table 2), relations among these pairs 
are identified, according to the strategy described next: 
 
1. Choose a domain or particular area. 
2. Identify the root noun of the domain. 

The system is feed one or several nouns that belong to the domain, for which 
its(their) hypernym(s) is(are) determined from the hyponym-hypernym pairs; then 
the hypernym(s) of this(these) noun(s) is(are) determined. This process is repeated 
until a single noun is found for which no hypernym can be found. This last noun 
constitutes the domain root.  

3. Look for hyponym-hypernym pairs that contain the root noun of the domain in its 
hypernym column. 
If such hyponym-hypernym pairs were found, store them. 

Select the element in the hyponym column of each of these pairs and tag it as 
hyponym i, where 1 ≤ i ≤ n; i.e., i will acquire a value in the interval from 1 to n 
(the overall number of hyponym-hypernym pairs that contain the root noun of the 
domain in its hypernym column). 

For each hyponym i 
If no hyponyms have been obtained for hyponym i 

Obtain hyponyms k for hyponym i (where 1 ≤ k ≤ m; i.e., k will adopt a value in the 
interval from 1 to m, which indicates the overall number of hyponym-hypernym pairs 
that contain hyponym i in its hypernym column), similar to what occurred for the root 
noun of the domain. This process is applied to the rest of descendants. 

4   Results  

From the 43,379 nouns identified form the LEXI-K dictionary, the overall number of 
hyponym-hypernym pairs obtained was 52,819, from which a small sample of 190 
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pairs of the zoology domain and 190 pairs of the botany domain were selected for 
verifying their correctness. The percentage of correctly generated pairs (success rate) 
for the zoology domain was 97% and for the botany domain was 94%. 

Incorrectly generated hyponym-hypernym pairs were studied in order to discover 
and eliminate the causes of imperfection from our method. The improved method was 
applied again to the LEXI-K dictionary, and 43,289 hyponym-hypernym pairs for 
nouns were obtained. 

Table 3. Lexical relations identified for the zoology domain 

Level Relations obtained Incorrect relations Success rate 

1 180 5 97.22% 
2 511 8 98.43% 
3 355 12 96.62% 
4 142 80 42.33% 
5 138 103 25.36% 

Total 1,326 208 84.31% 

With the hyponym-hypernym pairs, it was possible to identify lexical relations for 
the zoology domain as shown in Table 3 and for the botany domain, shown in Table 4. 

Table 4. Lexical relations identified for the botany domain 

Level Relations obtained Incorrect relations Success rate 

1 779 3 99.61% 
2 147 85 42.17% 
3 116 113 22.41% 
4 90 80 15.55% 
5 67 63 5.97% 

Total 1,199 344 71.31% 

 
The average success rate for the zoology domain was 84.31%, where the maximal 

value of 97.22% was obtained for the first level and the minimal value of 25.36% for the 
fifth level. The average success rate for the botany domain was 71.31%, with a maximal 
value of 99.61% for the first level and a minimal value of 5.97% for the fifth level. 

The difference in the success rates obtained for the first and fifth domains can be 
explained by the fact that incorrectly generated relations obtained at one level induce 
more mistakes for the following levels. 

It is important to point out that the main source of errors when generating re-
lations among hyponym-hypernym pairs was polysemy, specifically when a word 
has an alternate meaning related to another word that belongs to a different domain. 
For example, for the entry trompo (trochus) shown in Fig. 2, the hypernym identified 
is molusco (mollusc), which was correctly obtained. 
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Grammatical Features Entry 
Gender Number 

Definition 

trompo 
(trochus) M S Marine gastropod mollusc, with conical  

tentacles on the head and conical shell, thick. 

Fig. 2. Definition of entry trompo (trochus) 

Grammatical Features Entry 
Gender Number 

Definition 

rezumbador 
(humming top) M S Kind of top that hums when spinning. 

trompa 
(no English 
equivalent) 

F S 
Large top that holds inside other small tops, 
which get off impetuously when thrown for 
spinning, all spin simultaneously. 

Fig. 3. Definitions of entries rezumbador (humming top) and trompa 

Unfortunately, in Spanish trompo has another meaning besides trochus, which cor-
responds to a toy top. Consequently, the hyponyms generated for trompo are rezum-
bador (humming top) and trompa (no English equivalent), which are incorrect for the 
zoology domain, as can be seen from the definitions shown in Fig. 3. 

5   Conclusions 

In the research work described in this paper, we propose extracting hyponymy-
hypernymy relations for specific domains from a Spanish dictionary. This method 
was tested for the zoology and botany domains. 

The basic assumption of this approach was shown effective; i.e., it is possible to 
use a simple general pattern, which allows to identify hypernyms of noun entries from 
their definitions. A software based on the approach proposed was implemented, which 
permits to automatically identify nouns hypernyms. 

A total of 1,326 hyponym-hypernym pairs were obtained for the zoology domain 
and 1,199 for the botany domain. For the zoology domain, the percentage of correctly 
generated relation pairs was 84.31%. With respect to all the relations of this domain, 
78.88% were obtained in the first three levels, and the percentage of correct relations 
for these levels exceeds 96%. 

The percentage of correctly generated relation for the botany domain was 71.31%, 
where 64.97% of all the relations were found at the first level, and the success rate for 
this level exceeds 99%. 

Despite a large number of investigations have been carried out for extracting lexi-
cal-semantic relations from dictionaries, most of them have been for English. Unfor-
tunately, no published works were found that reported the automatic exploitation of 
lexical-semantic knowledge from these linguistic resources for Spanish, and to which 
we could compare our approach. 
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Abstract. Visualisation is usually one of the first steps in handling any data anal-
ysis problem. Visualisations are an intuitive way to discover inconsistencies, out-
liers, dependencies, interesting patterns and peculiarities in the data. However,
due to modern computer technology, a vast number of visualisation techniques is
available nowadays. Even if only simple scatterplots, plotting pairs of variables
against each other, are considered, the number of scatterplots is too large for high-
dimensional data to visually inspect each scatterplot. In this paper, we propose a
system architecture called AVEDA (Automatic Visual Exploratory Data Analy-
sis) which computes a large number of visualisations, filters out those ones that
might contain special patterns and shows only these interesting visualisations to
the user. The filtering process for the visualisations is based on statistical tests
and statistical measures.

1 Introduction

According to Tukey [1] “there is no excuse for failing to plot and look” when one wants
to solve a data analysis problem. In the earlier days of data analysis, when comput-
ers where scarcely available, monitors where restricted to alpha-numeric displays, data
visualisation was carried out manually, producing visualisations like bar charts, his-
tograms, box plots, stem-and-leaves diagrams or simple scatterplots. This meant that
only small data sets could be treated in this way and one could focus on one or at
most two variables at the same time. Nowadays, computing and graphical displays al-
low fast computation of visualisations even for larger and high-dimensional data sets.
This progress in computer technology enabled the application of more sophisticated
visualisation techniques like multidimensional scaling (MDS) (see for instance [2]) or
principal component analysis (PCA) (see for instance [3]), which need more computa-
tional power. But the progress in computer technology also lead to the development of
a vast number of new visualisation techniques for data analysis and data mining [4].

However, it is impossible for various reasons to check all possible visualisations
individually for the following reasons.

– The number of different visualisations is too large, especially for high-dimensional
data. Even if only scatterplots are considered, plotting pairs of variables against
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each other, this would lead to
(100

2

)
= 4950 plots when 100 attributes are available.

The number of plots is already infinite when arbitrary projection planes are taken
into account.

– Apart from the large number of visualisations, some techniques like MDS require
high computational effort and are even unsuitable for larger data sets, although more
efficient algorithms have been developed in the last years [5,6]. The same compu-
tational problems apply to nonlinear PCA techniques [7,8,9], where instead of a
linear projection mapping as in standard PCA a nonlinear mapping is constructed.

Therefore, it can be very helpful to compute a larger number of possibly complex visu-
alisations off-line and to present only those to the user which have interesting properties.
Interesting properties are defined in terms of statistical tests and measures, for instance
for correlation, independence, deviation from a certain distribution or multimodality.
The visualisations and the tests to be applied can of course be preselected by the user.
Only those visualisations will be presented to the user which render a significant value
for the test or statistical measure.

Previous work on evaluating and selecting visualisations is briefly reviewed in
section 2. In this paper we present a general system architecture for this approach which
is described in section 3. We restrict our considerations to scatterplots which might be
generated from simple projections, by MDS, PCA or other dimension reduction tech-
niques. In section 4 we describe a selection of statistical tests that can be applied to
to filter out interesting visualisations. We also discuss the often neglected problem of
multiple testing. Illustrative examples are provided in section 5. In the final conclusions
in section 6 we discuss perspectives for future work.

2 Projection Pursuit

The idea to select visualisations automatically based on suitable measures of interest-
ingness was already proposed by Friedman and Tukey with their projection pursuit
method [10]. Basically, after an affine transformation, the data set is projected onto
(random) planes and the best projection w.r.t. a selected measure of interestingness is
chosen. Very often, interestingness is defined as the deviation from a normal distribu-
tion according to the observation that most of the projections will resemble a normal
distribution [11]. After estimating the probability density function f of the projection
with a standard technique like kernel estimators, measures like the Friedman-Tukey in-
dexE(f(x)) [10] and the entropy indexE(ln(f(x)) [12] or measures like the Legendre
[13], the Hermite [14] or the natural Hermite index [15] indicating the relative, absolute
and the expected squared error of f w.r.t. to the normal distribution. Also a χ2-test for
normal distribution has been proposed [16].

However, the focus on deviations from a normal distribution is often to narrow. Other
criteria might also be of interest as described in the follwoing section.

3 Architecture

The architecture of our system AVEDA (Automatic Visual Exploratory Data Analysis)
is illustrated in figure 1.
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Fig. 1. AVEDA architecture

AVEDA provides an extensible set of visualisations and an extensible set of statis-
tical tests. After the data have been provided, the types of visualisations to be applied
are selected by the user as well as the statistical tests of interest. Then the data set X
is transformed according to the visualisations, however, without generating the actual

graphical displays immediately. This leads to a sequence
{
X̃t

}
of transformed data

sets, in ours case to two-dimensional representations suitable for scatter plots. The se-
lected statistical tests S = {si} are applied to these transformed data sets and only
those scatter plots are generated for which the tests yield significant results.

Each statistical test si will select a subset of relevant visualisations X̃v from all possi-
ble visualisations X̃t. si : {X̃t} → {X̃v}where {X̃v} ⊂ {X̃t}. Only the visualisations
{X̃v} will be presented to the user.

Here we consider only visualisations leading to two- or three-dimensional scatter-
plot representations. In the simplest case, two or three attributes are plotted against
each other. This corresponds to axes-parallel projections. Special linear projections, for
instance onto the first two or three principal components can be considered or projec-
tions onto random planes or hyperplanes. But also nonlinear techniques like MDS or
nonlinear PCA can be included. The statistical tests include for example

– tests for independence (χ2-test),
– tests for conditional independence,
– tests for structures in data (Hopkins index),
– tests for (multidimensional) outliers and
– tests for goodness of fit for given distributions, for instance uniform or normal

distributions (two- or three-dimensional, depending on the chosen visualisation).

The set S of tests can be extended and the same applies to the transformation to generate
the scatterplots.



238 K. Tschumitschew and F. Klawonn

4 Statistical Hypothesis Testing

There are two advantages of using statistcial tests instead of arbitary measures of inter-
est. The p-value obtained from a test, i.e. the lowest error probability for rejecting the
null hypothesis, has a clear interpretation and different tests, even if they are designed
for different characteristics can be compared, which is not true for arbitrary indices.

One can simply rank the visualisations based on their assigned p-values, no matter
from which test the p-value comes. The user can the browse through the visualisation,
starting with those with lowest p-values. It is, of course, also possible to choose a p-
value or α-level in advance and to select only those visualisations that are considered
to be significant w.r.t. this level. In this case, the problem of multiple testing should be
taken into account, since not only one test for one visualisation is carried out, but many
tests simultaneously. Therefore, in order to set the p-value or α-level correctly, methods
like Bonferroni correction [17] or the further improved Bonferroni-Holm method [18]
should be applied.

5 Examples

In this section, we demonstrate how AVEDA can be applied. First we consider an arti-
ficial data set X = {x1, . . . , xn} ⊂ Rp. The data originate from a uniform distribution
over a chessboard-like structure within the m-dimensional unit hypercube, i.e. the unit
hypercube is divided into 2p subcubes and every other subcube does not contain any
data. This data set is interesting in so far that all scatterplots plotting all pairs of at-
tributes against each other will show no indication of any structure. Figure 2 shows the
original data set for p = 3. The corresponding scatterplots are illustrated in figure 3.

The following transformations were applied to this data set: parallel projections as
in figure 3, projection of the first two principal components and projections to random
planes that are not necessarily parallel to the coordinate axes. As statistical tests or
measures of interest, we applied the Hopkins index and the χ2-test for independency.

Fig. 2. Chessboard cube
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Fig. 3. Parallel projections for the chessboard cube

5.1 Test for Structures (Clusters) in Data

The Hopkins index [19] is a measure for the presence of structures in the form of
clusters in a data set. For a given data set X = {x1, . . . , xn} ⊂ Rp, the Hopkins index
is computed in the following way. First a set R = {r1, . . . , rm} ⊂ Rp of m points from
a uniform distribution over the convex hull of X and a set S = {s1, . . . , sm} ⊂ Rp

of m randomly chosen points from the data set X where (m $ n) are generated.
Then the distances dr1 , . . . , drm and ds1 , . . . , dsm defined by dri = minx∈X {d(x, ri)}
and dsi = minx∈X {d(x, si)} are computed. The Hopkins index is defined as h =∑m

i=1 dp
ri∑

m
i=1 dp

ri
+
∑

m
i=1 dp

si

. It compares the distances dri for the random points – considered as

random cluster centres – with the distances dsi for the randomly chosen points from the
data set. Under the null hypothesisH0 that there is no structure in the data, the two sets
of distances should have roughly the same distribution. In order to avoid random effects
by an inappropriate choice of the sets R and S, the Hopkins index is usually computed
for a number of random sets R and S and the average of these values is taken as the
overall Hopkins index. The interpretation of the Hopkins index 0 ≤ h ≤ 1 is as follows.

1. h ≈ 1 means that the distances dri are large in comparison to the distances dsi .
This is caused by regions of higher data density (clusters) where data points are
closer to each other than randomly chosen points in the convex hull of the data set.

2. h ≈ 0.5 occurs when the distances dsi are similat to the distances dri . This hap-
pens, when the random points in the convex hull of the data have roughly the same
distribution as the data points, indicating that there is no structure in the data set.

3. h ≈ 0 means that the distances dsi are large compared to the distances dri , in-
dicating a regular distribution of the data with approximately the same distances
between them (for instance on a grid) and not a uniform distribution of the data.

Therefore, the Hopkins index can help to discover whether there is a tendency for clus-
ters in the data (h% 0.5), the data follow more or less a random distribution (h ≈ 0.5)
or the data have a roughly regular underlying structure1 (h$ 0.5).

1 This grid effect can be caused by limited precision measurements. For precision of 0.1, the
data points lie automatically on the grid

(
1
10

Z
)× (

1
10

Z
)
.
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Fig. 4. Projections to pairs of principal components

Fig. 5. Projections to random planes

For the artificial data set from figure 2, the Hopkins index has been computed for
various projections. Only those visualisations are shown which a have Hopkins index
larger than 0.8. For the parallel projections in figure 3, the Hopkins was always smaller
than 0.8 and none of these visualisations would be shown to the user. Projections to pairs
of principal components were also computed as shown figure 4. All these projections
would be visualised, since their Hopkins index is larger than 0.8. Projections to random
planes can also lead to a Hopkins index larger than 0.8, leading to visualisations as they
are shown in figure 5.

5.2 χ2-Test

The χ2-test has various applications. The principal idea of the χ2-test is the comparison
of two distributions. One can check whether two samples come from the distribution, a
single sample follows a given distribution or also whether two samples are independent.
The null hypothesisH0 for the χ2-test claims that the data follow a certain (cumulative)
probability distribution F (x). The distribution of the null hypothesis is than compared
to the distribution of the data. The null hypothesis can for instance be a given distri-
bution, for instance a uniform or a normal distribution, and the χ2-test can give an
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Fig. 6. Real data from a wastewater treatment plant

indication, whether the data strongly deviate from this expected distribution. For an in-
dependence test for two variables, the joint distribution of the sample is compared to
the product of the marginal distributions. If these distributions differ significantly, this
is an indication that the variables might not be independent.

We have applied the χ2-test for independence to real world data set from a wastew-
ater treatment plant. Measurements for 59 attributes concerning chemical and physical
properties of the wastewater were collected over a period of three years. Even simple
projections to pairs of attributes would lead to

(59
2

)
= 1711 scatterplots. The χ2-test

for independence including correction for multiple testing reduced the visualisations
to a still high number of 445 significant correlations. The visualisations with the most
significant p-values are shown in figure 6. Of course, 445 visualisations would still be
a too high number of visualisations to be checked. The reason here is that there strong
interdependencies among the variables, many of them known, but not all of them. Such
information can be used to check only those visualisations where an unsuspected de-
pendence occurs.

6 Conclusions

In this paper, we have proposed a general architecture called AVEDA for selecting inter-
esting visualisations from a larger number of visualisations based on statistical tests and
measures. So far we have only considered diagrams in the form scatterplots induced by
transformations of the data. Future work will include other visualisation methods like
parallel coordinates as well. We will also introduce a framework that allows the user to
specify known structural and dependence information, so that visualisations showing
significant, but known patterns in the data are not selected as interesting. Another pos-
sible extension of AVEDA is to take labeled or classified data into account, prefering
visualisations that separate classes as it is proposed in [20] based on a nearest neighbour
classifier.

Acknowledgments. The authors would like to express their gratitude for the valuable
comments of two anonymous reviewers that helped to improve the paper significantly.
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Abstract. This paper proposes a method that quantifies the similarity between 
documents based on the level of relevance among terms in order to deliver a search 
that captures the meaning of documents. More specifically, this paper proposes a 
method that uses a concept-base to look for relevance among different terms and 
calculates the degree of association between documents using the Earth Mover's 
Distance. When the proposed methods were subjected to comparison tests with 
other methods using the NTCIR3-WEB, they achieved good results. 

Keywords: Document search, Concept-Base, Earth Mover's Distance, Degree of 
association. 

1   Introduction 

With the advance of computers and networks, the quantity of electronic documents and 
other forms of information is now becoming enormous. Under these circumstances, a 
method for strictly selecting and providing only critical portions of information is 
essential.  

This study proposes employing a search method that uses a concept base that  
defines the semantic features of the search terms [1] in order to create a search  
that captures the meaning within a document. Using a concept base allows a search that 
captures a term's meaning, which is unlike a search method that only uses a term's 
notation. In other words, it is a method that is able to quantify the semantic closeness of 
terms without being influenced by the notational variations of the terms the user enters 
to perform the search. Specifically, definitional relevance between terms is calculated 
as values from 0 to 1 by the concept base. What we are proposing is a method that 
identifies the degree of similarity between the search request and the search target 
based on that value by using the Earth Mover's Distance (EMD) [2], which is a distance 
scale that is drawing attention in fields such as image searching. 

As a related work, Vector Space Model [4] and Okapi BM25 [5], which employ 
notation, have been proposed. And a method that uses WordNet [6], a systematically 
organized dictionary, to define the distance between terms and EMD to define the degree 
of similarity between documents has been proposed [7]. This allows information searches 
that focus on the semantic relevance of terms.  
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2   Association Mechanisms 

To understand the contents of a document, we use Concept Base [1], which expresses 
the semantic characteristics of a word with a word and a weight, and also the method  
of calculating the degree of association, which numerically calculates the semantic  
relationship between words. 

2.1   Concept–Base 

A Concept is defined as the following equation. 

)},(,),,(),,{( 2211 mm wawawaA L=  

Where, A is named the concept label (a word), ai is called the attribute, and wi is called 
the weight. The Concept-Base is a set of concepts and is a knowledge base of ap-
proximately 120,000 concepts, and it is constructed from Japanese dictionaries and 
other information. Fig. 1 shows an example of the Concept-base.  

bird {(egg .2) (feather .1) (wing .3) (hunt .1)}

egg {(female .3) (animal .1) (oval .2) (bird .1)}

oval {(egg .2) (shape .3) (ellipse .1)} 

. 

. 

. 

 

 

Fig. 1. Example of the concept-base 

2.2   Degree of Association 

Each concept is defined as a set of attributes and each attribute is also a concept as 
described above. In this paper, a method to derive the degree of association between 
concepts using up to second order attributes is used. The value of the degree of asso-
ciation ranges from 0.0 to 1.0. 

The quantifying of the degree of association between terms using the concept base 
basically uses the deployment results of the term's meaning and expresses that as a 
number. Since that value will vary depending on up to what order of the attribute is to 
deploy to and what attributes are used, the problem becomes how to perform the calcu-
lation in response to the situation. For this reason, this study makes use of two different 
methods. The degree of match, which is employed up to the primary attribute of the 
concept base, is used to quantify the relevance between terms so that the similarity be-
tween documents can be found. The degree of association calculation, which is employed 
up to the secondary attribute of the concept base, is used to quantify the relevance of  
the terms in the automatic expansion method of the concept base. It has been reported that 
the method of using up to the secondary attribute is the most effective for quantifying the 
relevance between terms that use the concept base. If deployment takes place only up to 
the primary attribute, the quantification of relevance between weakly related concepts 
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cannot take place. Additionally, if deployment takes place up to the tertiary attribute, 
terms that are far removed from the concept can become attributes, causing a decrease in 
accuracy since they function as noise. The level of agreement that deploys only up to the 
primary attribute is used in this study to quantify the relevance between terms in order to 
determine the degree of similarity between the document and the concept. If we liken a 
document to a concept, then an index term becomes the primary attribute and the attribute 
of the index term becomes the secondary attribute. In other words, if attributes up to the 
secondary attribute of the index term are deployed, and if the document is considered a 
concept, that means attributes up to the tertiary attribute are deployed. This increases 
noise as terms that are far removed from the concept (document) end up being used for 
the calculation. 

Calculating the Degree of Match 
Let us assume that the primary attributes for any concepts A and B are ai and bj, re-
spectively, and that their corresponding weightings are ui and vj. The number of at-
tributes for concepts A and B shall be L attributes and M attributes (L ≤ M).  

A = {( ai, ui) | i = 1~L} 

B = {( bj, vj) | j = 1~M} 

In this situation, the degree of match for concepts A and B, Match(A,B), can be defined 
in the following equation.  

∑
=

=
ji ba

ji vuBAMatch ),min(),(  

Where, the total sum of the weightings of each concept must be normalized to 1. If there 
is an attribute that becomes ai = bj (concepts A and B have a common attribute), relative 
to attributes ai and bj of concepts A and B, the common portions of the weightings of the 
common attributes. This means that only the smallest portions of the weightings will 
effectively be considered to be in match, and their total shall be the degree of match. 

Calculating the Degree of Association 
To find the degree of association, the relevance between two concepts is calculated as a 
numeric value based on the value found by calculating the degree of match of the 
secondary attributes of the concepts. More specifically, of the two concepts to be cal-
culated, let the one with the smallest number of primary attributes be A (L ≤ M) and the 
primary attributes of concept A be the criteria.  

)},(),,(,),,{( 11 LLii uauauaA LL=  

After that, rearrange the primary attributes of concept B so that the product of the de-
gree of match, Match(ai, bxi), with each primary attribute of concept A is at a maximum.  

)},(,),,(,),,{( 11 xLxLxixixxx vbvbvbB LL=  

This will determine a correlating set for the primary attributes of concept A and the 
primary attributes of concept B. The primary attributes of concept B that exceed the 
correlation will be ignored. (There will be L attribute combinations at this time.) 
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However, if some of the primary attributes are in agreement, meaning that their concept 
notations are the same (ai=bj), they will be handled separately. This is because there are 
about 120,000 concept notations in the concept base and the matching of attributes is 
considered to be rare. As a result, by handling the matching attributes separately, they 
are valued more highly when they match. More specifically, the size of the corre-
sponding attribute weightings ui and vj will be aligned in the direction of the smallest 
weighting. When this takes place, the value of the attribute with the smallest weighting 
will be subtracted from the attribute with the largest weighting and once again be 
correlated to the other attributes. For example, if ai=bj and ui=vj+α , then the correla-
tion would be between (ai, vj) and (bj, vj), and (ai, α ) would once again be correlated to 
the other attributes. Let us assume the number of attribute combinations determined and 
correlated in this manner is T. The degree of association between concepts A and B in 
this case, DoA(A,B), is defined in equation below.  

∑
=

×+×=
T

i
xiixiixiixii vuvuvubaMatchBADoA

1

}2/)),max(/),(min()(),({),(  

The value of the degree of association expresses the strength of the relevance between 
concepts as a continuous value between 0 and 1. The closer the value is to 1, the 
stronger the relevance.  

3   Degree of Association between Documents Using EMD 

When seeking the degree of similarity between a search request document and a search 
target document, no matter how accurately the relevance between terms can be defined, 
if the calculation cannot take place based on the values, it will be impossible to find the 
precise degree of similarity between the documents. A variety of methods can be used 
for the calculation. For instance, one method would be to perform the calculation by 
correlating the terms in order beginning from the highest degree of relevance between 
the terms. A method that involves a one-to-one correlation can only correlate to the 
smallest number of terms between the search request and the search target. For exam-
ple, if the search request has three terms and the search target has 100 terms, 97 of the 
search target terms will not be subjected to calculation. Furthermore, it is believed that 
when performing the actual search, users will not enter many terms in the search  
request, so the assumption is that there will be a large difference in the number of terms 
in the search request and search target. Therefore, it is necessary to consider the im-
portance of terms in the text and the relevance between them and to be flexible in 
handling M relative to N. 

For this reason, the EMD [2], which has been drawing attention in the field of similar 
imagery searching, has been employed in this study as a method that calculates the degree 
of similarity between documents. The EMD is an algorithm that seeks the optimal solu-
tion for transportation costs in a transportation problem. As a result, if the weighting 
between the demand point and the supply point and the distance between these points are 
defined, it can be used to solve any type of problem. By employing the EMD and taking 
the weighting of terms and the relevance between terms into consideration, correlation 
can be flexible and the degree of similarity between sentences can be found. 
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3.1   What Is the EMD? 

The EMD is a distance scale that calculates by means of the Hitchcock transportation 
problem, which is one type of linear programming problem. Given two discrete dis-
tributions, it is defined as the minimum cost of converting one distribution to the other 
distribution. The transportation problem is the problem of solving transportation from 
the supply point to the demand point in order to satisfy the demand at the demand point 
at minimum cost. 

When seeking the EMD, the two distributions are expressed as sets that have been 
assigned element weightings. If one of the distributions P is expressed as a set, the 
expression becomes, P = {(p1, wp1 ), . . . , (pm, wpm)}. Distribution P is currently ex-
pressed as having m number of characteristics. pi represents the characteristics, while 
wpi represents the weighting of the characteristics. In like manner, if the other distri-
bution Q is expressed as a set, the expression becomes, Q = {(q1, wq1 ), . . . , (qn, wqn )}. 
As for the EMD calculation, even if the number of characteristics for both distributions 
differs, it has a characteristic that allows the calculation to take place. Let us assume 
that the distance between pi and qj is dij and the distance between all features is D = [ dij 
]. If we assume the amount of transportation from pi to qj to be fij, the total amount of 
transportation becomes F = [fij]. Here, we will find the amount of transportation  
F, which creates the minimum cost function shown in the following equation, and 
calculate the EMD.  
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In this case, we know that the amount of transportation in equation 1 is positive and we 
also know that transportation goes one way, from pi to qj. Equation 2 indicates that 
transportation cannot take place above the weighting of the transportation source pi. 
Equation 3 indicates that acceptance cannot take place above the weighting of the 
transportation destination qj. Finally, equation 4 indicates the upper limit of the total 
amount of transportation and is limited by the smaller of the sum total of either the 
transportation destination or transportation source. The EMD between distributions P 
and Q can be found as indicated below by using the optimal total amount of transpor-
tation F found under the limitations indicated above. 
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The reason the optimal cost function WORK(P, Q,F) is used as is here as the EMD is that the 
cost function depends on the sum total of the weighting of either the transportation source or 
the transportation destination. So, that influence will be eliminated by normalization. 

Search task 
Relevance value

Search target 

「東京」(Tokyo)     (1.5) 

「梅」(Ume (kanji))  (3.0) 

東京の梅が見たい． 

「八王子」(Hachioji)      (1.5) 

「うめ」(Ume (hiragana))  (2.0) 

「祭り」Matsuri          (1.2) 

八王子でうめ祭りが行われる．

0.7 

0.1 

0.9 

Transport cost 

“Tokyo” to “Hachioji” :      (1-0.7) × 1.5 = 0.45 

“Ume(kanji)” to “Ume(hiragana)” : (1-0.9) × 2.0 = 0.2 

“Ume(kanji)” to “Matsuri” :      (1-0.1) × 1.0 = 0.9 

EMD = (0.45 + 0.2 + 0.9) / 4.5 = 0.344 
 

Fig. 2. Examples of Applying EMD to Document Search 

3.2   Applying EMD to Document Search 

Figure 2 shows examples of applying EMD to document search. To apply EMD to 
document search, the demand point and supply point, demand volume and supply 
volume, and the distance between each demand point and supply point must be defined. 
For the demand point, the index term for the search task is assigned, while for the 
supply point, the index term for the search result is assigned. The demand volume and 
supply volume each use the tf-idf weighting, which concerns index terms. The distance 
between the demand point and supply point can be considered to be the relevance 
between index terms and, thus, can be found in the proposed methodology by a degree 
of association that uses the concept base. Since the value of the degree of association 
will be larger as the relevance increases, it will be converted into a value in which the 
degree of association value will be subtracted from 1. The calculation of EMD is lo-
cated at the bottom of Figure 2. The reason that the amount of transportation between 
"ume" and "matsuri" is 1 is because a weighting of 2 was transported from "ume 
(kanji)" to "ume (hiragana)" and the excess weighting of "ume (kanji)," 1, was trans-
ported to "matsuri. " The weighting is transported in this manner to terms with a high 
degree of relevance and the transportation will take place until the supply volume 
disappears or the demand volume is satisfied. In this way, a flexible M versus N that 
considers relevance and weighting between index terms is possible. As a characteristic 
of the EMD, if the value of the distance between index terms is from 0 to 1, then EMD 
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also becomes a value from 0 to 1. Additionally, if there is similarity between  
documents, the value falls, and if there is a lack of similarity, the value rises. Thus, 
document retrieval is realized by presenting documents to the user in sequence begin-
ning with documents with low values. 

4   Experiment and Evaluation 

In order to verify the validity of the proposed method, which focuses on the relevance 
between terms, we used the information search test collection NTCIR3-WEB [3]  
to make a comparison with another method that employs notation. As a means of 
comparison, we employed vector space model [4] and Okapi BM25 [5]. 

4.1   Evaluation Method 

At this stage, we conducted the evaluation test by using 41 search tasks and 10,000 
documents, including matching documents and randomly selected documents. In ad-
dition, a matching document list was used and, for each search result of each document, 
there were four levels of matching: H (high level match), A (match), B (partial match), 
and C (no match). The evaluation took place as described below. 

Level 1: H and A match.  
Level 2: H and A and B match.  

For each search task, we sought a score for all 10,000 search targets and rearranged 
them in the order of the score. We then referenced the matching document list, checked 
the sequence of the matching documents and made an evaluation. 

4.2   Evaluation Indicator 

As an evaluation indicator, for each search result, we used the average precision (AP), 
mean average precision (MAP), and a recall rate-accuracy graph. The AP for the search 
task was defined as shown in equation 6 below. Initially, we assume the variable zi to 
indicate that a document in sequence position i is a match and give it a 1, and if not, give 
it a 0. S is the sum total of the matching documents, while n is the number of documents 
output.  
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The mean of the average precision (MAP) is an average of the average accuracy for all 
of the search results and is found as indicated in equation 7. Specifically, if the search 
result is K cases and we notate the average precision of the system as APh, we get (h = 1, 
. . . ,K), and the average of this is equivalent to the MAP, as shown in the following 
equation.  
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4.3   Evaluation Results 

Table 1 shows the mean of the average precision (MAP). It shows that at Level 1 the 
accuracy of the proposed method is 20.2% better than the vector space model, 20.0% 
better than Okapi BM25. At Level 2, the accuracy of the proposed method is 8.0% 
better than the vector space model, 12.4% better than Okapi BM25. 

Table 1. MAP (Mean Average Precision) 

Method MAP(Level 1) MAP(Level 2) 
VSM 0.4305 0.5793 

Okapi BM25 0.4311 0.5569 
Proposed method 0.5173 0.6259 

5   Conclusions 

This paper proposes a method of calculating the degree of association between docu-
ments by defining the relevance between index terms through a concept base and 
finding the similarity between documents using the EMD. The effectiveness of this 
method has been verified through the use of NTCIR3-WEB, the Web search evaluation 
test collection. Compared to other methods that rely on notation, the results have  
been good and the effectiveness of this method, which focuses on the relevance  
between terms, has been confirmed.  
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Abstract. Mining high utility itemsets (HUIs) has been developing in recent 
years. However, the methods of mining from distributed databases have not 
mentioned yet. In this paper, we present a parallel method for mining HUIs in 
vertically partitioned distributed databases. We use WIT-tree structure to store 
local database on each site for parallel mining HUIs. The item ith in each  
SlaverSite is only sent to MasterSite if its Transaction-Weighted Utilization 
(TWU) satisfies minutility (minutil), and MasterSite only mines HUIs which 
exist at least on 2 sites. Besides, the parallel performance is also interesting  
because it reduces the waiting time of attended sites. Thus, the mining time is 
reduced more significant than that in mining from centralized database.  

Keywords: Centralized database, high utility itemset, parallel, vertically  
partitioned distributed databases, WIT-tree. 

1   Introduction 

Mining high utility itemsets is the general form of frequent itemsets (FIs) mining [1]. 
It finds the itemsets which has high utility value from database. However, it is not like 
FIs mining, HUI does not satisfy the Apriori property. That is, the subset of a HUI is 
not likely a HUI. Therefore, we can not use fully algorithms of FIs for mining HUIs. 

In 2004, H. Yao, H. J. Hamilton [14] proposed the model of mining HUIs. They 
proposed the UMining and the UMining_H (UMining with heuristic) algorithms to 
find HUIs [15]. Recently, some algorithms which based on TWU have been devel-
oped [3, 4, 6, 7]. The Two-Phase algorithm was firstly proposed by Y. Liu et al [7]. 
After that, some efficient algorithms were proposed [3, 4], they based on the methods 
which do not generate candidates. In [6], authors proposed WIT-tree, a new data 
structure, and an efficient algorithm for mining HUIs. 

Although there are many algorithms for mining HUIs, but there is not any parallel 
method in distributed databases. 

In this paper, we propose the parallel method for mining HUIs from vertically  
partitioned distributed databases. The main contributions of this paper are as follows: 
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 We define problem for mining HUIs from vertically partitioned distributed 
databases. 

 We propose the parallel method for mining HUIs that scans local databases one 
time and need not integrate the databases in all sites together. It mines HUIs in 
local databases at SlaverSites, and MasterSite mines HUIs which are contained in 
at least two sites only. Each item in SlaverSite is only sent to MasterSite if its twu 
satisfies minutil. Therefore, we save a lot of time in communication between 
MasterSite and SlaverSites. 

2   Related Works 

In recent years, many HUIs algorithms have been proposed [3, 4, 6, 7, 14, 15, 16, 17]. 
The usefulness of an itemset is characterized as a utility constraint. That is, an itemset 
is interesting to the user if its utility only satisfies minutil. The usefulness of an item-
set is computed by objective and subjective values of items. The objective value of an 
item, denoted xpq, is the value of an attribute associated with an item ip in a transaction 
tq. The subjective value of an item, denoted yp, is a real number assigned by the user 
such that for any two items ip and iq, yp is greater than yq if the user prefers item ip to 
item iq. The utility based itemset mining problem discovers the set of all high utility 
itemsets, i.e., HUIs = {S | S I⊆ , u(S) ≥  minutil}. 
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where ppqppq yxyxf ⋅=),( , and TS is the set of transactions that contains itemset S. 

2.1   Estimated Utility Value Method 

H. Yao, H. J. Hamilton [14] reduced search space by pruning candidates based on 
estimated utility value. Based on the utility upper bound b(Sk), H. Yao, H. J. Hamilton 
proposed UMining [15] algorithm for mining all high utility itemsets. 

2.2   Transaction-Weighted Utilization Value Method 

Y. Liu et al [7] reduced search space by pruning candidates based on twu values. The 
utility of an itemsets S is always less than or equals the twu value of S, 
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the twu values satisfy the Apriori property [1]. 
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A. Erwin et al [3, 4] proposed the efficient algorithms using the pattern growth ap-
proach. They have developed a new compact data representation named Compressed 
Utility Pattern tree (CUP-tree) which extends the CFP-tree [12] for mining HUIs, 
and a new algorithm named CTU-PRO for mining HUIs. The concept of TWU is used 
for pruning the search space in CTU-PRO, but it must re-scan the database to deter-
mine the actual utility of high twu itemsets. The algorithm creates a CUP-Tree named 
GlobalCUP-Tree from the transactions database after the first time of identifying the 
individual high twu items. For each high twu item, a smaller projection-tree called 
LocalCUP-Tree is extracted from the GlobalCUP-tree for mining all HUIs beginning 
with that item as prefix. 

B. Le et al [6] proposed WIT-tree data structure and the algorithm for mining 
HUIs (TWU-Mining algorithm). We recognize that it is suitable for parallel mining 
HUIs in vertically partitioned distributed databases because TWU-Mining is verti-
cal-based method (database is tranformed into vertical format) and scans database 
one time. 

2.2.1   WIT-Tree Data Structure 
a) Vertex: Includes 3 fields 
{X: an itemset; Tidset(X): the set of transaction IDs contains X; And twu: The sum of 
transaction-weighted utility of X.}. A  vertex is denoted

)(
)(

Xtwu

XTidsetX × . 

The twu value of X is computed by summing all twu values of transactions which 
their tids are contained in Tidset. Thus, the computing of twu(X) and of u(X) will be 
done quickly by using Tidset. 

b) Arc: Connecting the vertex at kth level (called X) with the vertex at (k+1)th (called 

Y) in which X 
kθ≡ Y (X and Y have the same k-prefix) [18]. 

Example: Consider the following database 

Table 1. Objective values table Table 2. Subjective values table 
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We have WIT-tree as in Figure 1: 

 

Fig. 1. Search tree using WIT-tree 

2.2.2   TWU-Mining Algorithm 
The TWU-Mining algorithm based on WIT-tree to mine HUIs. More details, we can 
see in [6]. 

 

Fig. 2. TWU-Mining algorithm 
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2.3   Distributed Data Mining 

There are many methods for mining in distributed databases such as: association rules 
[2, 10, 13, 19], classification [8, 9]. In [11], M. Serazi et al proposed an API that is 
transparent distributed vertical database. However, it can use for distributed data-
bases, but can not be suitable for mining HUIs. 

According to our knowledge, the parallel method for mining HUIs from distributed 
databases has not been proposed. 

3   Parallel Method for Mining HUIs 

3.1   Problem 

A supermarket sold n items I = {i1, i2, …in}, because of the specialization necessary, 
the supermarket needs to store information of customers in k computers (k sites), i.e., 
each site stores information of items (set of products). We can formularize as follows: 

Database D is divided into k sites {D1, D2, …, Dk}, where Dj contains the set of 

items Ij = {
vjjj iii ,...,,

21
}( v is number of items in sites Dj), the transactions in Dj only 

contain the item that is in Ij. Assume that Ii ∩ Ij=∅, ∀i≠j and U
k

j
jI

1=

 = I.  When each 

transaction is created, the new transaction ID, the items which are bought and the 
number of items are updated in the corresponding sites. Therefore, it is not being the 
centralized database, and makes the supermarket be easy to manage and to be not 
overloaded in case of huge amount of data. 

The problem is how to mine HUIs from databases of many sites which do not inte-
grate them together (database is very huge in centralized)? 

Example:  Consider the database given in Table 1, assume that it is distributed to 2 
sites as follows: 

 
Site 1:    Table 3. Objective values table Table 4. Subjective values table 
 

A B C
T1 0 0 16
T2 0 12 0
T3 2 0 1
T4 1 0 0
T5 0 0 4
T6 1 2 0
T7 0 20 0
T8 3 0 25
T9 1 2 0
T10 0 12 2  

Item Benefit 
A 3
B 5
C 1  

 
 



256 B. Vo et al. 

Site 2: Table 5. Objective values table Table 6. Subjective values table 
 

D E
T1 0 1
T2 2 1
T3 0 1
T4 2 1
T5 0 2
T7 2 1
T8 6 1
T10 0 2  

Item Benefit 

D 3
E 5  

Table 1 is distributed into Table 3 and Table 5. Table 4 and Table 6 are subjective 
values that are corresponding to Table 3 and Table 5. 

3.2   DTWU-Mining 

Because the local HUIs are mined and sent to MasterSite from all SlaverSites, Mas-
terSite only mines HUIs that its itemset appears at least in two SlaverSites. Therefore, 
we need to expand TWU-Mining for this purpose. When SlaverSites send information 
to MasterSite, we add the 4th field which is the group that indicates what SlaverSite 
contains that item. While we join 2 vertexes at level 1, we only check whether they 
are the same group or not. From the level 2, DTWU-Mining is the same as TWU-
Mining (see fig. 3). 

 

Fig. 3. WIT-tree for DTWU-Mining with minutil = 130 
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Because {B, C}, {D, E} are the same group so they can not join together. 
The pairs {B,D}, {B, E}, {C, D}, {C, E} belong to 2 different groups so they can 

join together and become BD, BE, CD, CE. However, because of twu(CD) < minutil, 
CD is not generated in WIT-tree. 

3.3   Parallel Algorithm 

 

Fig. 4. General model for parallel mining HUIs from vertically partitioned distributed  
databases 

MasterSite: First of all, MasterSite broadcast the request to all SlaverSites (name of 
databases and minutil) and waits local TWU from all SlaverSites (line 2). When Mas-
terSite receives enough TWU from all SlaverSites, it computes and sends global 
TWU to SlaverSites (line 3-4). After that, it will call DTWU-Mining when it receives 
item which its twu satisfies minutil (line 5).  

SlaverSite: When the SlaverSite connects to the MasterSite, it will receive the neces-
sary information from  the  MasterSite. After loading local database (line 7), the Slav-
erSite computes the local TWU and sends to MasterSite (line 8). After that, it com-
putes the necessary information to send to MaterSite (line 9) and waits global TWU 
from MasterSite (line 10). When it receives TWU from MasterSite, it will send in-
formation of the item which its twu satisfies minutil to MasterSite and mine local 
HUIs (line 11). Finally, it sends local HUIs to MasterSite (line 12). 

Table 7, 8, 9, 10 illustrate the computing results in SlaverSites and information that 
collect from MasterSite for the mining process (with minutil = 130). 
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SlaverSite1: Table 7. Tidset, Benefit of items in SlaverSite1 Table 8. Local TWU of 
SlaverSite1 

 

B Tidset 2 6 7 9 10
Benefit 60 10 100 10 60

C Tidset 1 3 5 8 10
Benefit 16 1 4 25 2  

TID Local TWU
T1 16
T2 60
T3 7
T4 3
T5 4
T6 13
T7 100
T8 34
T9 13
T10 62  

 
SlaverSite1 does not send information of item A to MasterSite because its twu value 
does not satisfy minutil. It helps the algorithm saving time for communication be-
tween SlaverSites and MasterSite, and saves memory in MasterSite. 

 
SlaverSite2: Table 9. Tidset, Benefit of items in SlaverSite2 Table 10. Local TWU of 

SlaverSite2 
 

D Tidset 2 4 7 8
Benefit 6 6 6 18

E Tidset 1 2 3 4 5 7 8 10
Benefit 5 5 5 5 10 5 5 10

TID Local TWU

T1 5
T2 11
T3 5
T4 11
T5 10
T7 11
T8 23
T10 10

 

 
SlaverSite1 and SlaverSite2 send their local TWU to MasterSite, and MasterSite 
computes global TWU by adding all twu values which are the same tid.  

Then, MasterSite sends global twu values to all SlaverSites and receives informa-
tion from SlaverSites as in Table 7 and Table 9. When MasterSite receives enough 
information, the DTWU-Mining algorithm will be called. 

4   Experiments 

Algorithm was coded by C# 2005. Configuration of PC using for experiments evalu-
ating includes CPU Intel 2.0 GHz Centrino, RAM 1 GB, Windows XP. Experimental 
databases have features such as follow: 
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Table 11. Experimental databases 

Database #Trans #Items Remark
BMS-POS 515597 1656 Modified
Retails 88162 16469 Modified

 

We modified by adding one more column contains values (random from 1 to 10) 
for each item corresponding to each transaction, and create one more table to store 
benefit values of items (value from 1 to 10). Each database is distributed into 5 Sites. 

Because TWU-Mining [6] is often faster than algorithms based on utility upper bound 
[15, 16] and Two-Phase [7], we only compare proposed algorithm with TWU-Mining. 

Table 12. Experimental results 

databases minutil (%) TWU-Mining (s) Proposed alg. (s) #HUIs

BMS-POS

5 27.59 18.54 4
4 39.05 23.60 6
3 55.67 31.09 7
2 95.56 49.42 22

Retails

0.8 11.31 7.36 29
0.6 23.23 12.68 45
0.4 57.69 28.96 64
0.2 178.19 89.25 239

 

Table 12 shows that the mining time of parallel algorithm is less than that of TWU-
Mining on centralized database [6].  

5   Conclusion and Future Works 

This paper has proposed the parallel method for mining HUIs from vertically partitioned 
distributed databases, and the efficient algorithm is also proposed. As above mentioned, 
the mining algorithm in distributed databases is more efficient than that in centralized 
database [6]. By WIT-tree technique, the algorithm only scans local databases one time 
and only item that its twu satisfies minutil must be sent to MasterSite. Therefore, it 
spends a little time for communication between MasterSite and SlaverSites. 

In the future, we are also interesting in developing of HUIs applications such as 
mining association rules from HUIs. 

In this paper, we only study the method for mining HUIs from vertically parti-
tioned distributed databases. An efficient algorithm for mining HUIs in horizontally 
partitioned distributed databases will be discussed in the future. Besides, grid comput-
ing for mining HUIs in distributed databases will be discussed. 
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Abstract. With the increase in the amount and complexity of information, data 
warehouse performance has become a constant issue, especially for decision 
support systems. As decisional experts are faced with the management of more 
complex data warehouses, a need for autonomic management capabilities is 
shown to help them in their work. Implementing autonomic managers over 
knowledge bases to manage them is a solution that we find more and more used 
in business intelligence environments. What we propose, as decisional system 
experts, is an autonomic system for analyzing and improving data warehouse 
cache memory allocations in a client environment. The system formalizes as-
pects of the knowledge involved in the process of decision making (from sys-
tem hardware specifications to practices describing cache allocation) into the 
same knowledge base in the form of ontologies, analyzes the current perform-
ance level (such as query average response time values) and proposes new 
cache allocation values so that better performance is obtained. 

Keywords: Business Intelligence, Decision Support Systems, Autonomic  
Computing, Data Warehouse, Ontology, Cache, Business Rule. 

1   Introduction 

As the 21st century is well on its way, in a civilized and modern world, we realize that 
the most important asset needed in order to keep the pace with this new rhythm is 
knowledge. Knowledge is the source of power and truly the new edge of the power 
shift [4]. As technology comes greatly to our help, we find it normal to research, dis-
cover and improve ways of gathering, processing and using all information available. 
Our purpose is to develop a system aimed at helping enterprises analyze and improve 
their decision making process by providing a unified representation of certain aspects 
involving the knowledge available for this process (from software support documents 
to human expert experience) and an autonomic system that makes use of this knowl-
edge and acts upon it. Simpler and often referred to as DSSs, Decision Support Sys-
tems are defined as computerized systems whose main goal is to analyze a series of 
facts and give various propositions for actions regarding the facts involved [12]. This 
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is why the process of decision making, based on such systems and the elements in-
volved, is known as business intelligence (BI) process.   

The applicative area of this paper is cache memory allocation for the Oracle Hype-
rion Essbase BI1 cubes. This is a common configuration problem that BI experts are 
faced with. The cubes represent the data warehouse whose performances are to be 
improved. The system we propose makes use of knowledge based on system informa-
tion (from architecture to cube cache parameters) and on sets of rules representing 
constraints and advice for the cache allocations (taken from the Essbase documents 
and from our human experts). The purpose is to provide two main functionalities. 
First, to compute a system’s degree of improvement based on cache allocations and 
performance indicators. Second, to propose an improved cache configuration, that 
gives (if possible) the optimal performances. Two main aspects have been taken into 
consideration along with this approach. 

The first aspect is knowledge representation. The knowledge regroups several 
sources: describing software and hardware architectures, system performance meas-
urement, system analysis and improvement practices (described as sets of ECA (event 
condition action) rules [11]). Knowledge representation describes how this informa-
tion is unified into knowledge bases. If for the system architecture, models are being 
developed and even adopted as w3c standards2, then for the data representation of 
system report performances and the rules of system analysis, we are obliged to turn to 
specific representations (using ontologies [16] and ontology based rules). 

Second, the improvement process itself, meaning having a fast response (from the 
moment a demand for improvement is made) and having a good (if not the best) re-
sponse for any type of decision request (in our case a new cache allocation). In order 
to achieve this, IBM has proposed a solution to help automate various processes. The 
solution is called Autonomic Computing [6], [11] and its applications extend way 
beyond the business intelligence sector. We propose the usage of autonomic comput-
ing with the cache allocation improvement process.  

Section 2 gives an insight of how we manage the knowledge in our system in order 
to drive the data warehouse. First we present how the knowledge base is organized for 
managing data warehouses and then how autonomic computing is used in the decision 
making process. Section 3 focuses on the description of our model and how this ap-
proach is used to perform analysis and improvement. A schema of a DSS together 
with the description of the data warehouses and an example of associated rules are 
presented. Section 4 provides a view of the experimentation and the results obtained. 
Finally, we sum up the work presented and take a glance at the future directions. 

2   Data Warehouse Management 

2.1   Knowledge Management  

In brief, Knowledge Management is the process through which organizations generate 
value from their intellectual and knowledge-based assets, disseminating this knowledge 
                                                           
1  http://download.oracle.com/docs/cd/E10530_01/doc/epm.931/html_esb_dbag/frameset.htm? 

dstcache.htm 
2  http://www.w3.org/TR/2008/CR-sml-20081125/ 
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and sharing it in an effort to get competitive advantage [7]. Data warehouse (DW) man-
agement is a key element in the decision making process. A data warehouse is a reposi-
tory of an organization's electronically stored data and is designed to facilitate reporting 
and analysis [20]. Managing a data warehouse includes the process of analyzing, ex-
tracting, transforming and loading data and metadata. Our interest in knowledge man-
agement comes from the types of data involved in the decision making process.  

The knowledge management into our work is based on system analysis and func-
tioning. These refer to a complex set of rules that describes the functioning and non 
trivial interdependencies between the elements of the system. The main objective is to 
describe the rules for the analysis and improvement processes. Representing data 
under the form of rules [14] gives a completely different approach to knowledge man-
agement. Practically, we create a business rule knowledge base that serves for the 
process of analysis and improvement. This process is supported both by the human 
expert and by the autonomic system. We propose to divide these rules into two main 
components: constraints and advice. 

Advice represents business rules (BR) and best practices for the DSS giving the 
measure of a system improvement level in these terms. This means how ‘close’ a 
configuration is to satisfy sets of advice and therefore is able to generate an advice 
scoring. This scoring is built upon a point allocation system that grades the level of 
implementation of an advice set which we call a BR improvement points system, and 
which we describe in Section 3. 

Constraints represent limitations imposed (i.e. the index cache cannot be under 1 
Mb) and a violation of such constraints leads to an error in the system analysis.   

To the division above, an entire set of rules is added, (from initial fact deduction to 
planning and action rules). These sets of rules are considered as state specific rules 
and are modeled for each state of the autonomic computing manager (presented in the 
next section).  

2.2   Autonomic Computing in Data Warehouse Management 

Most of the IT organizations spend a lot of time reacting to problems that occur at the 
IT infrastructure component level. This prevents them from focusing on monitoring 
their systems and from being able to predict and prevent problems before end users 
are impacted [5]. Autonomic computing (AC) is the ability for an IT infrastructure to 
adapt and change in accordance with business policies and objectives. Quite simply, it 
is about freeing IT professionals to focus on higher–value tasks by making technology 
work smarter, with business rules guiding systems to be self-configuring, self-healing, 
self-optimizing and self-protecting [6]. This subject is of great interest to enterprises 
and has already been put into practice for improving database performance by IBM 
[19], [15] and Microsoft [2]. There is great interest of development into applications 
of autonomic computing on managing data warehouses, as experts can no longer face 
the quantity of information available. 

IBM specifications link autonomic computing with the notion of autonomic man-
ager as the entity that coordinates the activity of the autonomic process. Four separate 
phases are distinguished for the manager: monitoring, analyzing, planning and execut-
ing [6], [10]. We propose an implementation of the autonomic manager connected to 
our knowledge base and based on the data warehouse performance. As it is rule based 
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knowledge, we differentiate the sets of rules for each of these phases. The illustration 
of this process is shown in Section 3. Similar alternatives to autonomic computing 
were made in real BI [18] but the idea is the same: to be able to analyze and improve 
(in our case) a given system through a closed loop that differentiates a series of states.   

The loop formed by the four states mentioned is regularly run. By regularly we 
mean once per night during batch operations, when statistics on the data warehouse 
usage for that day are gathered. Each loop, according to the new query times, modi-
fies the values of the caches, and this is repeated until the desired times are achieved. 
This process is based on both the feedback from the previous response times and on 
the sets of advice mentioned earlier. Consequently, what our solution proposes is to 
include business rule in the loop so that the modifications to the cache values are 
more substantial and relevant, and thus the time needed to reach the desired perform-
ance level is greatly reduced.  

3   Knowledge Base  

We have seen the information we need to formalize and we have found the ontology 
[16] as a model of knowledge representation. The ontology representation suits our 
needs as it provides the solution for two main problems: knowledge unification and 
knowledge interchange. Works in this area have already been done by [9] and we 
found this model fully applicable to our system as it covers both knowledge formal-
ization and rule usage. We propose a division of the knowledge aspect into two main 
categories: static and dynamic. 

3.1   Static Knowledge Base 

The static aspect of knowledge contains all the knowledge representation under the 
form of ontology concepts: classes, individuals and the properties linking them. Our 
implementation uses OWL 3 as ontology description language and Protégé 44 as soft-
ware support for ontology manipulation. The ontology contains over 150 concepts 
and over 250 axioms. We propose two main data types for the static knowledge base: 

System information and architecture refers to all data concerning the software and 
hardware specifications of the DSS system (i.e. the quantity of RAM memory in-
stalled on a server). This subject has been approached [1] and detailed by a certain 
number of editors [13]. Fig. 1 shows how we model the DSS architecture hierarchi-
cally, with the use of a UML5 diagram. Several entities are distinguished, starting 
from the top of the hierarchical tree (the DSS) and, at each level one or more sub-
components can be identified with the specific parameters. 

System report and performance contains aspects regarding the DSS, in particular 
the data warehouse, parameters and performance indicators. There are many indica-
tors to take into consideration: memory cache values, query response times, report 
editing times, aggregation operation times, etc. This paper considers three types of the  
 

                                                           
3 http://www.w3.org/2007/OWL/wiki/OWL_Working_Group 
4 http://protege.stanford.edu/download/registered.html 
5 http://www.uml.org/ 
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Fig. 1. DSS hierarchical architecture 

Essbase cube cache: Index Cache, Data File Cache and Data Cache and the query 
response time as performance indicator. The implication is that by a good configura-
tion of these three caches according to a given situation (i.e. at night some bases are 
not used, some cache allocations are useless, etc.) we gain substantial processing 
time. Although the problematic of performance improvement in data warehouses 
throughout caches is debated [17], [3] the issue is always addressed either through the 
physical design or the design of algorithms to determine which information is likely 
to be stored in cache memories. Cache allocation improvement is an important aspect 
of data warehouse tuning and there are little or no works on cache improvement in the 
context of data warehouses.  

3.2   Dynamic Knowledge Base 

The dynamic aspect is the challenge in our work and provides the main innovating 
approaches. It formalizes the functioning system and the analysis aspect of data ware-
house management presented in 2.1. It contains all the rules that are part of the AC 
loop and all the rules that determine property interdependence and individual infer-
ence in the ontology. For reasons of simplicity and efficiency we have chosen to use 
Jena Rules via the Jena Java API6 for ontology development. The rules are divided 
according to their area of activity in conformity with the AC loop phases. 

For the business rule illustration, we give below an example of an analysis business 
rule that informally states: The closer the Index Cache value is to the Index File Size 
for a base, the better. We formalize this rule and obtain a discrete point allocation for 
the different proportions: 

[rule1: (?base rdf:type cp:c_Base)  (?base cp:dp_hasIndexFileSize ?ifs)  (?base 
cp:dp_hasIndexCache ?ic) quotient(?ic, ?ifs, ?rap) ge(?rap, "0.95"^^xsd:double) 
 -> (?base cp:dp_hasPoints_Advice_IndexCacheAllocation "1000"^^xsd:int)] 

[rule2: (?base rdf:type cp:c_Base)  (?base cp:dp_hasIndexFileSize ?ifs) (?base 
cp:dp_hasIndexCache ?ic) quotient(?ic, ?ifs, ?rap) lessThan(?rap, "0.95"^^xsd:double) 
ge(?rap, "0.85"^^xsd:double)  
 -> (?base cp:dp_hasPoints_Advice_IndexCacheAllocation "900"^^xsd:int)] … 

                                                           
6 http://jena.sourceforge.net/inference/#rules 
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The formalization process of business rules such as this one a very important aspect, 
and always requires an expert hand. By applying all the analysis rules we obtain an 
overall scoring and we can calculate a performance level of all the data warehouses 
from the point of view of business rules.  

For the autonomic computing rule illustration we propose a simple example of the 
passage through the 4 states of the autonomic manager. We show the index cache is 
modified in a cycle. 

Monitor: retrieval of the response time and the current cache values for a DW. These 
are stored in the knowledge base via the java program. 

Analyse: we compare the average response time of the DW with its desired response 
time. If it is greater, the caches must be increased:  

(?base cp:dp_hasAvgResponseTime ?avgt) (?base cp:dp_hasDesiredResponseTime ?dt) 
ge(?avgt, ?dt) ->  (?base cp:hasState cp:IncreaseCache) 

Plan: we try to see if the increased cache state can be applied for the index cache. If 
the new cache value (increased with 10% of its current value) is not greater than the 
allocated memory, then plan the change to the index cache:  

(?base cp:hasState cp:IncreaseCache) (?base cp:dp_hasIndexCache ?ic) (?base 
cp:dp_hasAllocatedMemory ?am) product(?ic, ‘1.1’^^xsd;double, ?newic) le(?newic, ?am) -> 
(?base cpdp_:dp_hasIndexCache ?newic) 

Execute: Execute a modification script with the new proposed value of the index 
cache. This is done via the java program. 

4   Experimentation and Results 

For our experiments we have considered a test suite that simulates a real environment 
with the associated parameters. On an existing server we have chosen an Essbase 
cube as the data warehouse whose performances were improved.  For the pertinence 
of the tests, the cube was created starting from the “Sample” base provided by Ess-
base. The cube contains in average 11 principal axes and 27 level 2 axes and the data 
file has an average size of 300MB.   

With the respective cube we carried out several tests corresponding to several con-
figurations. We had to simulate the night/day loop passage faster so we made a series 
of 5 queries (from very fast to very slow as time of response) and applied them to 
each configurations. This process was iterated 10 times therefore simulating a 
day/night cycle. At the end of each cycle we fetch the average response times for each 
of the bases and pass through the autonomic computing loop so that we could opti-
mize the cache allocation where it was necessary. The evolution of cache allocation 
with the response times can be observed in Fig. 2. We can see the difference between 
the minimum cache allocations in configuration C1 which is almost 6 times slower 
than the maximum possible allocation in configuration C6. As a maximum allocation 
is not always possible due to the quantity of memory available, we have to try our 
best to improve the performances. Applying our approach, configuration C3 maxi-
mizes the BR improvement points, and with a passage through the AC loop several  
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Fig. 2. Query average response times evolution with the cache configurations 

times we get a configuration which has a smaller response time C4. The main im-
provement is that C4 is using only 174MB for its caches whereas C3 requires 240MB. 
In addition, the average response times in comparison with a normal or random con-
figuration (as in C2 and C3) are improved at least 2 times. 

5   Conclusions 

This article presented how autonomic computing and ontologies can be used for help-
ing DSS experts improve the cache memory allocations for data warehouses. It is not 
the first approach that tries to combine the two elements together [9],[8] but the  
premiere is its application in the field of business intelligence and data warehouse 
improvement using business rules.  

There are many positive aspects to this approach of decision support system man-
agement: the simple and intuitive yet powerful ontology representation, the facilities 
of web semantics and rule support brought to the domain of BI and, last but not least, 
the process of autonomic computing to manage all these elements.  

Our future directions are to expand the Data Warehouses described above so that 
our small prototype can prove its efficiency on more than a ‘few simple rules’. Our 
purpose is to integrate the prototype presented here with more than one aspect (data 
warehouse cache allocations based on response times) of decision support systems. 

As the domain is relatively new and not much has been written on the subject yet, 
we try to bring as much support as possible for future development in the direction of 
autonomic decision support systems. We follow these changes and hope that our work 
will equally add something to this expanding environment. 
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Abstract. In this paper we propose a methodology intended to improve Course 
Curriculum Design (CCD) tasks, using for this purpose Semantics and CBR 
techniques. In specific, our proposed methodology is focused on two points: (i) 
the re-use of available resources (courses, etc), and  (ii) the application of the 
experience of different experts in the course creation. As a prove of concept, we 
present a case study where our methodology is applied for competence and 
course creation using the Spanish normative for vocational education domain 
(technical degree). 

Keywords: Ontologies, Case-Based Reasoning, Course Design, Knowledge 
Based Systems. 

1   Introduction 

Education quality is related to the best use of the available resources, the proper de-
sign of the subjects and evaluations, and generally, to a good design of the courses 
and components which are part of the education process [1]. Typically, course design 
starts with the definitions of the competences or abilities that must be met at the end 
of the course. As pointed by Diamond [2], educators need to clearly identify goals 
prior to any kind of course assessment. Those goals are the same to what we under-
stand as competence evaluation. Based on competences, the course designer builds 
the contents and the evaluations in a process known as Course Curriculum Design 
(CCD) [2]. We have found that CCD presents some interesting challenges. From the 
computational perspective, some of the most interesting are the following:  

 

• Every country has its own design normative, and successful experiences in 
one country cannot be easily applied to another. 

• Designers have different points of view, and the same course design differs from 
one designer to other. This situation leads to non-homogenized curriculum. 

• The re-use of knowledge and prior user experiences coming from different 
experts is not included in the approach 

 

In this paper, we propose a novel approach for the Course Curriculum Design that is 
enhanced by semantics, taking into account course designers’ expertise and case based 
reasoning systems in order to produce a better course with the available resources. This 
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paper is structured as follows: in section 2, we introduce a brief explanation about  
related concepts. In section 3, we present our proposed methodology. In section 4, we 
present a case study where proposed methodology is implemented. And finally, in  
section 5, we present our conclusions and future work.  

2   Related Concepts 

In this section, we introduce some concepts relevant to this paper. Our intention is to 
give a short overview of the involved technologies. An interested reader is invited to 
review [3], [4], [5] for a wider explanation on the concepts presented. 

2.1   Case Based Reasoning (CBR) 

CBR is a problem solving technique based on two tenets: (i) the world is regular, so 
many similar problems have similar solutions, and (ii) types of problems an agent 
encounters tend to recur [6]. CBR does not use generalized rules as a knowledge 
source, but a memory of stored cases recording specific prior episodes [6]. New solu-
tions are generated by retrieving the most relevant cases from memory and adapting 
them to fit new situations. This is a powerful and frequently used way to resolve prob-
lems by humans. In its simplest form, CBR has four steps: (i) situation assessment, 
(ii) case retrieval, (iii) similarity evaluation and (iv) storage of the new case [6]. CBR 
as a tool is an important aid to analyze previous decisions by using statistical models. 
One of the keys success factors in using CBR based tool is the fact that every new 
choice made upon the available cases, feed back to the database and therefore enhanc-
ing the model. We believe that by mixing CBR and Semantic technologies the strong 
points of both techniques can be leveraged to the users advantage, while at the same 
time their weakness can be alleviated. 

2.2   Semantic Technologies 

Semantics is the area of the knowledge that studies the meaning of things [7]. Seman-
tic technologies constitute one of the more interesting technologies derived from the 
World Wide Web revolution. In this work, we use ontology modelling for its infer-
ence capabilities and to support our architecture from a knowledge engineering point 
of view. Next section introduces brief descriptions regarding the semantic based tech-
nologies relevant to our work. 

2.2.1   Ontologies 
There are many possible definitions to describe what ontology is. In the Computer 
Science domain, the widely accepted definition states that “an ontology, is the explicit 
specification of a conceptualization” [8], or in other words an ontology is the descrip-
tion of the concepts and relationships in a domain of study. Some of the motivations 
to model a domain with ontologies are (i) to share common understanding of the 
structure of information among people or software agents, (ii) to enable reuse of do-
main knowledge, to make domain assumptions explicit, (iii) to separate domain 
knowledge from the operational knowledge, and (iv) to analyze the domain’s mod-
elled knowledge. Ontologies can be modelled using different languages, for instance, 
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RDF, RDFS and OWL, the later is a new standard from the W3C consortium avail-
able in three flavours, OWL-Lite, OWL-DL and OWL-Full, depending on the desired 
level of semantic load [9]. The main characteristic of an ontology-based solution is its 
capacity to semantically infer newly derived information. Such information is not 
explicitly specified by the user and in order to obtain it modern inference engines and 
reasoners, like Racer or Pellet [10], are used. 

2.3   The Set of Experience Knowledge Structure (SOEKS) 

The Set of Experience Knowledge Structure is an experience tool able to collect and 
manage explicit knowledge of different forms of formal decision events [5]. The 
SOEKS has been developed as part of a platform for transforming information into 
knowledge named Knowledge Supply Chain System. In this methodology, there are 
four basic components: variables, functions, constraints and rules associated and stored 
in a combined dynamic structure. The combination of the four components of the 
SOEKS offers distinctiveness due to the elements of the structure that are connected 
among themselves, imitating part of a long strand of DNA. A SOEKS produces a value 
of decision, called efficiency. Besides, it is possible to group sets of experience by cate-
gory, that is, by objectives. These groups could be store a “strategy” for such category 
of decisions. By using this methodology and its underlying ability to model user experi-
ence, we have a proven method for modelling the Expert who is designing the Course. 
The benefits of using such expert model is not only restricted to the fact that the actual 
system becomes more stable in terms of repeatability (the same set of needs will pro-
duce similar courses) but in terms of confidence and trust as the Case based systems 
produce only statistical results on the set of variables, while by using expert models, 
such systems would be filtered to enhance in fact the CCD. 

3   Proposed Methodology 

In this section, we propose our methodology for the enhancement of the CCD process. 
The goal of our methodology is to solve two common reported problems: (i) CCD 
uses many different sources of information (in many cases, in non-digitalized forms), 
and (ii) At present time, a CCD expert is not able to use the prior experiences from 
other CCD experts in the design of new similar courses. In Fig. 1, our methodology is 
depicted. As can be seen, we divided it in four stages that will be explained next: 

3.1   Data Categorization 

On a normal scenario, initial information for the CCD is found dispersed in different 
media types (e.g. electronic, books, similar courses and their components, etc). The 
aforementioned data needs to be categorized in usable differentiated types of elements 
for posterior analysis. In the first stage of our methodology, a human practised sorts 
out the information using their knowledge of the domain; possible categorizations  
are made using domain restrictions and such domain depends on the specific educa-
tional normative used. The need for an expert in this stage obeys to the necessity of  
comprehension on the characteristics of the courses that is a direct consequence of the 
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Fig. 1. The four stages of our proposed methodology 

knowledge about the domain. Usually, in this stage some computational techniques 
could be used, e.g. Data Mining, taxonomies, however the most common approach is 
a manual sort. At the time being, this part of our methodology is the only one that 
needs direct human interaction, although we are currently pursuing some lines of re-
search that could lead us to automate it. Typical data categorization for an educational 
domain could be for example: courses, competences, objectives, evaluations, etc. 

3.2   Case Analysis 

Once the data is organized, the contained elements are ready to be queried in order to 
solve the question of which ones better answer the set of requirements for the course. 
In order to perform the aforementioned information query, relational databases and 
Case Based Reasoning are two techniques that can be used (this last technique was 
our choice for implementation due to easiness on implementation). A typical query 
for a Case analysis could be: “retrieve the available courses of less than 200 hours 
with algebra pre-requisites”. The goal of this stage is to obtain full advantage of the 
stored data.  

3.3   Semantic Reasoning 

Until this point, the elements belonging to the different categories can be recovered in 
order to compose an answer to a complex question. For such query retrieval, it is nec-
essary to know how these elements are related. As the domain defines relationships, 
so there exists the need of a model of such specific domain. This model can be ob-
tained using different Domain Modelling techniques, and stored in several ways, like 
relational databases or ontologies. When ontologies are the election, there is possible 
to infer semantically new information not stored explicitly, using semantic reasoners. 
A typical question could be: “Retrieve the competences that have the needing of an 
advanced algebra course”. 
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3.4   Experience Embedment 

Lastly, the expert experience has to be used in order to refine the obtained answer. As 
mentioned before, experts have different perspectives of how the same course has to 
be assembled, for example, an expert in CCD with an engineering background, would 
design a physics course oriented to engineering better than a physicist would do. In 
this last stage of our methodology, the goal is to apply the experience of experts with 
the correct point of view for the specific situation. For this purpose, a model that al-
lows storing and handling of such experience is needed. SOEKS is an experience 
modelling and storing structure that we used in several knowledge systems previously 
[11], obtaining good results. 

4   Case Study 

In this section, we present our case study; we intend to model a new course using our 
methodology with compliance to the Spanish normative for vocational education do-
main (technical degree). With the help of an expert in this domain, we identified five 
different categories to distribute the data: (i) competences, i.e. the abilities to be ac-
quired, (ii) objectives, i.e. the necessary goals to achieve the target competence, (iii) 
courses, i.e. individual and self-contained pieces of knowledge that fulfills an objec-
tive, (iv) units and (v) projects, being both of them the smallest elements belonging to 
courses. For each one of the five categories, we created a repository to store the ele-
ments belonging using for such purpose a MySQL database. We have found that 
separated repositories improve the extensibility, modularity and efficiency of the sys-
tem. Upon the repositories, we implemented CBR modules for the Case Analysis 
 

 

Fig. 2. Graphical representation of part of the set of ontologies 
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stage. Each category (except objectives) has its own independent CBR module, in 
order to maintain the modularity. These CBR modules have been developed with 
jColibri2 [12], a Java API for the development of CBR systems created by the GAIA 
group at the Complutense University of Madrid. For the implementation of the Se-
mantic Reasoning stage, we modelled the domain in a set of ontologies in OWL-DL 
[9]. The use of OWL-DL was decisive when reasoning the Knowledge Base from the 
open world assumption as it simplified the rule system used (not shown here for con-
fidentiality reasons with the contractor of the underlying project which generated this 
approach). The modelling process was performed in the Protégé ontology editor, in 
part because of the possibility of use of its API for the automatic instantiation. A sec-
tion of the resultant ontology is depicted in Fig. 2.  

Queries are made to the ontology using the Protégé OWL API [13] and reasoned 
using Pellet [10] in order to infer new knowledge. The last stage of the methodology 
comprises the experience filtering by using the model of the expert with a SOEKS 
compliant methodology [14]. Fig. 3 depicts the scenario described before. 

 

Fig. 3. Implementation for our case study 

Fig. 4 depicts a user case for competence and course creation, divided in three dif-
ferent tasks: competence creation, course creation, and objective assignment. 

 

Fig. 4. Create courses for a non-existing competence user case 
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For the competence creation, the user defines the master guides that their new 
competence has to fulfil. With these guides, the CBR module implemented over the 
competences repository is launched, and returns a set of competences that are near to 
the desired new competence. With the help of these returned competences, the user is 
able to complete their new competence. CBR can be launched more times if neces-
sary, changing the master guides in order to obtain new suggested competences. Once 
is completed, the new competence is stored and becomes part of the stored cases of 
the CBR for future questions. Once the new competence creation is done, the new 
task is the creation of courses for such competence. Using the relations between ele-
ments stored in the ontology, the system offers to the user the courses (and the units 
and the projects that form them) related to the competences used for the new compe-
tence creation. Moreover, user can decide to launch CBR processes over courses, 
units or projects, in order to obtain more suggestions for their design of the course. 
When a course is completed, user has to assign a common objective to the compe-
tence and to the course. As we said before, in our domain objectives are quite simple 
elements, so we decide not implement the option to launch any CBR process over the 
repository of objectives but show all them in a list. If desired objective is in the list, 
the user chooses it. If the objective is not in the list, the user creates it directly. When 
this task ends, the course is stored in its repository and the user can create another 
course for the competence or end the user case.  

5   Conclusions and Future Work 

In this work, we presented a new methodology to solve some of the problems encoun-
tered in CCD tasks, specifically those focused on the re-use of available information and 
the use of many different experts’ experience. We presented a case study that follows 
our proposal in the Spanish normative for mid-level vocational education domain, im-
plementing a competences and courses creation tool. As future work, we are focused in 
two different points: (i) to apply our methodology in several education domains and (ii) 
to enhance the Semantic Reasoning stage with Reflexive Ontologies [15] in order to 
enhance our domain ontology with quicker answers for the queries [16]. 
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Abstract. This paper proposes an automatic method using a MeSH (Medical 
Subject Headings) thesaurus for generating a semantic annotation of medical ar-
ticles. First, our approach uses NLP (Natural Language Processing) techniques 
to extract the indexing terms. Second, it extracts the Mesh concepts from this 
set of indexing terms. Then, these concepts are weighed based on their frequen-
cies, locations in the article and their semantic relationships according to 
MeSH. Next, a refinement phase is triggered in order to upgrade the frequent 
ontology’s concepts and determine the ones which will be integrated in the an-
notation. Finally, the structured result annotation is built. 

Keywords: Semantic annotation, medical article, Mesh thesaurus. 

1   Introduction 

In the medical field, scientific articles represent a very important source of knowledge 
for researchers of this domain. These researchers usually need to deal with a large 
amount of scientific and technical articles for checking, validating and enriching their 
research work. But due to the large volume of scientific articles published on the web, 
an efficient detection and use of this knowledge is quite a difficult task. The semantic 
web can facilitate this task: it can be carried out by associating to each scientific arti-
cle a semantic annotation. This annotation provides a more precise description of the 
knowledge contained in the document in order to facilitate the exploitation and the 
access of this document. The automatic indexing of the biomedical literature using 
MeSH indexing terms has been investigated by several researchers working on text in 
English as well as other European languages such as French, German and Portuguese. 
Indexing approaches are generally based on the content of the document or a combi-
nation of content and structure such as [10] which assigned an additional weight to 
the terms that are extracted from the title or the subtitle of the document. However, to 
our knowledge due to the large number of indexing terms and even larger number of 
possible combinations most of these efforts. Indeed, to determine a term importance, 
most semantic annotation approaches are based on the statistical measure. So, any 
consideration of the term semantic in the calculation of its weight is taken into ac-
count. For example, the term weight is calculated independently of its synonym oc-
currences. This lack motivated us to explore an annotation approach that calculates 
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term importance based on its frequencies, its locations in the article and its semantics 
relationships. In this paper we present a novel weighing technique by intuitively in-
terpreting the conceptual information in the Mesh thesaurus. To determine term im-
portance, this technique exploits its relationships in Mesh, rather than relying only on 
a statistical measure. 

The remainder of this paper is organized as follows. Section 2 presents the Mesh 
thesaurus. Section 3 details our annotation approach. Finally, section 4 summarizes 
our proposal and outlines future work related to our annotation methodology as a 
whole. 

2   Mesh Thesaurus 

The language of biomedical texts, like all natural language, is complex and poses 
problems of synonymy and polysemy. Therefore, many terminological systems have 
been proposed and developed such as Galen [8], Gene Ontology [1] and Mesh [5]. In 
our context, we have chosen Mesh because it meets the aims of medical librarians and 
it is a widely used tool for indexing literature. 

In our approach, Mesh is characterized by a set of concepts (C={c1,c2, …, cn}) and 
a set of relationships (R) between these concepts.  

Each concept (ci=(nameci, {si1, si2,…,sin}) ∈ C) consists of a set of synonym terms; 
one of then gives its name to the concept. Each term can be either a simple or a com-
posed term and it is represented by a list of attributes where each attribute is a single 
term (sij=(attij1, attij2,…, attijk)). 

For example, c1=(infection of ear, {otit, infection of ear, infection bacterial of ear, 
inflammation of ear, inflammation bacterial of ear}), is expressed by ((infection, ear), 
{(otit), (infection, ear), (infection, bacterial, ear), (inflammation, ear), (inflammation, 
bacterial, ear)}). 

Formally, a relationship (R) is a set of triplets (ci,cj,r) where ci and cj are two con-
cepts related by r ∊{hypernymy, hyponymy, meronymy, holonymy}, thus 

{ }hypernymy, hyponymy, meronymy, holonymyR C C⊂ × ×  

- hypernymy: the generic concept used for the is-a relation (cancer is hypernym of  
Cancer of blood), thus (cancer, cancer of blood, hypernymy). 

- hyponymy: the specific concept used for the is-a relation (Cancer of blood is hy-
ponym of  cancer ), thus (cancer of blood, cancer, hyponymy). 

- holonymy : the global concept used for the has-a relation (face has-a {eyes,   
nose}, face is Holonym of  eyes ), thus (face, eyes, holonymy). 

- meronymy : the concept which is part of another concept (nose is meronym  of 
face), thus (eyes, face, meronymy). 

3   Our Approach 

Our objective is to develop an approach which, starting from a medical article and the 
Mesh thesaurus, generates a semantic annotation that describes the article content. 
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Fig. 1. General architecture of our annotation method 

Our proposed annotation methodology as schematized in Figure 1, consists of four 
main steps. At the first step (Pretreatment), being given an article and the NLP tool 
GATE [2], the system extracts the set of indexing terms from this article. At step 2, 
this set is used in order to extract the Mesh concepts. In step 3, the extracted concepts 
are then weighed. Finally at step 4, an annotation result is built. 

3.1   Pretreatment 

As mentioned previously, the document structure will be used to weigh its terms. 
Indeed, a term that appears in the title will have a higher weight than a term that ap-
pears in the abstract.  Thus, in this step the system extracts the various document tags 
(title, abstract, keywords and paragraphs). After, the lemmatisation of these tags is 
ensured by TreeTagger in order to generate a set of indexing terms existing in the 
document to be annotated. For further details about the pretreatment, the reader is 
referred to [6]. 
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3.2   Concept Extraction 

This step consists of finding the different Mesh concepts existing in the indexing 
terms generated by the pretreatment step. In [7], to extract the Mesh concepts we have 
used the vector space model [9] which measures the documents similarities with the 
query. We have adapted this model by substituting the document by the sentence and 
the query by the terms of a Mesh concept.  

Each stemmed sentence S is a list of stems ordered in S as they appear in the text. 
Let S=(t1, t2,…, tn).  

Each concept ci is processing with TreeTagger in order to return its stemmed form 
for each one of its terms sij (sij=(attij1, attij2,…, attijk)).  

Thus,     
{ } { }
{ }
1,2,..., , 1,2,...,
1,2,..., ( , )

( , ,..., ) ( , ,..., )1 1

max( )( , )s
i n j m

k Min n i m j
t t t att att atti i i k j j j k

kSim S s
∈ ∈
∈ − −

=+ + + +

=                                          (1) 

For a concept c composed of n terms, its similarity simc(S,c)  in a sentence S is de-

fined as follows: 
1 2

1
{s , s ,...,s }

( , =(name , {s ,...,s })) ( , )
i i in

c i ci i in s
s

Sim S c Sim S s
∈

∑=
     

(2) 

Example 
Let a sentence S= “otit is an inflammation that attacks ear” and a concept 
c1=(infection of ear, {otit, infection of ear, infection bacterial of ear, inflammation of 
ear, inflammation bacterial of ear}), the calculation of simc(S,c1) is performed as 
follows.  

After the step of pretreatment, S=”otit inflammation ear” and c1 is expressed by 
((infection, ear), {(otit), (infection, ear), (infection, bacterial, ear), (inflammation, 
ear), (inflammation, bacterial, ear)}). 

Sims(S, otit)=1, Sims(S, infection ear)=0, Sims(S, infection bacterial ear)=0, 
Sims(S, inflammation ear)=2 and Sims(S, inflammation bacteria ear)=1. Thus 
Simc(S,c1)=4. 

The concept extraction process is iterative. For each stemmed sentence, we compute 
its similarity with the set of Mesh concepts. Only those having a positive score are 
proposed to the system like Candidate Concept of the sentence S (CC(S)).  

   
 (S) if , ( , )>0 ci i c iname CC c C Sim S c∈ ∃ ∈                         (3) 

However, a sentence can contain several CC(S), the problem here is which will be the 
Best Candidate Concept (BCC(S)) among the set of CC(S). Two cases are dealt with 
in this situation. 

• Case1: disjoint concept: this case occurs when the concept c has no any common 
attributes with any concept of the set of CC(S), thus c will be systematically added 
to BCC(S). Let us consider for each concept, its set of attributes. For example, for 
the concept c1=(infection of ear, {otit, infection of ear, infection bacterial of ear, in-
flammation of ear, inflammation bacterial of ear}), the set of attributes of concept 
c1 is done as follows: Attributes(c1)={otit, infection, ear, bacterial, inflammation}.  

{ }( ), ' ( ) , ( ) ( ')   ( )if c CC S c CC S c Attributes c Attributes c then c BCC S∃ ∈ ∀ ∈ − ∩ = ∅ ∈     (4) 
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• Case2: joint concept: this case occurs when a concept c has one or more common 
attributes with at least the one other concept of the set of CC(S). Thus, we return 
the concept which has the highest similarity for each sentence.  

' ( ),
( ) ( ')

arg max ( ', )

 ( ), ' ( ), ( ) ( ')  

( )
c CC S

Attributes c Attributes c

Sim c S

if c CC S c CC S Attributes c Attributes c

then BCC Sc
∀ ∈

∩ ≠∅

∃ ∈ ∈ ∩ ≠ ∅
∈                    (5) 

Finally, we generate the BCC(D) as follows:  

BCC(D)= BCC(S )iS Di∈U                                          (6) 

These extracted concepts (BCC(D)) are then weighed in order to determine the impor-
tance of each one in the document and select the concepts that will belong to the an-
notation result. 

3.3   Concept Weighing 

Given a set of extracted concepts (BCC(D)), issued from the step of concept extrac-
tion, we calculate the concept’s weight by using two measures: the Content Structure 
Weight (CSW) and the Semantic Weight (SW).  

3.3.1   Content Structure Weight 
We can notice that the frequency is not a main criterion to calculate the CSW of the 
concept c. Indeed, the CSW takes into account the concept frequency and especially 
the location of each one of its occurrences. For example, the concept of the “Title” 
receives a high importance (*10) compared to the concept of the “Paragraphs” (*2). 
Table 1 shows the various coefficients used to weigh the concept locations. These 
coefficients were determined in an experimental way in [4] and also used in [3].  

( , ) ( , , ) A
c A

CSW c D f c D A W
∈

= ×∑                                   (7) 

Where: f(ci,D,A): the occurrence frequency of the concept ci in document D at loca-
tion A with { }title, keywords, abstract, paragraphsA∈ , 

WA: weight of the position A (see Table 1), 

Table 1. Weighing coefficients 

Concepts location Weight of the location 

Title  10 
Keywords 9 
Abstract 8 
Paragraphs 2 
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3.3.2   Semantic Weight 
The Semantic Weight of the concept c depends on its hypernyms, hyponyms, mero-
nyms and holonyms existing in the BCC(D). 

To do so, we use the function RelatedtoE that associates for a given concept c, and 
a relationship r, all concepts satisfying r among the set of concepts E. 

{ }
2

:
( , ) ' , ( , ', )

E

E

C R
relatedto

c r c E c c r R

× →
∈ ∈a

 

To calculate the SW(ci,D), we apply the following formula:  

( )

( , )

( , )
( , )

( , )( )

BCC D

CSW g D Wr
g relatedto c r

SW c D
relatedto c rBCC D

×
∈

=

∑
                          (8) 

With Wr is the weight that measures the importance of each one of these relationships 
(hypernymy, hyponymy, meronymy and holonymy).  

For a given concept ci, we have on the one hand its Content Structure Weight 
(CSW(ci,D)) and on the other hand its Semantic Weight (SW(ci,D)), its concept fre-
quency (cf (C, D)) is determined as the sum of the both.  

We compute cf(C,D) as CSW(C,D)+SW(C,D).                              (9) 

Once the concept Frequency is calculated, it is used to calculate the weight of a con-
cept c in a D document (W(c,D)).      

( , ) ( , ) ln( )NW c D cf c D df= ⋅                                        (10) 

Where N is the total number of documents and df (document frequency) is the number 
of documents which concept ci occurs in.  

Once the (FC(D)) frequent concepts (concepts with a weight that exceeds the 
threshold) are extracted from a document D, they are used to build the annotation 
result.  

3.4   Annotation Generation 

Each concept of FC(D) can have several means because the Semantic Weight of a 
concept is majored by the frequency of its hypernyms, hyponyms, meronyms and hol-
onyms concept. Consequently, the size of the annotation result increases and its ex-
ploitation becomes increasingly tedious. Thus, a refinement phase is triggered in order 
to upgrade the set of FC (D) and select the Valid Concepts (VC(D)). For this refine-
ment we have defined the set of rules. 

− Strong Concept is a concept that belongs to FC(D) and it has at least the half of its 
hyponyms(or meronyms) in the set of FC(D). 
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( ) ( ,r)
( ), 0.5 ( )

( ,r)

FC D

C

relatedto c
c FC D StrongConcept c

relatedto c
∃ ∈ ≥ ⇒                (11) 

with r∈{hyponymy, meronymy }. 
For each c of FC(D), if c is a strong-concept, then c belongs to VC(D). Indeed, a 

document that contains the concepts football, volleyball, basketball, handball, is a 
document that generally represents sport. 

( ), ( ) ( )c FC D StrongConcept c c VC D∃ ∈ ⇒ ∈  (12)

− WeakConcept is a concept that belongs to FC(D) and it has less of the half of its 
hyponymy(or meronymy) in the set of FC(D). 

( ) ( ,r)
( ), 0.5 ( )

( ,r)

FC D

C

relatedto c
c FC D WeakConcept c

relatedto c
∃ ∈ ⇒p  (13)

with r∈{hyponymy, meronymy }. 
For each c of FC(D), if c is a WeakConcept, then its hyponyms(or meronyms ) be-

longs to VC(D).  

( , ', )
( , ', )

' ( )( ), ( )
c c hyponymy R
c c meronymy R

c VC Dc FC D WeakConcept c
∈
∈

∈∃ ∈ ⇒                       (14) 

− SingleConcept is a concept that belongs to FC(D) and it has neither hyponym  nor 
meronym and it is neither hypernym  nor holonym. 

( ) ( ,r)
( ), 0 ( )

( ,r)

FC D

C

relatedto c
c FC D SingleConcept c

relatedto c
∃ ∈ = ⇒        (15)

With r ∊{hypernymy, hyponymy, meronymy, holonymy}. 
Each single-concept is assigned to the VC(D). 

( ), ( ) ( )c FC D SingleConcept c c VC D∃ ∈ ⇒ ∈  (16) 

4   Conclusion 

The work developed in this paper outlined an automatic approach for representing the 
semantic content of medical articles using a Mesh thesaurus.  

In this paper, we have proposed a new concept weighing technique that intuitively 
interprets Mesh’s conceptual information to calculate term importance. 

This approach is independent of any domain and can be generalized to all ontol-
ogy or thesaurus. While the system of annotation is implemented, we are currently 
working on the evaluation of our method on a medical corpus in order to measure 
its relevance. 
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Abstract. In this work we explore the use of decision trees to iden-
tify the intent of a user query, based on informational, navigational,
and transactional categorization. They are based on decision trees, using
the C4.5 implementation. The classifier will be built from a query data
set larger than any previously used, allowing the conclusions to have a
greater reach. Unlike previous works, we will explore features that have
not been evaluated before (e.g. PageRank) combined with features based
on text and/or click-through data. The results obtained are very precise
and the decision tree obtained allows us to illustrate relations among the
variables used for classification determining which of these variables are
more useful in the classification process.

1 Introduction

At present, the Web is the largest and most diverse document database in the
world. To access the content, Web users use search engines, where they formulate
their queries. Then, the most relevant sites and pages are displayed for the user
as a list of answers ordered by relevance to the query. Given the vastness of the
Web and the little information on which a search engine has to base the query,
the answers lists tend to be imprecise.

Broder [2] suggested that a way to improve the precision of the answers lists
was to distinguish between the query and the needs of the user that formulates
the query (the intent of a user query). That way it would be possible to use
ranking algorithms that are adjusted to the type of user need.

Broder identified three types of needs from the queries. The first type is In-
formational, in which users search for information available in the content of the
sites / pages. The most common form of interaction with this type of content is
reading. Second is the Navigational need, where users search for a specific site
whose URL they do not remember. The third type of need is Transactional, in
which the users search for a page / site to make some kind of transaction such
as download a file, make plan reservations, buy / sell, etc.

Later, numerous works concentrated on identifying features of the queries that
allow them to be categorized into the Broder taxonomy. These classifiers seek to
automatically classify the queries in the categories described earlier. There has
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been a wide range of results, and in general, there are no conclusive results. This
is largely because these classifiers have been evaluated using very small data
sets or under experimental conditions that make it impossible to generalize the
obtained results.

2 Related Work

Once Broder proposed the web search taxonomy, defining the informational,
navigational, and transactional categories, Rose and Levinson [10] extended
Broder’s categories. They identified types of frequent interactions between users
and the recommended sites / pages, depending on the type of query posed.

Following this line of investigation, Kang and Kim [4] proposed characterizing
the queries based on the distribution of the terms they contain. Based on a set
of queries pulled from the TREC1 collection and classified by experts into the
Broder categories, they obtained a collection of terms frequently used to pose
navigational or informational queries. Using mutual information criteria between
the query terms and the titles and snippets from the selected pages / sites in the
query sessions, they were able to automatically classify the queries with nearly
80% precision, on an evaluation data set of 200 queries.

Later, Lee et al. [5] proposed identifying the type of query by observing the
levels of bias in click distributions in the query sessions being classified. Intu-
itively, an informational query should have a distribution with more clicks than
a navigational query, where it is presumed that user preferences will generally
be concentrated on just one site. From this idea, they proposed a classifier that
reached near 50% precision on an evaluation data set of 50 queries.

A similar strategy was proposed by Liu et al. [6] who introduced two mea-
surements based on click-through data to characterize queries based on their
session logs in the search engine: nRS (number of sessions in which clicks are
registered before a given position n) and nCS (number of sessions registering less
than n clicks). Using a decision tree they were able to reach close to 80% pre-
cision on 400 manually classified queries. Later, Baeza-Yates et al. [1] proposed
using a query vector representation based on text and click-through data. Using
techniques such as Support Vector Machines (SVMs) and Probabilistic Latent
Semantic Analysis (PLSA), they reached almost 50% precision on a dataset of
6,000 queries semi-automatically classified into the Broder categories (the vector
representations were clustered and then those clusters were labeled).

Recently, using classifiers based on features extracted from the query session
registry, such as the number of query terms, number and distribution of clicks,
among others, Jansen et al. [3] achieved nearly 74% precision on an evaluation
data set of 400 queries manually classified by a group of experts. Finally, on
the same data set used in the Baeza-Yates et al. [1] experiments, Mendoza and
Baeza-Yates [7] showed that the features based on text or on combinations of

1 Text Retrieval Conference co-sponsored by NIST. Dataset available on
http://trec.nist.gov/data.html
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text and click-through data differentiated more queries in the Broder taxonomy
than those based just on click-through data.

3 The Classifier

3.1 Data Set

Based on a query log file provided by AOL2, consisting of a three-month period
in 2006, which contains 594,564 queries associated to 765,292 query sessions,
registering 1,124,664 clicks over 374,349 selected pages / sites, we will analyze
the features that will be most useful for the classification process. Experts from
the Applied Computational Intelligence Lab (INCA) of Chile and the Universitat
Pompeu Fabra of Spain have collaborated in the manual classification of 2,000
queries randomly pulled from the AOL log. The experts completed a survey
similar to that used by Broder in his first manual categorization experiment [2].
The final set of queries used for the analysis was compiled from those queries
where the answers of the experts were in agreement. As a result, 1,953 queries
were labeled by consensus, discarding only 2% of the initial data set. The queries
categorized by consensus were distributed from greater to lesser proportion in
the informational, navigational, and transactional classes, with 52%, 33%, and
15% over the complete data set, respectively.

3.2 Feature Analysis

Based on the features analyses by Lee et al.[5], by Liu et al.[6] and by Men-
doza and Baeza-Yates [7], we will use the following features for the classification
process, selected according to their discriminatory capacity:

– Number of terms in the query (nterms): The number of words that compose
each query. Mendoza and Baeza-Yates [7] show that a significant proportion
of the queries with five or more query terms belongs to the informational
category.

– Number of clicks in query sessions (nclicks): Average number of selected
documents per session calculated over the set of query sessions related to a
query (the sessions where the query was formulated). Lee et al. [5] show that
a significant number of navigational queries concentrates only a few clicks
per session.

– Levenshtein distance: distance function calculated among the terms that
compose the query and the snippets (the snippet is compounded by the ex-
cerpt presented with the query result, the title and the URL of the selected
document). Mendoza and Baeza-Yates [7] show that the distance distribu-
tion for the informational category has a media of 39.67 calculated over
12,712 pairs queries - snippets. The distribution gotten for non-informational
queries (navigational and transactional queries) has a media of 37.6 over
10,540 pairs queries - snippets.

2 America On-Line Search Engine. Query log files are available for research purposes
on http://www.gregsadetsky.com/aol-data/
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– Number of sessions with less than n clicks over the total of sessions associated
to a query (nCS): Liu et al. [6] introduce the nCS feature, that is defined
as the number of sessions of a query q that register less than n selections,
calculated over the set of sessions where q was formulated. Liu et al. calculate
the measure for n = 2 and n = 3. In the extremes of the distribution gotten,
this is, for values around 0.95 and 0.05, the informational category exceed
the values achieved by non-informational queries.

– Number of clicks before the n-th position of the query ranking (nRS): In [6])
Liu et al. introduce the nRS feature, that is defined as the number of sessions
of a query q that register selections only in the top-n results of the answer
list of q, calculated over the set of sessions where q was formulated. Liu et
al. calculate the measure for n = 5 and n = 10. In the extreme of both
distributions, in the class of mark 0.95, non-informational queries exceed
informational queries.

– PageRank [8]: Mendoza and Baeza-Yates [7] analyze the hyperlink structure
between the pages / sites selected for each category. To do this, they calculate
the PageRank3 measure considering the collection of selected documents
in each query category as a subgraph of linked pages / sites. Then, they
calcule over each category collection the PageRank measure using a fixed-
point algorithm over the matrix of hyperlinks. The authors show that the
PageRank values for documents selected in sessions of non-informational
queries are higher than the ones selected in informational queries.

In order to illustrate the discriminatory capacity of each of the features consid-
ered, we will plot the distribution of the characteristic according to the Broder
categorization using our dataset. In the case of the nCS and nRS features, we have
tested versions 2CS, 3CS, 5RS and 10RS, which showed the best results in Liu
et al. [6]. According to the distributions obtained, the variables that have a greater
discriminatory capacity are 2CS and 5RS. They are shown along with the results
for nterms, nclicks, Levenshtein distance and Page Rank, in Figure 1.

As we can observe in Figure 1a) the navigational queries generally have fewer
terms than the informational queries. The behavior of this characteristic is not as
clear for the transactional class. Figure 1b) shows that some informational queries
register more than 9 different sites / pages selected in their sessions. This usu-
ally does not occur in the case of navigational or transactional queries. Figure 1c)
shows that in general, the Levenshtein distance calculated between query terms
and snippets is less in the case of navigational queries than for the other categories.
Figure 1d) illustrates that a good amount of informational queries register clicks
in pages / sites with low Page Rank, as opposed to transactional or navigational
queries. Figure 1e) shows that the characteristic 2CS is useful for differentiating

3 The PageRank of a page / site is the stationary probability of visiting it in a random
walk of the web where the set of states of the random walk process is the set of pages
/ sites of the web and the transitions between states are one of the following two
cases: a) To follow an outgoing link of the page, b) To jump to another page / site
selected randomly from the entire web.
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(a) (b)

(c) (d)

(e) (f)

Fig. 1. Feature analysis by category: (a) nterms, (b) nclicks, (c) Leveshtein distance,
(d) PageRank, (e) 2CS and (f) 5RS
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between navigational queries. Figure 1f) shows something similar for the 5RS char-
acteristic, which in this case is useful for differentiating informational queries.

3.3 Building the Decision Tree

To build the decision tree we use 30% of the data set for evaluation and 70%
for training (randomly divided). We use C4.5 to built the decision tree. C4.5 [9],
widely used for statistical classification, chooses the feature with the highest nor-
malized information gain to split the training data. Then the algorithm recurses
on each training data subset until no more features can be used. The C4.5 im-
plementation corresponds to that provided by the open-source Weka software4.
The tree was built by Weka in just 0.12 seconds and is shown in Figure 2.

Fig. 2. Decision tree proposed for the problem of query intent identification

We can see that a characteristic relevant to the majority of tree branches
is nterms, which creates the first partition in the data set. This characteristic
can detect informational queries when 3 < nterms. Combinations with 5RS
can detect the transactional class in this branch. A third case in this branch
identifies navigational queries, for which the 2CS characteristic also needs to be
used. When nterms ≤ 3, more features are needed to be able to classify. For
example, PageRank and Levenshtein distance are used.

4 Waikato Environment for Knowledge Analysis (Weka), University of Waikato, New
Zealand. Available on http://www.cs.waikato.ac.nz/ml/weka
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4 Evaluation

To consider the costs of evaluation (tradeoff predictive / discriminative) from the
comparison of the nominal / predicted class, we consider the four possible cases:
true positives (tp), false positives (fp), false negatives (fn) and true negatives
(tn). Based on these four cases, the following performance evaluation measure-
ments will be calculated: Precision ( tp

tp+fp ), FP rate ( fp
fp+tn ), TP rate or Recall

( tp
tp+fn ) and F-measure ( 2

1

Precision+ 1

Recall
). In the case of the F-measure, the

F1 version has been considered, which corresponds to the harmonic mean bet-
ween Precision and Recall, given that it can assess the commitment between
both criteria.

The classifier performance will be evaluated by comparing the results from
each category analyzed (comparing reference class vs. other classes). The results
of this analysis are shown in Table 1.

Table 1. Performance evaluation of the proposed decision tree

Comparison Measures
FP Rate Precision Recall F-Measure

(1) Informational - Other Classes 0.182 0.841 0.917 0.878
(2) Navigational - Other Classes 0.066 0.876 0.953 0.913
(3) Transactional - Other Classes 0.032 0.673 0.355 0.465
(4) Weighted Average 0.120 0.826 0.840 0.824

As we can see in Table 1, the results are high in both precision and in recall,
with an average of 0.824 for the F1-measure. The lowest performing class is
transactional, even though this class obtains a high precision over the portion of
queries in this category.

To evaluate the predictive / discriminative tradeoffbetween unbalanced classes,
we use ROC curves (Receiver Operating Characteristics), that means to plot TP
Rate (benefit) vs. FP Rate (cost). To the extent that the classifier performs well,
the area under the curve (AUC) will be greater (maximizing the cost / benefit re-
lationship). The AUC values obtained were as follows: 0.8979, 0.9551 and 0.7357,
for the informational, navigational, and transactional categories, respectively. The
results obtained show that the predictive / discriminative tradeoff is nearly opti-
mal in the case of navigational and informational categories, and it is acceptable
in the transactional case.

5 Conclusions

In this work we have presented a new query classifier according to the Broder
taxonomy, based on features and built using decision trees through C4.5 imple-
mentation. The resulting tree allows precedence relationships between features
to be established. Thus, it can be concluded that all the features considered
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have been relevant for identifying the Broder categories. Experimental results
affirm that the resulting classifier obtains both high precision and recall results,
maintaining a balance in the prediction / discrimination relationship, especially
for the informational and navigational categories. Given the low performance
obtained regarding the transactional category, it has been more challenging to
identify features that lead to a clear detection of this type of queries.

For future work, the exploration of new features and / or classification tech-
niques should be considered so as to improve the results for the transactional
category.
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Abstract. The search for inspirational images is an important part of creative 
design. When identifying inspirational materials, designers search semantic 
domains that are different from the target domain and use semantic adjectives in 
combination with the traditionally used keywords. This paper describes re-
search conducted within the TRENDS project, which aimed at developing a 
software tool for the needs of concept cars designers. The goal was to assist 
them with the process of collecting inspirational images from various sectors of 
influence. The paper describes the ontology tagging algorithm developed to in-
dex the images in the TRENDS database using concepts from two ontologies: a 
generic ontology called OntoRo, and a domain-specific ontology CTA devel-
oped for the needs of the project. The paper presents the evaluation of the de-
veloped algorithm and suggests areas for further research. 

Keywords: Concept indexing, semantic indexing, ontology-based annotation, 
semantic search, ontology tagging. 

1   Introduction 

The research described in this paper was conducted in the context of a large-scale 
collaborative research project called TRENDS, which involved partners from four 
European countries specialized in automotive design, content-based retrieval of im-
ages, search engines, semantic-based systems, human-computer interaction and soft-
ware design. The aim of the project was to develop a software tool for the needs of 
the designers of concept cars, which would assist them in collecting inspirational 
images from a number of sectors of influence, and stimulate their creativity.  

The interviews conducted with the designers at the start of the project [1] revealed 
that they define their searches using: (i) design-specific elements such as shape,  
texture and color; (ii) sectors of influence (e.g. ‘furniture’ or ‘automotive’); (iii)  
keywords such as ‘boat’ or ‘money’; and (iv) semantic adjectives such as ‘fresh’, 
‘aggressive’ or ‘soft’. 

The TRENDS software integrates all these features, which have been developed 
collaboratively by the partners. This paper focuses on one element of the developed 
solution: the semantic search using domain-specific adjectives employed in design. 
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The paper describes the algorithm developed to index the images in the TRENDS 
database using concepts from two ontologies: a generic ontology called OntoRo [2], 
and a domain-specific ontology for designers called CTA [3].  

The paper is organized as follows. Section 2 presents related work in the area of 
semantic indexing and ontology-based annotation. Section 3 describes the ontology 
tagging algorithm developed, and its evaluation. Section 4 presents conclusions. 

2   Background and Related Work 

Much of the latest research in image retrieval is focused on the semantic gap between 
the low level image features used in content-based retrieval and the high level con-
cepts used in queries [4]. Most approaches are based on keywords that either corre-
spond to identifiable items describing the visual content of an image or relate to the 
context and the interpretation of that image.  Advances in image analysis, object de-
tection and classification techniques may facilitate the automatic extraction of the first 
type of keywords. However, as stated in [5], keywords belonging to the second cate-
gory are unlikely to be automatically obtained from images. A particular challenging 
aspect in this context is dealing with concepts, which have no visual appearance in the 
images. Examples include concepts related to categories such as time, space, events 
and their significance, as well as abstract terms and emotions [6]. Such concepts could 
be extracted from annotations or from the text accompanying the image. Most ad-
vanced image retrieval approaches, including the one advocated by the TRENDS 
partnership, employ hybrid techniques, which combine the use of visual features and 
text annotations. Since the focus of this paper is on extracting concepts that may rep-
resent the meaning of an image, the rest of this section will discuss only approaches 
aimed at extracting concepts from text and using them to index images. 

The phrase concept indexing is associated with several very different approaches. 
As a semantic indexing method, however, concept indexing is defined in [7] as “the 
analytic process of identifying instances (entities) and abstract ideas (concepts) within 
a text document, and linking them to ontological concepts”. Concept indexing there-
fore can be used both for representing a document using abstract terms, and for as-
signing concepts to specific words in documents. In the above definition, concept 
index is a machine understandable index of entities and concepts contained in a 
document collection. An entity is an identifiable and discrete instance existing in a 
text document, while a concept is an abstract or general idea inferred or derived from 
specific instances.  

The concept indexing approach normally involves two steps: (i) extracting entities 
from unstructured text-based content using a language knowledge base, and (ii) iden-
tifying concepts with the help of a concept knowledge base. Once entities and con-
cepts are isolated, they are used to build a concept index [2]. The semantic concepts 
could be extracted and identified by disambiguating words’ senses using linguistic 
repositories [8], generic ontologies [2], semantic repositories [9] or domain-dependent 
ontologies [10]. As highlighted in [9], linguistic repositories such as WordNet [11] do 
not capture the semantic relationships between concepts. On the other hand, semantic 
repositories such as Cyc [12] developed to capture and represent common sense, do 
not represent linguistic relationships (e.g. whether two concepts are synonyms), and 
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domain dependent repositories like the Gene Ontology [10] only represent certain 
aspects of the domain, not the complete domain.  

Semantic annotation shares similarities with semantic document indexing as it aims 
to provide some formalization of the content of the documents as a prerequisite for 
more comprehensive management [13]. Semantic annotations can be added both to 
documents, and portions of documents. The annotations normally used utilize a con-
trolled vocabulary and are linked to some semantic descriptions (dictionaries, lexi-
cons, glossaries, or ontologies). For example, the SemTag algorithm [14] has been 
applied to a set of 264 million pages generating 434 million automatically disambigu-
ated semantic tags. The lexicon used by SemTag contains 200,000 words. The accu-
racy of the information retrieval is 82.01%. 

It must be noted, however, that different ontologies may not have the same degree 
of formality. Controlled vocabularies, thesauri, and taxonomies are some of the most 
lightweight ontology types that have been widely used in annotation. These forms of 
vocabularies are not strictly formal and the annotations produced using them are nor-
mally pointers to terms in the vocabulary, which can be used to improve search [15]. 
These vocabularies can be used to find synonyms, antonyms, hyponyms and hy-
pernyms for any word included in them. In addition to informal dictionaries, heavy-
weight ontologies (axiomatised and formal ontologies) are employed to incorporate 
formal semantics in the description of documents’ content [16]. However, most of the 
formal ontologies do not include the vast number of terms that a thesaurus has. As 
noted in [15], thesauri, controlled vocabularies, and heavyweight ontologies are com-
plementary since the first two can be used to provide agreed terms in specific domains 
while the latter provides formal semantics and constraint evaluation.  

Although it is difficult to compare the existing approaches in terms of their accu-
racy, it is worth noting the good results achieved by the two concept indexing ap-
proaches capable of processing large scale document collections at word level. The 
first study [8] uses three ontologies (WordNet, OpenCyc and SUMO) containing 
4,115 concepts to index texts word by word. The ontology mapping accuracy is 
96.2% while the accuracy of the ontology tagging is estimated to be between 60% and 
70%. Similar to this approach, the concept indexing algorithm described in [7] sup-
ports part of speech tagging, word sense disambiguation and indexing using concepts 
from a rich general purpose ontology. The average accuracy reported ranges from 
76.40% to 78.91%, with the highest accuracy achieved when 90% of the corpus was 
used for training [7]. 

3   Ontology Tagging 

3.1   Ontologies 

The ontology tagger OntoTag described in this section uses two ontologies: a generic 
ontology OntoRo [2], and a domain-specific ontology for designers CTA [3].  

OntoRo is a general purpose ontology based on the Roget’s Thesaurus [17]. A the-
saurus is a collection of terms organized within an agreed structure and linked through 
semantic relationships. The Roget’s Thesaurus is a well known resource mainly used 
to facilitate the expression of ideas and assist in literacy composition. The decision to 
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build and use OntoRo instead of employing WordNet was primarily based on the fact 
that WordNet is a linguistic rather than a semantic repository. In comparison, Roget’s 
has a well established structure where the words/phrases are grouped by their mean-
ing. In addition, OntoRo contains a larger number of words/phrases compared to 
WordNet. Currently, OntoRo includes 68,920 unique words and 228,130 entries, 
which are classified into 990 concepts, 610 head groups, 95 subsections, 39 sections 
and 6 top level classes.  

The CTA ontology is a purpose-built ontology, which has been developed using the 
so called Conjoint Trend Analysis (CTA) method [3] defined by studying the earliest 
phases of cognitive design. Fundamental to the CTA method is the establishment of a 
value-function-attributes chain, which uses semantic adjectives to link the marketing 
and design worlds. It has been found that the same semantic adjectives are used by 
designers when working with images and sketching new design concepts. An example 
of such a value-function-attributes chain is the sequence “comfortable life” (value) – 
“ergonomic” (semantic adjective) – “soft” (functional attribute). The CTA ontology is 
developed in Protégé by creating instances and linking them using abstraction, aggre-
gation and dependency-based semantically-rich relations. Currently, the CTA ontol-
ogy contains 10 classes and 503 instances. 

3.2   Concept Indexing Algorithm 

The concept indexing algorithm employed by the ontology tagger OntoTag is based 
on the assumption that there is a semantic link between an image and the text around 
it. The algorithm involves three steps. 

Step (i): Retrieving web pages by targeted crawling and creating a collection of 
documents and images. This involves grabbing pages from web sites and domains 
identified by the designers as their sources of influence.  

Step (ii): Identifying and ranking the most frequently used keywords and phrases 
using the TF-IDF function (1) [18].  

),(#

#
log),(#),(

Dt

D
dtdtw
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),( jitfidf dtw  represents the quantified weight that a term it  has over a document 

jd in a collection, D  is the set of all documents in the collection, ),(# ji dt - the term 

frequency in a document jd , D# - the total number of documents in the collection, 

and ),(# Dti  - the document frequency, that is the number of documents in the collec-

tion in which it appears. This function embodies the idea that the more frequently a 

term occurs in a document and the fewer documents a term occurs in, then the more 
representative it is of that document [18]. The term it is selected as a meaningful word 

in document jd  if ε≥),( jitfidf dtw where ε  denotes an empirically validated thresh-

old value. 
Step (iii): Associating the most frequently used keywords and phrases with OntoRo 

and CTA  concepts, computing the weight of the concepts )( jc dw using (2), ranking 
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them accordingly and tagging the images with those concepts, which have the highest 
weight. 
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Where n is the number of terms in the document that contains a concept C. In 
(2) tfidfw , computed using (1), denotes the significance of a certain term. At this point, 

the weight of terms included in the CTA ontology is increased by a coefficient of 1.5 
(see CTAk in formulae (2)), to reflect their importance in the domain of interest. The 

value of CTAk  is 1 for all other terms. The use of 
)(

1

itC
 in (2) is based on empirical 

observations and the idea that monosemic words are more domain-oriented than 
polysemic ones, and provide a greater amount of domain information. This converges 
with the common property of less frequent words being more informative, as they 
typically have fewer senses [19]. Therefore, the polysemy of each word influences the 
probability of the word to belong to a certain concept. That is because in OntoRo the 
senses of each word are coded as concept groups, which are in turn related to OntoRo 
concepts. Therefore the number of concepts that the word relates to influences the 
polysemy of that word. Words that relate to one concept only are therefore more sig-
nificant for the domain than words that relate to more concepts. This idea is further 
illustrated in subsection 3.2. 

Finally, concepts are ranked according to their significance )( jc dw and those with 

the highest ranking are assigned to the document and its images. 

3.3   Illustrative Examples 

Fig. 1 shows an example, which illustrates the concept indexing algorithm developed. 
The first step involves building a collection. For the purposes of this example, it is 
assumed that the collection contains 2 million documents. Next, for each word and 
phrase in the collection, the algorithm determines the number of its occurrences 
within a document, and within the whole collection. In this example, the term it  ‘car’ 

appears twice in a document jd , and in 200 documents within the collection. 

Hence, 2),(# =ji dt , D# =2,000,000, ),(# Dti =200, and the weight of the term 

‘car’ in relation to this particular document is 8),( =jitfidf dtw .  

In step (iii), the algorithm associates all keywords and phrases significant for this 
page with OntoRo and CTA concepts. Significant are those keywords and phrases which 
have tf-idf values above a certain threshold, in this case 4≥ε  based on empirical evi-
dence. In this particular example, a second term ‘concept car’ has also been found to be 
of importance with a tf-idf value of 12. For the purpose of this example it is assumed 
that the term ‘car’ is associated with only three OntoRo concepts: those with numbers 
222 (the main word in this concept category being ‘road’), 267 (‘travel’), and 274 (‘vehi-
cle’). The term ‘concept car’ is related to only one OntoRo category, number 274 (‘vehi-
cle’). Finally, all concepts which are found to be of importance are ranked according to 
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their weight and their numbers are used as tags for the images contained in those pages. 
The images in this example will be tagged with concept number 274 (‘vehicle’) as its 
weight is 14.66 compared to the weight of concept 222 (road) estimated as 2.66.  

 

Fig. 1. Example illustrating the ontology tagging algorithm 

The second example shown in Fig. 2 illustrates the benefits of using concepts when 
tagging images. The web page used contains the following text fragment: 

 
Millennial Appeal Designing Concept Cars for a New Generation Automobile designers are looking 

beyond the Baby-Boomer generation for inspiration from the newest and most ethnically diverse group of 
consumers – the Millennials. This group, ages five to 24, is estimated to out number the Baby-Boomers by 
nearly 33 percent. With this realization, the race is on to capture the loyalty of these young consumers, who 
already spend between $13 and $27 billion annually. The auto industry has focused its attention on the 
youth market, as evident by the latest batch of automotive concepts. When Millennials were asked what they 
want in a vehicle, their answer was simple: something sporty, affordable and capable of carrying their gear 
and friends. Designers responded with a new group of youth-focused concepts that are compact cars, trucks 
and SUVs, which offer performance, cargo space, an attractive price and style reflective of this generation’s 
unique tastes. 

 
As shown in Fig. 2, the most important key words and phrases in this text (‘baby-

boomer’, ‘concept car’, ‘generation’, etc.) have been linked to concepts 126 (‘new-
ness’), 274 (‘vehicle’), 45 (‘union’), 110 (‘period’), etc. After these concepts have 
been ranked, the image has been tagged with concepts 126 (‘newness’), 274 (‘vehi-
cle’), 875 (‘formality’) and 812 (‘cheapness’). As a result, a semantic search using the 
term ‘fresh’ (related to concepts 15 (‘different’), 21 (‘original’), 126 (‘new’), etc.) 
would retrieve this image as relevant. A keyword-based search using the same term 
would naturally produce no result because the term is not contained in the text. Simi-
larly, the use of the CTA adjectives ‘trendy’, ‘yuppie’, ‘modern’ in a keyword-based 
search would give no results. The same terms used in a semantic search would re-
trieve this page as ‘trendy’, for instance, is related to ‘modernist’, which is an instance 
of 126 (‘new’). This illustrates a process called semantic query expansion, where each 
query is also processed semantically using the same ontological resources. 
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Fig. 2. Example illustrating the use of ontology tags in semantic searches 

3.4   Evaluation 

The evaluation of OntoTag has gone through three stages, described in detail in 
an extensive report [20]. Stage 1 included examination of the TRENDS collection 
and manual evaluation of 500 pages with the purpose of identifying those cases, 
which challenge the semantic indexing algorithms developed previously. The 
conclusions were used to improve the performance of the ontology tagger. The 
experiments showed the effort required to create a tagged corpus, and problems in 
the manual evaluations. Stage 2 aimed at assessing the operational capability of 
the ontology tagger. The results showed that 7 out of 10 pages were tagged with 
highly relevant concepts. The goal of stage 3 was to assess whether the semantic 
tags improve precision by comparing OntoTag to a standard indexing desktop 
piece of software (Copernic). Semantic adjectives were used to form the queries, 
and the results showed that in 7 out of the 10 queries conducted, OntoTag pro-
duced equally good or better results. In addition, OntoTag was evaluated through 
user-centered studies, which validated the performance of the TRENDS software 
by its end-users [20]. 

4   Conclusions 

The ontology tagger OntoTag developed has demonstrated good performance and 
scalability, and has been integrated with a keyword-based indexing and content re-
trieval algorithms in the final TRENDS prototype. After extracting and ranking all 
significant keywords and keyphrases in a text, OntoTag extracts all related concepts 
and ranks them accordingly. As a result, it produces a set of concept numbers for each 
text, which is then used during the information retrieval. The concept indexing algo-
rithm is currently been used as a research tool in three ongoing research projects, 
which explore the use of more complex ontological relationships. 
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Abstract. Rich media websites like Flickr or Youtube have attracted
the largest user bases in the last years, this trend shows web users are
particulary interested in multimedia presentation formats. On the other
hand, Web Usage and Content Mining have focused mainly in text-based
content. In this paper we introduce a methodology for discovering Web-
site Keyobjects based in both Web Usage and Content Mining. Keyob-
jects could be any text, image or video present in a web page, that are
the most appealing objects to users. The methodology was tested over
the corporate site of dMapas a Chilean Geographical Information Sys-
tems service provider.

Keywords: Web Mining, Website Keyobjects, Web User Preferences.

1 Introduction

Webmasters are always looking for new ways to enhance the content of their
site in order to attract and retain users. If they can gain knowledge of their
user preferences, they could offer the content users are looking for. In [1] a
methodology for discovering website keywords is proposed giving clues of what
content users are looking for.

In this paper, we propose a generalization of this methodology which allows
the discovery of the objects that attracts the attention of most users. This objects
can be not only text, but also images, videos, etc.

This paper is organized as follows. Section 2 provides an overview on related
work. In section 3 we describe the methodology used to find Website Keyobjects.
Section 4 describes the application of our work in an actual website and Section
5 concludes this work and points out future work.

2 Related Work

The methodology to extract Website Keyobjects must understand what a web
object is and which are most appealing to users. To obtain this, IR techniques
will be used along with web usage mining to infer the user preferences. To define
web objects, special metadata will be used.

J.D. Velásquez et al. (Eds.): KES 2009, Part I, LNAI 5711, pp. 301–308, 2009.
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2.1 Metadata

In order to define web objects, there must be a way to include computer retriev-
able information about the content of resources whose format doesn’t allow this,
such as images or videos. This can be made by providing metadata; this is ”data
about data”.

There are many different ways in which metadata can be incorporated to a
website, from models proposed by the W3C in the Resource Description Frame-
work (RDF) [2] or by the Dublin Core Initiative [3], to others adjusted from
metadata models that haven’t been made especially for the web. RDF and Dublin
Core are XML based metadata models which describe resources in the web. RDF
is based on triplets of subject, predicate and object. On the other hand, Dublin
Core is comprised of a series of standards that using several basic terms arranged
in different levels defines an ontology that describe a resource.

Another metadata model worth describing, was developed by the Moving
Pictures Expert Group (MPEG) [4] to add metadata to videos. In this model,
the MPEG defines several descriptors in XML, which allows adding information
to videos, ranging from purely technical issues, to information about its content.
Then, every frame of a video is related to their corresponding XML files allowing
complex queries to be ran over them. Using an approach similar to the MPEG
metadata description scheme, web objects can be described.

2.2 A Methodology to Discover Website Keywords

The basis of this work is the methodology created by Velásquez et al [1] for
identifying website keywords. In this work, IR and WUM techniques were used
to find the keywords most appealing for the users of a website.

The methodology begins by applying the Vector Space Model (VSM) [5] to
the web data, so given R words found in Q documents, a weight matrix of di-
mension RxQ is created

M = (mij); i = 1 . . .R, j = 1 . . .Q (1)

where mij is the weight of word i in document j.
This weight is defined using the TF’T’IDF (Term Frequency Times Inverse

Document Frequency) [5]. This weight considers the fact that some words are
more relevant than others, and its calculated based in the term frequency, which
is the number of times a word i appear in a given page j. The other term used
to calculated the word is the inverse document frequency, where the number of
documents in which word i appears, ni, is calculated inversely with respect to
the whole set Q, this is log( Q

ni
). Once these weights have been calculated, it is

possible to establish a measure of distance between two documents by calculat-
ing the cosine distance between two vectors as shown below.

pd(pi, pj) =
∑R

k=1 mkimkj√∑R
i=1 (mki)2

√∑R
i=1 (mkj)2

(2)
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This vectors represents a given page an corresponds to a column from matrix
M in equation (1).After this is calculated for every document, the next step is
to retrieve the user sessions from the website log. This log contains information
that enables the recreation of user sessions by correctly filtering and sequencing
the information present in the log [6] in a process named Sessionization.

After user sessions have been reconstructed, a vector named ”User Behaviour
Vector” (UBV) is created, this vector considers the i-most important pages for
each user session and is represented as follows.

υ = [(p1, t1) . . . (pn, tn)] (3)

This vector has i-tuples in the form (p,t) where p is the index representing a page
in the website, and t is the percentage of time spent in that page in relationship
with the whole session, this gives a short and precise description of a user session.

As users session have to be clustered, the similarity measure in equation (4)
is used.

st(ϑi(α), ϑi(β)) =
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where ϑ is the session of users α and β, and min{·,·} is the ratio between the
percentage of time spent and dp(·,·) is the similarity measure between pages (2).

This similarity measure is used in the clustering process from which the web-
site keyword can be retrieved using equation (5).

kw[i] =
√∏

p∈ς

mip (5)

Where kw is an array that contains the weights for each word related to a given
cluster, and ς is the set of all documents that belong to that cluster. To retrieve
the keywords, the array is ordered from high to low so the first elements are
considered to be the keywords.

3 A Methodology to Discover Website Keyobjects

Based on the methodology created to discover website keywords, it is possible to
create a more general model that will enable the discovery of not only keywords,
but keyobjects. In this section we will show this methodology along with the
definition of a web object and the tools used to describe them.

3.1 Web Objects

Websites are composed primarily of free text, but they also have other data
formats such as images, videos, etc. The later formats do not provide information
about their content in a way that can be easily retrieved by computers, so little
or no content analysis can be made over them.

To attend this issue we introduce web objects, which are defined as ”any
structured group of words or multimedia resource within a web page that has
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metadata to describe its content” and Website Keyobjects are defined as ”The
web objects or groups of web objects that attracts web users attention and that
characterize the content of a given webpage or website.”

The implementation of web objects can be made in several ways, because it
relies heavily on the ontology used to describe them. In this work we created a
simple ontology where an XML document describing every object in a particular
page is created. To establish a link between an object in the page and the XML
document, standard HTML tags are used.

In the XML document, each object is characterized by an identifier, its format
and a list of concepts that describe its content. Each concept is a group of three
substantives, which in Spanish language allows a sufficient but not complete def-
inition of any concept [7]. Also every concept belongs to a certain category that
groups concepts together. By using these categories the concepts that describe
web objects are able to relate with each other.

To compare objects we use the fact that a web object is really a bag of concepts
that defines its content, so given two objects every concept between them are
compared. This comparison is made word by word using a thesauri. The most
similar with each other are matched.

Once all the concepts are matched, they are sorted in a way such, that ev-
ery concept is in the same relative position within each object. Then a string
representing the object, that has a symbol representing each concept category
is created. This string has the following structure.

O = Category1, . . . , CategoryN (6)

If the objects are characterized in this way and for each category a different
symbol is used, the two strings that represent each object can be compared
using the Levenshtein Distance [8], also known as Edit Distance. Finally the
distance between two objects is calculated using equation (7).

do(O1, O2) = 1− L(O1, O2)
max|O1| , |O2| (7)

Where L(·,·) is the Levenshtein distance between two objects depicted as the
Strings in equation (6).

3.2 Sessionization and User Behaviour

The methodology uses the session reconstruction method proposed in [6], which
result in the grouping of every page within a user session. As a web page is
composed by one or more objects, each request in every session is ”expanded”,
so that for each request for a page, the objects it contains are considered as an
independent request. To determine the time spent by a user in each object, an
approximation is used, constructed by taking a survey over a controlled group
of users asking which are the most appealing objects to them, and grading them
accordingly.
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The user behaviour is obtained in [1] using the vector in equation (3). In
this work this is defined similarly by replacing pages with objects as shown in
equation (8) and it is named Important Object Vector (IOV).

υ = [(o1, t1) . . . (on, tn)] (8)

The similarity between this vector is also defined similarly to (4) resulting in the
following equation.

st(ϑi(α), ϑi(β)) =
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where do(·,·) is defined in (7).

3.3 User Sessions Clustering

Different clustering techniques can be applied to group user session, in this
work Kohonen’s Self Organizing Feature Maps (SOFM) [9] was used, and cross-
checked with K-Means, and Association Rules.

SOFM is a special type of neural network, where typically a two-dimensional
grid of neurons is ordered, so it reflects changes made in the n-dimensional vector
the neurons represent. In this case, these vectors are IOV’s. SOFM works with
the concept of neighbourhoods, and the way in which these are set-up defines
the topology of the network. In the case of this work, a two-dimensional toroidal
topology will be used, where each neuron will be neighbour of their up-down,
left-right neurons. The map has four edges, so in the case of the upper left edge
neuron its neighbours will be their left and down neurons and their opposite
upper and left neurones. For the other edge neurons, their neighbourhood is
defined analogously. A figure of this network can be found in [1].

The update rule for SOFM is separated between one for time, and another
for objects, the first is given in equation (10) and the second in equation (11)

τNi(t+ 1) = τNi(t) +
1√
t
e

−1
2t (τEi − τNi) (10)

where τ is time a user spent in a particular page in a session described as in (8),
t is the epoch, Ni is the BMU and Ei is the example presented to the network.

oN
i+1 = γ ∈ Γ/D′

NE ≈ do(γ, oN
i ) (11)

where Γ = {γ1, . . . , γn} is the set of all objects in the site, and DNE is defined
by the equation:

DNE =
⌊
do(oN

1 , o
E
1 ), . . . , do(oN

n , o
E
n )

⌋
(12)

4 Practical Application

The methodology was applied over the corporate website a Chilean geographical
information systems service provider which had 27 static pages, completely writ-
ten in Spanish, presenting content in free text, images and flash animations. The
weblog used corresponds to the month of June 2007 and has 31.756 requests.
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The webmaster identified 40 objects, 26 are text-based, 11 are images and 3
are flash animations. 344 concepts were associated to these objects and these
concepts are categorized in one of the 12 categories . Depending on the context
in which a object is positioned, two concepts can belong to different categories
even if they are exactly the same.

4.1 Similarity between Objects

An important part of the work is the algorithm to compare two objects. A
proof of concept was performed before the clustering process began proving the
similarity measure created was suitable enough to compare conceptually two
objects.

This proof considered a dataset of four objects, two were flash animations
depicting demos of the GIS solutions dMapas provides, the other two were free
text within tables, the first describes from a technical point of view GIS Systems,
while the other shows information about the company, their owners and employ-
ees. The algorithm was performed over this objects. The results were checked
and approved by the webmaster, showing the objects are correctly compared.

4.2 Results

The sessionization process was implemented in PHP using a reactive strategy
[6] and considering a limit of 30 minutes per session [10], resulting in 5.866
sessions over 19.282 requests giving an average of 3.29 objects per session. To
create the IOV the number of objects considered was calculated by taking the
mean number of objects per session and adding the standard deviation which
led to all sessions having 6 or more requests. Using this constraint, only 1.464
out of the 5.866 sessions were used.

SOFM was implemented using Python, K-Means using Java and Association
Rules using Weka [11], all of them ran over an Intel T2300 Core Duo running
at 1.63GHz with 1Gb in RAM with Windows XP. SOFM algorithm ran in 2
hours while K-means in 15 minutes and Association Rules in approximately 30
minutes.

The objects were labeled according to their main topic and a cluster is ac-
cepted only if the objects it contains have no more than two topics. With the
help of experts, 9 clusters were identified for SOFM, 5 for K-Means and 7 for
Association Rules. These are shown in table 1.

For determining the website keyobjects, the objects in the centroid of every
cluster were counted for every algorithm. The ones that appeared most frequently
are considered the website keyobjects and are shown in table 2.

It can be seen that from the top 10 objects, that 7 are presented in text
format, 2 as flash animations and only one corresponds to an image. They focus
on a small section of the company’s site leaving out a lot of information that
administrators assumed to be very useful to users.

These keyobjects were cross-checked with the results of the survey used to
determine the time spent in an object leading to a matching of 87% between the
objects discovered by the methodology and the ones chosen by users.
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Table 1. Clusters Discovered using SOFM, K-Means and Association Rules

SOFM K-Means Association Rules
Cartography Cartography Cartography
Geobusiness Geobusiness Geobusiness
Demos Cartography and GIS Cartography and GIS
Geobusiness and GIS Geobusiness and GIS Geobusiness and GIS
The Company and Cartography Demos and Cartography Cartography and The Company
Demos and Cartography Cartography and Geobusiness
Demos and GIS Demos and Geobusiness
The Company and GIS
Cartography and GIS

Table 2. Website Keyobjects

Object Type Concept Count
Index Flash General Information about dMapas Products 28
Cartography 1 Text Technical Information about Cartography 23
GIS Products 1 Text General Information about GIS Products 17
GIS Products 2 Text General Information about GIS Products 14
Cartography 2 Text Technical Information about Cartography 14
Cartography Products Text Information about Cartography Provided by dMapas 13
About GIS Text General Information about GIS Systems 10
Demo 2 Flash Demonstratin of a GIS Application 10
Geobusiness Image Information about Geobusiness 9
Cartography 3 Text Technical Information about Cartography 9

5 Conclusions

In this work a methodology for discovering website keyobjects was introduced.
Web objects are defined as any structured group of words or multimedia resource
within a web page that has metadata to describe it’s content, and website keyob-
jects are the web objects that most attracts the users interest.

The methodology uses clustering algorithms to group web user sessions to-
gether. To implement web objects, an ontology was created to add metadata to
the site and a similarity measure used to compare two web objects was intro-
duced. These are proved to be valid by a comparison of the produced results
with the experts opinion.

The website keyobjects discovered for the site of the Chilean GIS service
provider dMapas website were checked with a selected group of users, proving it
correctness and can be used to enhance the content of the site pointing out not
only the information users are looking for but also, which presentation formats
are the most appealing to them.

As future work, an improvement of the ontology used can be done, so it allows
more complex and complete definitions of objects, with this new definition the
similarity measure can also be improved. Finally, work can be done in finding a
way to determine the time spent by a user on a certain object within a page in
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an automatic or semi-automatic way, as opposed to the construction algorithm
used in this work based on the results of a survey took to a selected group of
users, asking which objects are the most appealing to them.
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Abstract. The Semantic Web (SW) originally aims at studying a sys-
tem interoperability based on a shared common knowledge base (ontol-
ogy). Henceforth, the SW sets its heart on a semantic coordination of
community parlance representative resources (in complement to a com-
mon knowledge base shared by the users). The matter is not only to use
techniques to handle a large amount of data, but also to use approaches
to keep the community parlance features. Thus, Web documents and
folksonomies are the main semantic vehicle. They are little structured
and Natural Language Processing (NLP) methods are then beneficial
to analyze language specificities with a view to automating tasks about
text. This paper describes a use of NLP techniques for the SW through
a document engineering application: the information retrieval in a cata-
logue of online medical resources. Our approach emphasizes benefits of
NLP techniques to handle multi-granular terminological resources.

1 Introduction

Natural Language Processing (NLP) can be used into two different ways that
change its relation with the Web. It is either a means to guide the linguists in
their analysis and then, it uses the Web as corpus, or it is a tool used in the
design of applications insofar as it implements linguistic theories. These latter
aspects of NLP interest particularly the Semantic Web (SW), though, NLP and
SW are not really linked. “Using the Web as a corpus” supposes the next defini-
tion: “A corpus is a collection of pieces of language that are selected and ordered
according to explicit linguistic criteria in order to be used as a sample of the
language”([1] p. 4). This definition represents the descriptive and interpretative
process in the corpus linguistics as well as its quantitative interest. According
to [2], corpus linguistics aims at constituting and giving availability to resources
for their comparison by linguists. Indeed, [3] distinguishes corpus-based from
corpus-driven studies. Corpus-driven studies use a corpus producing “meaning”
(the corpus is not only a support, but also a contribution to the theory and
it fundamentally helps to build the theory). Corpus-based studies use a corpus
as an a-priori theory recollection (the corpus has then a validating or picturing
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function and reveals a pre-existing meaning). We consider the Web as a cor-
pus to carry on the social phenomena to the linguistic phenomena and then we
use a corpus of Web Medical Library to improve NLP based document retrieval
application. The design of NLP applications is also based on principles upon
the language. The first approach is statistical, considering text/documents as
bags of words and enabling to fast process large amount of data. The second
approach is the symbolic approach which considers the corpus as subtly parsed
according to several layers of linguistic analysis (morphological, lexical, syntac-
tical, semantic, pragmatic...). Nowadays, the main contribution of NLP to SW
consists in the syntactic processing of the text at the document/system interface.
The Web Medical library we use has already brought up the question of how the
users can access the data they need when they do not know the classification
in use. Actually, the users need to use their own keywords as well as the sys-
tem requires to use its own classification. Given that the semantic management
of the document is limited, we consider that NLP can bring some help to SW
at the human/system interface in order to contextualize or to profile the user.
The human/system interface involves not only to be able to handle large data
by statistical means, but also to fit the users classification to match their search
needs. Both approaches have benefits and drawbacks and then we propose to use
a combination of these two approaches to improve the semantic layer analysis.

More precisely, the solution developed here deals with medical document
search led by a matching between user concept definitions and system concept
definitions. This application lays the emphasis on the necessity of both a general
terminology and a specialized terminology to obtain relevant documents.

This paper is organized as follows: Section 2 defines what a term is and what
it represents in a classification used to index/retrieve documents for a specific
user. Moreover, we present the basics in NLP methods for Information Extraction
(Syntactic tagging, terms and relations extraction). In Section 3, we unfold our
problem of specialized indexing for non-specialized search on a Web medical
library. Then, we explain, in Section 4, our terminology alignment by means of
various NLP methods. Their combination enables to deal with the complexities
of the Web documents (amount, variability, ...).

2 Related Work

Nowadays, Web documents are available thanks to annotations linked to a clas-
sification used by the search engines. Some tools propose NLP modules to auto-
matically or semi-automatically process Web documents for information retrieval
or indexing tasks ([4], [5]). But to be efficient, this classification has to be well
suited not only to the system but also to the user. To this aim, a matching of
the user’s classification with the classification of the system can be proposed.
NLP can be used to automatic or semi-automatic process Web documents for
information retrieval or indexing tasks but also for adaptation to the user. As
our aim is more to fit a user classification to a common classification than to
build an adapted classification to the user, we first position our work with regard
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to the notion of term in indexation and its use in a community, and then we
present NLP methods and tools for information extraction based on a corpus.

2.1 Terminology and Communities

Terminology is the study of terms that denominate classes of objects and con-
cepts. Terms (signifier) are words or expressions having a specific meaning in
a particular context and represent the linguistic aid of the concepts (signified).
The link between the term and the concept is preferably biunivocal, that is to
say that the term must have only one meaning. Terms chosen as concepts in a
domain allow to index resources.

Moreover, a term denotes the belonging to a community. In a particular pro-
fessional domain, speakers using the same vocabulary (technical or specialized
language) constitute a linguistic community. The virtual Web communities in
a particular domain use a specific vocabulary called “sociolect”. Members of
such a community build together a non-systematic and a non-formal classifica-
tion. On the contrary, classifications used in documentation are formal. Some
researchers speak about “ethnoclassifications” and others use “folksonomies”.
These semi-formal classifications are numerous on the Web and they structure
it semantically. They have to be considered in order to design a huge semantic
network improving Web information retrieval.

E. Wüster was the first researcher who denominates objects of the technical
terminology. He dreamed of a consensual language based on an agreement of all
the specialists. In the medical domain, this terminology exists as a thesaurus
built by experts of the domain named MeSH (Medical Subject Headings – a
controlled vocabulary proposed by the National Library of Medicine in 1960).

2.2 NLP Methods for Information Extraction

To build a corpus based terminology, the first task is to identify terms and
relations between these terms. According to the linguistic approaches, term ex-
traction uses generally tagged corpus and linguistic skeleton.

Corpus Tagging. The most famous taggers are the Brill’s tagger [6] and Tree-
Tagger [7]. TreeTagger uses binary decision trees evaluating grammatical tags.
The Brill’s tagger learns tagging rules from a manually annotated corpus. But
tags are predetermined and are not always well adapted to the specialized texts.

Term Extraction. The use of regular expressions for linguistic skeleton is not
efficient when a term appears in different forms and is linked to a context. Finite
state automata (to extract words or expressions from the text), transducers
(to extract morpho-lexical information or parts of speech), recursive transition
networks (to transform text, e.g. negations, passive forms, etc.) and context-free
grammars (to associate inflections and derivations to a word) can also be used.

Term extraction tools can be divided into three classes: statistical, linguistic
and mixed approaches.
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Statistical term extractors like Xtract [8] or LIKES [9] choose terms-candidate
among the most frequent sequences of words, according to the hypothesis that
specific terms to a domain are more frequent in specific texts. Because these
methods do not need linguistic information, they can be applied easily to a new
domain. However, they need a learning phase on huge corpora and their results
present some noise.

Tools using linguistic approach are based on various linguistic analysis, for
example, a syntactic analysis allows to extract noun phrases as relevant terms-
candidate (e.g. Lexter [10] and XIP [11]).

Both statistical and linguistic methods are interesting, thus mixed approaches
have been proposed (ACABIT [12] or Exit [13]). They select a list of terms-
candidate by calculating frequencies and then they refine their choices by means
of linguistic skeleton.

Relation Extraction. The aim of the task is to identify relations between or
among terms in order to build semantic classes. Only linguistic approaches are
described here.

Zellig [14] is based on the hypothesis that syntactic regularities in the term
context allow to build semantic classes. However, the classes found by Zellig are
often too wide even if they can be refined afterwards.

Cameleon [15] is an interactive tool that helps the user to find semantic rela-
tions by means of lexico-syntactic skeletons. Relation items as verbs are consid-
ered specific to the corpus.

Upery [16] allows to compare couples of terms found in the same syntactic
context by using distributional proximity measures. Results are helpful to design
specific ontologies.

Thus, NLP proposes interesting methods to assist the user in improving eth-
noclassifications for information retrieval.

3 A Specialized Indexing for a Non-specialized Search

The project VODEL (french acronym for Ontological Valorization for Electronic
Dictionaries) aims at allowing a non-expert user to search documents indexed
with an expert terminology (or an ontology). That means that our main goal is to
link general vocabulary (the one of the user’s query) with specialized vocabulary
(the one of the search engine).

Our application domain is the Web system CISMeF (french acronym for “Cat-
alog and Index of French language health resources”, www.cismef.org). CISMeF
has to assist health professionals and patients in their document search. CIS-
MeF is based on the thesaurus MeSH to index documents. To this end, it uses
four different concepts: meta-term (112 in number) corresponding to medical or
biological specialized areas, keyword (12369) used to define the topics handled,
subheading (83) making the meaning of a keyword precise and resource type
(280) describing the nature of the document.

The problem comes from the fact that patients use everyday words and they
do not know and they do not understand the medical vocabulary used by the
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system. Our goal is to bring some help to the user. Nowadays, CISMeF uses a
conventional algorithm to search documents. We have to propose an algorithm
based on knowledge extraction methods using a deeper linguistic analysis to link
general vocabulary with specialized vocabulary.

For this work, only French has been considered.
Thus, the specialized terms comes from the CISMeF terminology. However,

we also use the “VIDAL de la famille” (for families), which is a French medi-
cal dictionary. The definitions are given in an understandable way for common
people but only about medicine.

The general knowledge (semantic and syntactic) comes from the tools of LDI
(www.dictionnaire.sensagent.com) and Wikipedia (www.wikipedia.org). LDI [17]
is a semantic network: an oriented graph with three semantic models (including
WordNet - wordnet.princeton.edu) that are complementary. The relations con-
nect “synsets” but also concepts. All the relations (around 100 types) are typed
and balanced. Comparison between words are done using the LDI’s structure
and the proximity measure of common subsumers. Words and their environment
are used as starting point for definition alignment.

Here is an example of the contribution of general dictionary to document
search in CISMeF: when a patient searches documents about the french expres-
sion “médicaments pour mal de crâne”, the colloquial expression for “drug for
headache”, no results are found. However, LDI proposes the next definitions for
“mal de crâne”:

névralgie[Class] (in English, neuralgia)
mal de tête[Theme] (in English, headache)
céphalée, migraine[Spec.] (in English, cephalgia, migraine)

Then, by semantically linking “medicine” with “therapy” and by using the terms
“cephalgia” and “therapy” in the query, CISMeF finds 10 relevant documents
as result. That satisfies the user.

4 Terminology Alignment by Means of NLP Methods

In a first study, we run the LSA (Latent Semantic Analysis) algorithm [18] on our
data but the results were poor (that is not surprising): the algorithm succeeded
to align definitions using word bundles but it found too many alignments creating
noise. We don’t present further result about this test here.

In this section, we propose two approaches to align different terminologies for
document search: linguistic and mixed approaches. Before presenting these two
methods, we describe our corpus on which processes were performed.

4.1 Pre-treatments of Our Corpus

Our corpus contains manually aligned definitions taken from four dictionaries:
LDI vs. MeSH vs. Vidal vs. Wiki. In this case, we have 55 definitions for each
dictionary. For each term, the definitions of the four dictionaries are aggregated.
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Thus, the corpus presents four layers of specialization for each term, from the
most specialized to the less specialized. Moreover, some pre-treatments were
performed on these data and we kept only terms like noun (N), adjective (A)
or verb (V) (for process speed reasons). The pre-treatments were performed
automatically by the “Sémiographe” (a tool of LDI):

– segmentation to cut sentences into words;
– morphological process comprising the stemming (words having the same

root) and the lemmatization (words having the same meaning);
– syntactic analysis for example to recognize fixed expressions;
– semantic analysis to solve problems of polysemy.

Because pre-treatments were performed automatically, the corpus presents some
weaknesses: synonyms and hyponyms are not always relevant due to contextual
meaning and morpho-syntactic labelling is sometimes inaccurate.

4.2 Linguistic Approach

This approach allows to link terms in a text with keywords of the terminology.
To this aim, we used transducers for their flexibility. They are easy to design and
well-adapted for alignment problems but they need a precise linguistic analysis
of the corpus. For our study, contributions of transducers are twofold: on the
one hand, they help to extract terms for indexing and on the other hand, they
allow to link general terms with specialized terms.

[19] presents transducers for the CISMeF application in order to develop au-
tomatic indexing or controlled indexing with Nooj [20]. We have refined these
transducers to link general expressions with keywords or subheadings of the CIS-
MeF terminology. The methodology we used consists in: interviewing the expert
to bring out some hints to link general expressions with keywords or subhead-
ings; identifying recurrent forms in the corpus and translating them as general
rules; validating all the transducers by the expert before implementation.

Transducers are manually built, so their design is very expensive. There exists
one transducer per subheading (83).

4.3 Mixed Approach

A mixed approach allows to link the text and its topics with keywords. Our
work is based on statistical clustering improved by linguistic features [21]. After
a learning phase, the clustering algorithm can link each word from a definition
corpus with its definitions in order to propose topics of a document.

A first validation has been done with classical statistical methods (Spearman,
Dice, Jaccard, Levenshtein, etc.) to link definition of CISMeF concepts with
general definition (from LDI) of these concepts. But the results were not good
(F-Mesure = 63%).

Another method has been set up to align terminologies using Support Vector
Machine (SVM) [22] classifier with a Radial Basis Function (RBF) kernel.
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Table 1. F-Measure and confidence interval for terminology alignment

LDI vs LDI vs LDI vs MeSH vs MeSH vs Vidal vs LDI, MeSH,
MeSH Vidal Wiki Vidal Wiki Wiki Vidal vs Wiki

N 81 ± 3.15 82 ± 3.09 84 ± 2.95 81 ± 3.15 80 ± 3.21 87 ± 2.70 98 ± 0.69
NA 77 ± 3.38 74 ± 3.52 86 ± 2.79 80 ± 3.21 85 ± 2.87 88 ± 2.61 98 ± 0.69

NAV 77 ± 3.38 79 ± 3.27 85 ± 2.87 80 ± 3.21 80 ± 3.21 84 ± 2.95 98 ± 0.69

The corpus was divided into two subsets: a training set and a testing set.
The training set was again divided into a learning and a validation sets. The
learning and validation subsets were used by the SVM with parallel grid search
for learning the optimal values for the parameters by using a 10-fold cross-
validation. The testing set and the optimal parameters were used for classifying
the instances from the test set.

Moreover, each definition was considered at a lexical level, when two words
are equal if and only if they are represented by the same strings of characters.
For this level we investigated three models in order to represent a definition:

– a model that takes into account the nouns only (N);
– a model that takes into account the nouns and adjectives only (NA);
– a model that takes into account the nouns, adjectives and verbs only (NAV).

Thus, the SVM classifier was adapted to our problem of definition alignment
and results were excellent (F-Mesure 98%). This model takes advantage of both
distance for alignment and a precise representation of the text.

5 Conclusion and Perspectives

In the project VODEL, it is essential that a question from a patient could be
translated into a query using the terminology of the system, that is to say the
domain terminology. To this aim,

1. we have used the term definitions in the patient’s question to build the query
with specialized terms and a learning phase of the cotext;

2. transducers have been built to verify if terms of the questions are or are not
hints to find keywords;

3. and word extension have been used for each word of the question linked with
terms of the terminology.

These three processes improve information retrieval thanks to the advantages of
both statistical and linguistic methods.

However, theoretical problems stay: once the alignment is done, which doc-
uments have to be proposed? For whom and for what use? In the patient’s
question, how to take account of the user’s profile and the user intention?

Some answers are given in [23]. The question can be complex but its formula-
tion can facilitate the access to the relevant documents. Generally the users do
not contextualize their questions and do not express entirely what they want.
The system has to adapt itself to answer the question as precisely as possible.
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Abstract. Although they sometimes seem harmless, hoaxes represent not-
negligible threat to individuals’ awareness of real-life situations by deceiving 
them, and at the same time doing harm to the image of their organizations, 
which can lead to substantial financial losses. Spreading of hoaxes also influ-
ences the normal operating regime of networks and the efficiency of workers. In 
this paper we present an intelligent automatic hoax detection system based on 
neural networks and advanced text processing. In the developing of our system 
we use a database with real-life e-mail hoaxes, and an additional database with 
real-life e-mail messages. At the end we give brief experimental evaluation of 
the hoax detection system and comment the results. 

Keywords: Hoax detection, e-mail classification, n-grams, self-organizing map, 
feed forward neural network, experimental evaluation. 

1   Introduction 

Hoaxes (the term origins from: hocus to trick) are more or less present throughout the 
entire history of mankind. Usual intention of hoax creator is to persuade or manipu-
late other people to do or prevent pre-established actions, mostly by using a threat or 
deception [1]. These intentions usually rely on empathy and abuse the human need for 
helping other people. Hoax creators want that their messages be read and forwarded 
to the largest possible number of victims. In today’s world, hoaxing seems to find a 
fruitful ground in the new and emerging information and communication technologies 
(ICT), like e-mail, instant messaging, internet chats and mobile messaging. 

Although hoaxes are not created to make technical damages to computer programs 
and operating systems, they can lead victims to damage their programs or systems, 
destroy reputation of them and their companies, coworkers and friends, or even to 
produce some financial losses. According to [2], which is considered to be the world's 
most widely quoted research on computer crime for years, various financial frauds 
result in an average reported loss of close to $500,000 per company. The share of 
hoaxes in these frauds is not pointed out specifically, but the hoax-related losses, like 
insider abuse of networks and phishing, are mentioned and briefly analyzed in the 
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study. The spreading of hoaxes also influences the normal operating regime of net-
work and efficiency of workers. Therefore, taking care of hoaxes is very important in 
order to minimize their impact on the different security-related frauds and misuses. 

In science of memetics, a controversial research field that transcends psychology, 
biology, anthropology, and cognitive science, the term of hoaxes is sometimes  
referred to as a “virus of the mind” [3], mainly because of its ability to self-replicate, 
adapt, mutate, and persist in the human mind. They stay in the human mind and pro-
voke the “infected” individuals to pass them to other individuals.  

The next section surveys related work in the fields of text classification and hoax 
detection. The third section proposes a new hoax detection system based on artificial 
neural networks, while the fourth section describes a pre-processing of text, which is a 
very important part of the whole system. The fifth section presents and comments 
results of an experimental evaluation of implemented automatic hoax detection  
system. The sixth section gives conclusion and future work. 

2   Related Work 

Although the main definition of hoaxes origins from e-mail communication [4], in 
general it is every electronic message that contains bogus information with malicious 
intention to mislead its receiver. Such bogus information can be represented as tex-
tual, graphical, audio, and/or other multimedia content, e.g. fake virus warnings and 
various photo manipulations. In this work we focus on automatic detection of textual 
hoaxes, like e-mails [5], short message service (SMS) messages [6], and messages in 
Internet chats and forums. 

When talking about unwanted e-mail messages, it is necessary to distinguish be-
tween hoaxes and unsolicited commercial e-mails, known as spam. Spam is, in its 
nature, created in order to sell a certain product or service, and therefore the usual 
expectation is that spam offers information which is exaggerate and not entirely true. 
On the other hand, hoax has a purpose of deceiving an average user and making him 
to believe in fake information it provides. A significant research work done in [7] 
addresses technological, organizational, behavioral, and legislative anti-spam meas-
ures, which unfortunately cannot be automatically applied to hoaxes. 

The research area of automatic hoax detection gained a significant interest in the 
last decade, but with the partial results and solutions that are based on different ap-
proaches, e.g. heuristics, traffic analysis, etc. [1]. Authors of [4] developed a service 
that receives and evaluates e-mail messages that users forward when they suspect a 
hoax. Their approach and results are interesting, but not applicable for real-time hoax 
detection, in which we are interested. Furthermore, it is more difficult to detect if an 
unsuspected message is hoax.  

For the classification of text, mostly unsupervised methods such as self-organizing 
maps (SOM) are used [8] [9], but there are also examples of using supervised learning 
methods [10] [11] [12]. The SOM architecture is very appropriate for this purpose, 
because it is able to classify the text according to the similarity of input patterns 
which represent the e-mail text. However, in order to avoid poor classification results, 
the SOM input patterns, which represent the text, must be coded in a proper manner. 
Since we are interested in distinguishing hoaxes from regular e-mails, using only 
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SOM, as done in [8] and [9], is not appropriate because it would classify a text into 
several clusters that contain both hoaxes and regular e-mails, depending on the input 
pattern coding scheme. Authors of [12] used only supervised learning for classifica-
tion of e-mail messages to several groups. Since we are trying to distinguish hoaxes 
from regular e-mails only, our system can be more precise in performing its task. 
Besides the detection of hoax messages, we further improve our system to classify 
detected hoaxes as well. This is appropriate for various applications, such as improv-
ing the system in means of automatic learning and dealing with false positives which 
is discussed in the further text. Therefore, our solution combines both supervised and 
unsupervised learning. The supervised learning is used for distinguishing hoaxes from 
regular e-mails while unsupervised learning is used for hoax message classification. 

3   Hoax Detection System 

Our hoax detection system is composed of several modules as shown in Figure 1. 
After the preprocessing of e-mail content, which is described in the next section, the 
vector containing numeric representation of a single e-mail is presented to the hoax 
detector module. 

 

Fig. 1. Hoax Detection System 

The hoax detector module is realized by a feed-forward artificial neural network 
whose task is to distinguish regular e-mails from e-mails containing hoaxes (or hoax 
e-mail in short). In order to accomplish this task, the network had to be learned with 
both regular and hoax e-mails using supervised learning technique. To train and test 
the neural networks we have used a collection of 298 hoax and 1370 regular e-mail 
messages. These messages were in the plain text form. The size of the hoax collection 
was 382 kilobytes, while the size of our mail collection was 2.92 megabytes. Learning 
set was composed as follows: : , · , , , · ,  … , · , , :   ,  , 
where ,  denotes the inverse document frequency in the both collections. 

Hoax Detector

Hoax Classifier
Mail

Certain hoax

Suspected hoax

Not hoax

Inbox

Type of hoax

Add
[Suspected hoax]
to mail subject

Add
[hoax: type] to
mail subject

Pre-processing

Pre-processing
certain hoaxes



 An Intelligent Automatic Hoax Detection System 321 

 

The learning was performed using backpropagation algorithm on the network con-
sisting of the following three layers: 

• Input layer with 1369 input neurons,  
• Hidden layer with 100 neurons, and  
• Output layer consisting of two neurons.  

 

The input layer size corresponds to the total number of important n-grams, which are 
obtained in the pre-processing phase as described in the next section. The purpose of 
the two output neurons is to see whether an incoming e-mail is certainly hoax, is sus-
pected to be hoax, or is certainly not hoax. This functionality is achieved by activating 
only one neuron in the case when network concludes that an e-mail is certainly hoax, 
and activating other neuron otherwise. However, if the network is unsure, both neu-
rons will be activated with low certainty and further checking is required. In this con-
text, we define low certainty as activation of less than 0.75. Furthermore, if only one 
neuron is activated with certainty lower than 0.5 we also conclude that further check-
ing is required, in order to prevent false positive and/or false negative results.  

The learning set consisted of 1668 patterns, of which 298 were known hoax e-
mails, and others were regular e-mail messages. Once the learning is finished, the 
network is able to decide whether a pattern at the input is certainly hoax, is suspected 
to be hoax, or is certainly not hoax. 

As we can see in Figure 1, if an incoming e-mail at the input of hoax detector 
module is recognized as certainly not hoax, it will be forwarded to the inbox. If an e-
mail is suspected to be hoax, the phrase „suspected hoax” will be concatenated to its 
subject. In this way, the reader will be informed about the suspicion and will be able 
to proceed to the mail with caution. Additionally, if enabled, our system offers an 
option that users read and categorize e-mails as hoaxes or not. This way, any user can 
enhance the system performance by expanding the known hoax database. Finally, if 
the hoax detector is sure that the e-mail is hoax, the system is able to classify it in a 
group with similar hoaxes. This approach has the two main advantages: 

1. The system continues to build the hoax database which is very useful for fur-
ther system enhancements, 

2. Users can see that a hoax belongs to a certain group of wide-spread, known 
hoaxes, thus improving general consciousness about hoaxes and risks regarding 
them. 
 

The main task of hoax classifier is to classify hoax e-mails. In order to do so, all such 
e-mails must be pre-processed as described in the next section, in such a way that the 
input vector contains only n-grams from collection of hoax e-mails, and not from the 
collection of regular e-mail messages. A self organizing map is used as the hoax clas-
sifier. As this type of network architecture requires unsupervised learning, the patterns 
do not have to include an output of the SOM. The patterns were formed as follows: 

, · , , , · ,  … , · , , 
where ,  denotes the inverse document frequency in the hoax collection. 

The SOM used for classification has 1880 input layer neurons and 20 neurons in 
the output layer. The training is done with Kohonen algorithm with the training set 
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consisting of 298 known hoax messages. The network results are interpreted by win-
ner neuron (Winner Takes All). Our experimental results prove this to be suitable for 
the purpose, because the goal of the SOM is to classify a hoax in the group with the 
most similar hoaxes.  

4   Text Pre-processing 

As we explained in the previous section, we use two different neural networks in the 
system: a self-organizing map (SOM) and a feed-forward neural network. We use text 
processing methods to reduce the number of input neurons in both of these networks. 
This is a very important step for the whole system because it directly improves its 
performance by significantly reducing the number of input neurons in the neural net-
works. In this section we explain the text processing approach we use as a pre-
processing step in our system. 

Many of the regular e-mail and hoax messages in our collections were written in 
two or even more languages, but mostly in English or/and Croatian. Because of the 
mixture of different languages in a single document, we could not use stemming and 
lemmatization which are the standard text processing methods. In short, stemming 
usually refers to a crude heuristic process that chops off the ends of words in the hope 
of achieving reduction of a word to a common base form, while lemmatization 
achieves the same goal with the use of vocabulary [13] and morphological analysis of 
words [14]. Instead of these methods, we use n-gram (i.e. k-gram) tokenization [14], 
which is a process of breaking text to n-grams, where an n-gram is a sequence of n 
characters.  For example, sentence “Crni cvorak skakuce na sirokoj grani” breaks 
into the following 3-grams: {crn, rni, cvo, vor, ora, rak, ska, kak, aku, kuc, uce, sir, 
iro, rok, oko, koj, gra, ran, ani}. 

Actually, we have to normalize text before n-gram tokenization. This is done by 
removing capitalization, punctuation and diacritics. Removing of capitalization is the 
first necessary step in our text normalization. This way we ignore the difference 
among same words that are capitalized differently. For example, we treat words 
“Crni” and “crni” equally. The second step in the normalization is to remove special 
characters and punctuation from text. It is very common to write text in Croatian 
without using the diacritics. For example, writing “Crni cvorak skakuce na sirokoj 
grani.” instead of the proper sentence „Crni čvorak skakuće na širokoj grani.” 
Therefore, the removing of diacritics is the third necessary step in the normalization. 
We summarize our text processing approach as follows: 

1. Text Normalization 

a. Removing of capitalization 
b. Removing of special characters and punctuation 
c. Removing of diacritics 

2. Text Tokenization 

a. n-gram tokenization 
 

In the process of tokenization, we limit the size of n-grams to n = 3 … 8. The shorter 
n-grams are too general and we have excluded them because their entropy is very low. 
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On the other side, the longer n-grams are too specific for belonging document, and  
we have excluded them because they are not appropriate for the generalization among 
different documents. The total number of such n-grams in the both collections was 
79448.  

This is quite a large number of n-grams to directly use them as inputs of our neural 
networks. That is why we need to reduce their number such that we include only 
those n-grams that are actually important for pre-processing of text. For this purpose 
we use document frequency dft, defined to be the number of documents in a collection 
that contains term t. As we can see in Figure 1, we use two different pre-processing 
modules: mail pre-processing and pre-processing of certain hoaxes. The only differ-
ence among these two modules is in a different selection of the important n-grams.  

In the mail pre-processing, we discard n-grams that are rare in the hoax collection 
dft(hoax) < 15 or very common in the both collections dft(hoax+mail) < 50. The 
number of important n-grams (and input nodes in the first neural networks) obtained 
in this way is 1369. We drop common n-grams (stop words) because they cannot help 
us in distinction among different documents, while rare n-grams (discriminative 
words) cannot help the neural network in generalization. Because of the same reason, 
in the pre-processing of certain hoaxes, we discard n-grams that are rare dft(hoax) < 
10 or very common dft(hoax) < 20 in the hoax collection. This time the number of 
obtained important n-grams is 1880. It is important to notice that the thresholds are 
lower in the second pre-processor. The main reason for this is the second neural net-
work, which is a classifier, and therefore we need more rare n-grams as inputs to 
distinguish between different hoaxes. 

At this point, we will explain how we create input values for the neural networks in 
the system. For an incoming e-mail, we apply the first two steps of our text processing 
approach (i.e. the normalization and tokenization). Then for each important n-gram in 
the e-mail we calculate product of its normalized term frequency and inverse docu-
ment frequency values: 

, · , 1 , · , 
where 0.4 is the standard value of smoothing term,  is a number of documents 
in the related collection, ,  is n-gram frequency in the e-mail, and max tf ,  is maximal n-gram frequency of all n-grams in the e-mail. These , · ,  values are inputs for the neural networks. 

5   Experimental Evaluation 

First we evaluate the performance of the hoax detector module. After training the 
module is capable to distinguish all hoaxes from regular e-mails, which were con-
tained in the training set, as expected. However, if a new e-mail is received at an in-
put, it is classified according to its similarity with the “known” e-mails. Thus, the 
results are shown in the Table 1. Obviously, the main issue concerns suspected hoax-
es, i.e. e-mails which may or may not be hoaxes. This is because they contain words 
which are common in both hoaxes and regular e-mails. 
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Table 1. Performance results of the hoax detector module 

False positives Suspected hoax False negatives Correct 
4,90% 19,70% 1,54% 73,86% 

The evaluation results of the hoax classifier module are the following. After train-
ing the SOM, the known hoax messages are divided in 20 groups, analogue to number 
of output neurons. The results for the four most common hoax groups are presented in 
Table 2. The outcome of the classifier could be altered by modifying the number of 
SOM output neurons if necessary. However, this has proven to be suitable for our 
purpose.  

Table 2. The four most common hoax groups 

Group ID Hoax theme number of 
messages 

percentage in hoax 
dataset 

Group 6 
Chained letters – prayers 

(in Croatian) 
26 8,70% 

Group 9 
Chained letters – prayers 

(in English) 
21 7% 

Group 11 
Asking help for surgery 

(in Croatian) 
20 6,70% 

Group 17 
Warning recipients about something (in 

Croatian) 
20 6,70% 

6   Conclusion and Future Work 

This paper proposes intelligent hoax detection system based on artificial neural net-
works for which the data have to be pre-processed using information retrieval me-
thods. In experimental evaluation, we showed that it is possible to detect and classify 
hoax messages successfully, at least to some extent. The proposed system has the 
ability to distinguish and classify hoax messages by comparing them against known 
hoax messages which usually contain similar patterns. However, if a new hoax mes-
sage would appear, which does not have any similarity with the ones contained in the 
training set, the proposed system would not be able to detect it. The main issue with 
hoax messages in general is that they could be very similar to regular e-mail messages 
and it is difficult to distinguish whether their content is true or not, even to a human. 
As future work, we plan to develop a technique which could further evaluate the mes-
sage content thus lowering the number of false positives and, especially, suspected 
hoax messages. 

Furthermore, implemented system can also be applied to automatic hoax detection 
in SMS messages, which becomes one of raising issues in the evolving field of value 
added services (VAS) in telecommunications. Nevertheless, this kind of system eval-
uation would require an easy-manageable dataset of SMS hoaxes, as well as regular 
SMS messages, which is not trivial to acquire. 
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Abstract. A web user session, the sequence of pages a user visits at
a web site, is valuable data used in many e-business applications but
privacy concerns often limit their direct retrieval. A web server log file
provides an approximate way of constucting user sessions without pri-
vacy concerns. It is only approximate because the same IP address as
recorded in the web log often contains the requests of several concurrent
users without each user being uniquely identified. Additionally, a user’s
activation of the back and forward browser button is often not recorded
in the web log because, in most cases, the browser retrieves the page from
its own cache. We present an integer program to construct user sessions
(sessionization) from web log data that includes the possible use of the
back button. We present sessionization results on web log data from an
academic web site and compare sessions constructed with and without
the option of sessions with the back button.

1 Introduction

A web server log file is a list of registers that collectively provide valuable (but
incomplete) data on user activities at a web site. What the web log fails to
directly capture is an individual user’s session, the sequence of pages a user visits
at a web site, that are used as a primary input to web mining [1]. Each web log
register typically includes the access time of an object, its URL, the IP address
of the user, the referrer corresponding to last visited URL and the agent field
identifying the user’s browser. Unfortunately, the same IP address as recorded in
the web log often contains the requests of several concurrent users without each
user being uniquely identified because the network address translation (NAT)
used by most internet service providers share the same IP number for different
clients. Additionally, a user’s activation of the back and forward browser button
is often not recorded in the web log because, in most cases, the browser retrieves
the page from its own cache.

Web browsing studies have identified up to 30% of the pages visited during
a session are obtained using the back button, while fewer than (2%) use the

� Corresponding author.

J.D. Velásquez et al. (Eds.): KES 2009, Part I, LNAI 5711, pp. 326–332, 2009.
� Springer-Verlag Berlin Heidelberg 2009



Web User Session Reconstruction with Back Button Browsing 327

forward button [2]. Prior work on sessionization (constructing sessions) has not
considered the use of the back button; most have relied on simple heuristics
[3,4,5]. These heuristics group sessions by the same IP and agent so that each
session’s duration does not exceed more than 30 minute. Others [6] additionally
use the referrer field but we have found this field is often not available due prin-
cipally to client side blocking. Time driven heuristics have been popular for web
mining applications [1], but we have achieved better results using optimization
models [7]. In this paper, we extend our prior work to consider the use of the
back button.

The rest of this paper is organized as follows. Section 2 presents our integer
program. Section 3 presents our test data and results. Section 4 provides some
conclusions and suggests future research.

2 Integer Program for Sessionization Considering the
Back Button

Sessions are reconstructed as ordered list of log registers. For our notation, each
index r identifies a unique register, each index s identifies a unique user session,
and the index o is the ordered request of a register during a session. We consider
the possible use of the back button once for each register because several contin-
ued back events are rare in web browsing [2] and the forward button is scarcely
used [8]. We use the binary variable Yros that has value one if log register r is
assigned as the oth request during session s and repeats in the o + 2 position
by using the back button from the o + 1 position. The use of variable Yros is
the primary difference from the formulation found in our prior work ([7]). The
binary variable Xros has value one if log register r is assigned as the oth request
during session s without being repeated using the back button. We present the
integer programming formulation below in NPS standard format [9] (a define
before use format for writing optimization models).

2.1 Indices

o Order of a log register visit during a session. The cardinality
defines the maximum length of a session.

p, p′ Web page.
r, r′ Web log register.
s Web user session.

2.2 Index Sets

r′ ∈ bpager The set of registers that can be the register immediately
before register r in the same session. Based on:
- the referrer URL for register r (if available)
- pages available from the page of register r in one click
- pages available from the page of register r in one click
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- IP address matching of register r and register r′

- agent matching of register r and register r′

- time of register r and register r′.
Of course, r can not occur before r′ but we assume a user
defined minimum and maximum time between two consecutive
registers in the same session.

r ∈ first set of registers that must be
first in a session.

2.3 Data [units]

Used to produce the index sets above:

timer the time of register r [seconds].
ipr the IP address for register r.
agentr the agent for register r.
pager the page for register r.
mtp,mtp the min, max time between pages in a session [seconds].
adjacentp,p′ one if a page p′ can be reached in one click from page p.

Used in formulation:

Cros the objective function weight of having
register r assigned to the oth position
in session s.

2.4 Binary Variables

Xros 1 if log register r is assigned as the oth request during session
s and zero otherwise.

Yros 1 if log register r is assigned as the oth and (o+ 2)th request
during session s indicating that a back button action was
performed from the (o+ 1)th position, and zero otherwise.

2.5 Formulation

Maximize Z =
∑
ros
{CrosXros + (Cros + Cr,o+2,s)Yros}

Subject to:∑
os
Xros + Yros ≤ 1 ∀r (1)∑

r
{Xros + Yros + Yr,o−2,s} ≤ 1 ∀o, s (2)

Xr,o+1,s + Yr,o+1,s ≤
∑

r′∈bpager

{Xr′,o,s + Yr′,o,s + Yr′,o−2,s} ∀r, o, s (3)

Yr,o,s ≤
∑

r′|r∈bpager′
{Xr′,o+1,s + Yr′,o+1,s + Yr′,o−1,s} ∀r, o, s (4)

Xros ∈ {0, 1}, Yros ∈ {0, 1} ∀r, o, s,
Xros = 0, ∀r ∈ first, o > 1, s
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The objective function expresses the total reward for sessions where it uses
the same coefficients from earlier studies [7] extended for the possibility of back
button usage (Yros). The term

∑
ros

(Cros + Cr,o+2,s)Yros includes coefficients for

both the o and o + 2 ordered request. Constraint set (1) ensures each register
is used at most once. Constraint set (2) restricts each session to have at most
one register assigned for each ordered request. Constraint set (3) ensures the
proper ordering of registers in the same session. Constraint set (4) ensures a
register follows in the o + 1 position when Yros = 1. To improve solution time,
we can fix (or eliminate) a subset of these binary variables to zero (Yros = 0 and
Xros = 0, ∀r ∈ first, o > 1, s). After forming the set bpager, the set first is
easily found (r ∈ first if bpager = ∅).

3 Web Log Processing

We use the same web log used in [7]. It consists of 3, 756, 006 raw register col-
lected from the Industrial Engineering Department of the University of Chile
(http://www.dii.uchile.cl) web site during April 2008. After filtering, we obtain
a total of 102, 303 clean registers of static html pages as well some dynamic
pages (php and jsp) corresponding to 172 different pages with 1, 228 links be-
tween them. Of these, 9, 044 registers correspond to visits to the root page of
the site. The available web log fields include the IP address, time, URL, and
agent. The referrer field is not available. 98 percent of the IP addresses have less
than 50 register for the entire month. 84 percent of the IP addresses visit three
or less different pages for the entire month. Information is stored in a relational
database ensuring data consistency.

We use a subset of the clean registers, selected by IP address and web page
diversity, from [7]. The measure of diversity is entropy, S =

∑
p fpLogN(1/fp),

where fp is the frequency of page p occurrence over all register entries for the
same IP address and N is the number of unique pages visited by the same IP
address. S takes values from zero to one. When the value of S is near zero,
most register entries are for the same page, if the value is near one all the
pages are visited with similar frequency. IP addresses with high diversity and
a high number of registers are selected because we have found these are the
most interesting (and most difficult to solve) for sessionization. Selecting the IP
addresses with more than 50 registers and S greater than 0.5 results in 130 IP
addresses with 17, 709 registers (17.3% of the total number of registers). The log
file is split into 403 chunks when partitioning these registers by IP and agent
such that each chunk has at least 50 registers and mtp = 300.

All computation is done using 1.6Ghz dual-core PC with two Gbs of RAM.
We generate the integer program using GAMS and solve it using CPLEX version
10.1.0 [10], controlled by a script program.

3.1 The Sessionization Processing

We use objective function coefficients Cros = 3/2Log(o) + (o − 3)2/12o, based
on prior work with these values [7]. The motivation for this expression was
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Fig. 1. Session size distribution

Log(1/Po), where Po is the inverse Gaussian probability reported in [11] for
sessions of size o. Figure 1 shows how many of each session size is found by our
integer program.

It requires 7hr 15min to solve the 403 chunks (with mtp = 0 and mtp = 300,
and a maximum session size of 20). Where for each integer program, we set the
maximum time limit to 300 seconds and the relative gap to one percent. With such
limits, the CPLEX solver terminates when it has a solution guaranteed to be with
one percent of optimal or it reaches a 300 second (five minute) limit. If it reaches
a 300 second limit, it provides the best solution it has found by that time. The
different integer programs vary from 7601 to 704, 801 variables and from 402 to
572, 490 constraints. Over 86% (345 out of 403) of the chunks obtained a solution
within one percent of optimal. The average relative gap of these 345 chunks was
0.15%. The average generation and solution time for these chunks was 8.7 seconds.
The 300 second limit was reached in 58 out of the 403 chunks.

We do not know how well the sessions match reality because we do not know
the actual sessions that give rise to a specific web server log. One measure of
quality previously used in [7] is how well the distribution of sessions matches
to the empirical observed power law distribution (approximation to the inverse
Gaussian) [11,12], using linear regression on log scale of number of session versus
the session size. The results with the possibility of a hidden step (back button) on
sessions give a correlation value of R2 = 0.94 and a standard error of err = 0.64
for 12, 491 sessions as shown in Figure 1. This is slightly better than results using
a time-oriented heuristics [5] (without the use of a back button), a correlation
value of R2 = 0.91 and a standard error of 0.64.

3.2 Comparing to Sessions without Using the Back Button

Earlier work on sessionization does not consider the possible use of the back
button. Figure 2 provides a comparison of the session size using the model of
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Fig. 2. Comparing the number of sessions (in log scale) with and without the use of
the back button

section 2.5 with our earlier sessionization model [7]. We find the number of
sessions of up to size = 7 are similar but the use of the back button produces
17% more sessions of size greater than 7.

There are a total of 12, 491 sessions found when allowing the use of the back
button. Of these, 860 sessions had at least one register that was repeated by
using the back button. Of the 2837 sessions of size greater than 2, 32% of the
sessions had at least one register that was repeated by using the back button.
This compares favorably with the 30% use of the back button found in previous
studies [2].

4 Conclusions and Future Research

We present a new approach for sessionization using an integer program that
includes the possible use of a browser back button. We compare sessionization
results with and without the possible use of the back button and find similar
results for shorter sessions. We find more longer sessions when allowing the
possibility of the browser back button and find these session have back button
use similar to what has been empirically observed.

Future work includes extensions for sites with frames that generalize the con-
cept of a web page to a frameset [13].

Acknowledgement

This work has been partially supported by the National Doctoral Grant from
Conicyt Chile and by the Chilean Millennium Institute of Complex Engineering
Systems.



332 R.F. Dell, P.E. Román, and J.D. Velásquez

References

1. Velásquez, J.D., Palade, V.: Adaptive web sites: A knowledge extraction from web
data approach. IOS Press, Amsterdam (2008)

2. Tauscher, L., Greenberg, S.: Revisitation patterns in world wide web navigation.
In: Proc. of the Conference on Human Factors in Computing Systems, Atlanta,
USA, March 1997, pp. 22–27 (1997)

3. Berendt, B., Hotho, A., Stumme, G.: Data preparation for mining world wide
web browsing patterns. Journal of Knowlegde and Information Systems 1(1), 5–32
(1999)

4. Cooley, R., Mobasher, B., Srivastava, J.: Towards semantic web mining. In:
Horrocks, I., Hendler, J. (eds.) ISWC 2002. LNCS, vol. 2342, pp. 264–763. Springer,
Heidelberg (2002)

5. Spiliopoulou, M., Mobasher, B., Berendt, B., Nakagawa, M.: A framework for the
evaluation of session reconstruction heuristics in web-usage analysis. Informs Jour-
nal on Computing 15(2), 171–190 (2003)

6. Srivastava, J., Cooley, R., Deshpande, M., Tan, P.: Web usage mining: Discovery
and applications of usage patterns from web data. SIGKDD Explorations 2(1),
12–23 (2000)
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Abstract. In this paper, a new approach for fast information detection in DNA 
sequence has been presented. Our approach uses fast time delay neural net-
works (FTDNN). The operation of these networks relies on performing cross 
correlation in the frequency domain between the input data and the input 
weights of neural networks. It is proved mathematically and practically that the 
number of computation steps required for the presented FTDNNs is less than 
that needed by conventional time delay neural networks (CTDNNs). Simulation 
results using MATLAB confirm the theoretical computations. 

1   Introduction 

It is important to detect some specific information in DNA sequence such as protein 
coding regions [13-16]. Recently, time delay neural networks have shown very good 
results in different areas such as automatic control, speech recognition, blind equaliza-
tion of time-varying channel and other communication applications. The main objec-
tive of this research is to reduce the response time of time delay neural networks. The 
purpose is to perform the testing process in the frequency domain instead of the time 
domain. Our approach was successfully applied for sub-image detection using fast 
neural networks (FNNs) as proposed in [1,2]. Furthermore, it was used for fast face 
detection [7,9], and fast iris detection [6]. Another idea to further increase the speed 
of FNNs through image decomposition was suggested in [5].  

FNNs for detecting a certain code in one dimensional serial stream of sequential 
data were described in [4,5]. Compared with conventional neural networks, FNNs 
based on cross correlation between the tested data and the input weights of neural 
networks in the frequency domain showed a significant reduction in the number of 
computation steps required for certain data detection [1,2,3,5,7,8].  Here, we make use 
of our theory on FNNs implemented in the frequency domain to increase the speed of 
time delay neural networks. The idea of moving the testing process from the time 
domain to the frequency domain is applied to time delay neural networks. Theoretical 
and practical results show that the proposed FTDNNs are faster than CTDNNs. In 
section 2, our theory on FNNs for detecting certain data in one dimensional matrix is 
described. Experimental results for FTDNNs are presented in section 3.  
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2   Theory of FTDNNs Based on Cross Correlation in the 
Frequency Domain 

Finding a certain pattern of information, in the incoming serial data, is a searching 
problem. First neural networks are trained to classify the required pattern from other 
examples and this is done in time domain. In pattern detection phase, each position in 
the incoming matrix is tested for presence or absence of the required information in 
DNA sequence. At each position in the input one dimensional matrix, each sub-matrix 
is multiplied by a window of weights, which has the same size as the sub-matrix. The 
outputs of neurons in the hidden layer are multiplied by the weights of the output 
layer. When the final output is high, this means that the sub-matrix under test contains 
the required information in DNA sequence and vice versa. Thus, we may conclude 
that this searching problem is a cross correlation between the incoming serial data and 
the weights of neurons in the hidden layer.   

The convolution theorem in mathematical analysis says that a convolution of f with 
h is identical to the result of the following steps: let F and H be the results of the Fou-
rier Transformation of f and h in the frequency domain. Multiply F and H* in the 
frequency domain point by point and then transform this product into the spatial do-
main via the inverse Fourier Transform. As a result, these cross correlations can be 
represented by a product in the frequency domain. Thus, by using cross correlation in 
the frequency domain, speed up in an order of magnitude can be achieved during the 
detection process [1,2,3,4,5,7,8,9,14]. Assume that the size of the attack code is 1xn. 
In attack detection phase, a sub matrix I of size 1xn (sliding window) is extracted 
from the tested matrix, which has a size of 1xN. Such sub matrix, which may be an 
attack code, is fed to the neural network. Let Wi be the matrix of weights between the 
input sub-matrix and the hidden layer. This vector has a size of 1xn and can be repre-
sented as 1xn matrix. The output of hidden neurons h(i) can be calculated as follows:  

⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
+∑

=
= ib(k)I(k)

n

1k iWgih                                              (1) 

where g is the activation function and b(i) is the bias of each hidden neuron (i). Equa-
tion 1 represents the output of each hidden neuron for a particular sub-matrix I. It can 
be obtained to the whole input matrix Z as follows: 
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Eq.2 represents a cross correlation operation. Given any two functions f and d, their 
cross correlation can be obtained by: 
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Therefore, Eq. 2 may be written as follows [1]: 

( )ibZiWgih +⊗=                                               (4) 
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where hi is the output of the hidden neuron (i) and hi (u) is the activity of the hidden 
unit (i) when the sliding window is located at position (u) and (u) ∈ [N-n+1].  

Now, the above cross correlation can be expressed in terms of one dimensional 
Fast Fourier Transform as follows [1]: 

( ) ( )( )iW*FZF1FZiW •−=⊗                                    (5) 

Hence, by evaluating this cross correlation, a speed up ratio can be obtained compara-
ble to conventional neural networks. Also, the final output of the neural network can 
be evaluated as follows:  

⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
∑
=

+=
q

1i
ob)u(ih (i)oWgO(u)                                 (6) 

where q is the number of neurons in the hidden layer. O(u) is the output of the neural 
network when the sliding window located at the position (u) in the input matrix Z. Wo 

is the weight matrix between hidden and output layer. 
The complexity of cross correlation in the frequency domain can be analyzed as 

follows: 

1. For a tested matrix of 1xN elements, the 1D-FFT requires a number equal to 
Nlog2N

 of complex computation steps [13]. Also, the same number of complex 
computation steps is required for computing the 1D-FFT of the weight matrix at 
each neuron in the hidden layer.  

2. At each neuron in the hidden layer, the inverse 1D-FFT is computed. Therefore, q 
backward and (1+q) forward transforms have to be computed. Therefore, for a 
given matrix under test, the total number of operations required to compute the 1D-
FFT is (2q+1)Nlog2N. 

3. The number of computation steps required by FTDNNs is complex and must be 
converted into a real version. It is known that, the one dimensional Fast Fourier 
Transform requires (N/2)log2N

 complex multiplications and Nlog2N complex addi-
tions [11]. Every complex multiplication is realized by six real floating point  
operations and every complex addition is implemented by two real floating point 
operations. Therefore, the total number of computation steps required to obtain the 
1D-FFT of a 1xN matrix is: 

 

ρ=6((N/2)log2N) + 2(Nlog2N)                                         (7) 
 

which may be simplified to: 
 

ρ=5Nlog2N                                                      (8) 
 

4. Both the input and the weight matrices should be dot multiplied in the frequency 
domain. Thus, a number of complex computation steps equal to qN should be con-
sidered. This means 6qN real operations will be added to the number of computa-
tion steps required by FTDNNs.  

5. In order to perform cross correlation in the frequency domain, the weight matrix 
must be extended to have the same size as the input matrix. So, a number of zeros 
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= (N-n) must be added to the weight matrix. This requires a total real number of 
computation steps = q(N-n) for all neurons. Moreover, after computing the FFT for 
the weight matrix, the conjugate of this matrix must be obtained. As a result, a real 
number of computation steps = qN should be added in order to obtain the conjugate 
of the weight matrix for all neurons.  Also, a number of real computation steps 
equal to N is required to create butterflies complex numbers (e-jk(2Πn/N)), where 
0<K<L. These (N/2) complex numbers are multiplied by the elements of the input 
matrix or by previous complex numbers during the computation of FFT. To create 
a complex number requires two real floating point operations. Thus, the total num-
ber of computation steps required for FTDNNs becomes: 

 

σ=(2q+1)(5Nlog2N) +6qN+q(N-n)+qN+N                                  (9) 
 

which can be reformulated as: 
 

σ=(2q+1)(5Nlog2N)+q(8N-n)+N                                      (10) 
 

6. Using sliding window of size 1xn for the same matrix of 1xN pixels, q(2n-1)(N-
n+1) computation steps are required when using CTDNNs for certain attack detec-
tion or processing (n) input data. The theoretical speed up factor η can be evaluated 
as follows: 

   N n)-q(8N N) 1)(5Nlog(2q

 1)n-1)(N-q(2n

2 +++
+=η                                (11) 

CTDNNs and FTDNNs are shown in Figures 1 and 2 respectively. 
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Output 

Input
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Hidden
Layer In

In-1

I 2

Dot multiplication in time domain between the (n) input data and

weights of the hidden layer.

Output layer 

Serial input data 1:N in groups of (n) elements shifted by a step of one element each time.

 

Fig. 1. Classical time delay neural networks 
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Fig. 2. Fast time delay neural networks 

3   Fast Detection of Important Information in DNA Sequence by 
Using FTDNN 

Time delay neural networks accept serial input data with fixed size (n). Therefore, 
the number of input neurons equals to (n). Instead of treating (n) inputs, the pro-
posed new approach is to collect all the incoming data together in a long vector (for 
example 100xn). Then the input data is tested by time delay neural networks as a 
single pattern with length L (L=100xn). Such a test is performed in the frequency 
domain as described in section II. The combined attack in the incoming data may 
have real or complex values in a form of one or two dimensional array. Complex-
valued neural networks have many applications in fields dealing with complex 
numbers such as telecommunications, speech recognition and image processing 
with the Fourier Transform [3,8]. Complex-valued neural networks mean that the 
inputs, weights, thresholds and the activation function have complex values. In this 
section, formulas for the speed up ratio with different types of inputs (real 
/complex) will be presented. Also, the speed up ratio in case of a one and two di-
mensional incoming input matrix will be concluded. The operation of FTDNNs 
depends on computing the Fast Fourier Transform for both the input and weight 
matrices and obtaining the resulting two matrices. After performing dot multiplica-
tion for the resulting two matrices in the frequency domain, the Inverse Fast Fourier 
Transform is determined for the final matrix. Here, there is an excellent advantage 
with FTDNNs that should be mentioned. The Fast Fourier Transform is already 
dealing with complex numbers, so there is no change in the number of computation 
steps required for FTDNNs. Therefore, the speed up ratio in case of complex-valued 
time delay neural networks can be evaluated as follows: 
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1) In case of real inputs  

A) For a one dimensional input matrix 
Multiplication of (n) complex-valued weights by (n) real inputs requires (2n) real 
operations. This produces (n) real numbers and (n) imaginary numbers. The addition 
of these numbers requires (2n-2) real operations. The multiplication and addition 
operations are repeated (N-n+1) for all possible sub matrices in the incoming input 
matrix. In addition, all of these procedures are repeated at each neuron in the hidden 
layer. Therefore, the number of computation steps required by conventional neural 
networks can be calculated as: 

θ=2q(2n-1)(N-n+1)                                                     (12) 

The speed up ratio in this case can be computed as follows: 

   N n)-q(8N N) 1)(5Nlog(2q

 1)n-1)(N-2q(2n

2 +++
+=η                                     (13) 

Practical speed up ratio for searching short successive (n) data in a long input vector 
(L) using complex-valued time delay neural networks is shown in Figure 3. This has 
been performed by using a 700 MHz processor and MATLAB.  

 

Fig. 3. Practical speed up ratio when using FTDNNs in case of one dimensional real-valued 
input matrix and complex-valued weights 

B) For a two dimensional input matrix 
Multiplication of (n2) complex-valued weights by (n2) real inputs requires (2n2) real 
operations. This produces (n2) real numbers and (n2) imaginary numbers. The addition 
of these numbers requires (2n2-2) real operations. The multiplication and addition 
operations are repeated (N-n+1)2 for all possible sub matrices in the incoming input 
matrix. In addition, all of these procedures are repeated at each neuron in the hidden 
layer. Therefore, the number of computation steps required by conventional neural 
networks can be calculated as: 

θ=2q(2n2-1)(N-n+1) 2                                              (14)  

The speed up ratio in this case can be computed as follows: 
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Practical speed up ratio for detecting (nxn) real valued submatrix in a large real val-
ued matrix (NxN) using complex-valued time delay neural networks is shown in  
Fig. 4. This has been performed by using a 700 MHz processor and MATLAB.  

 

Fig. 4. Practical speed up ratio when using FTDNNs in case of two dimensional real-valued 
input matrix and complex-valued weights 

2) In case of complex inputs  

A) For a one dimensional input matrix 
Multiplication of (n) complex-valued weights by (n) complex inputs requires (6n) real 
operations. This produces (n) real numbers and (n) imaginary numbers. The addition 
of these numbers requires (2n-2) real operations. Therefore, the number of computa-
tion steps required by conventional neural networks can be calculated as: 

θ=2q(4n-1)(N-n+1)                                                   (16)  

The speed up ratio in this case can be computed as follows: 

   N n)-q(8N N) 1)(5Nlog(2q

 1)n-1)(N-2q(4n

2 +++
+=η                                   (17) 

Practical speed up ratio for searching short complex successive (n) data in a long 
complex-valued input vector (L) using complex-valued time delay neural networks is 
shown in Fig. 5. This has been performed by using a 700 MHz processor and MAT-
LAB.   

B) For a two dimensional input matrix 
Multiplication of (n2) complex-valued weights by (n2) real inputs requires (6n2) real 
operations. This produces (n2) real numbers and (n2) imaginary numbers. The addition 
of these numbers requires (2n2-2) real operations. Therefore, the number of computa-
tion steps required by conventional neural networks can be calculated as: 

θ=2q(4n2-1)(N-n+1)2                                         (18)  
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Fig. 5. Practical speed up ratio when using FTDNNs in case of one dimensional complex-
valued input matrix and complex-valued weights 

The speed up ratio in this case can be computed as follows: 

   N )n-q(8N )N log1)(5N(2q

 1)n-1)(N-2q(4n
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Practical speed up ratio for detecting (nxn) complex-valued submatrix in a large com-
plex-valued matrix (NxN) using complex-valued neural networks is shown in Fig. 6. 
This has been performed by using a 700 MHz processor and MATLAB. 

An interesting point is that the memory capacity is reduced when using FTDNN. 
This is because the number of variables is reduced compared with CTDNN.  

 

Fig. 6. Practical speed up ratio when using FTDNNs in case of two dimensional complex-
valued input matrix and complex-valued weights 

5   Conclusion 

A fast neural algorithm for detecting important information in DNA sequence has been 
presented. Such strategy has been realized by using our design for FTDNNs. Theoretical 
computations have shown that FTDNNs require fewer computation steps than conven-
tional ones. This has been achieved by applying cross correlation in the frequency  
domain between the input data and the weights of neural networks. Simulation results 
have confirmed this proof by using MATLAB. The proposed algorithm can be applied 
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successfully for solving many other bioinformatics problems like protein structure pre-
diction, RNA structure prediction, promoter region identification, etc. 
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Abstract. Feature selection, the job to select features relevant to clas-
sification, is a central problem of machine learning. Inconsistency rate
is known as an effective measure to evaluate consistency (relevance) of
feature subsets, and INTERACT, a state-of-the-art feature selection al-
gorithm, takes advantage of it. In this paper, we shows that inconsistency
rate is not the unique measure of consistency by introducing two new con-
sistency measures, and also, show that INTERACT has the important
deficiency that it fails for particular types of probability distributions. To
fix the deficiency, we propose two new algorithms, which have flexibility
of taking advantage of any of the new measures as well as inconsistency
rate. Furthermore, through experiments, we compare the three consis-
tency measures, and prove effectiveness of the new algorithms.

1 Introduction

In machine learning problems, data are represented as vectors (f1, . . . , fL, c):
fi’s are values for features Fi’s, and c is a class label. The objective of classifier
algorithms is to guess a class label c given a feature vector (f1, . . . , fL), and large
L definitely does harm to the performance of the classifier algorithms in terms of
accuracy and efficiency. Feature selection, therefore, aims to reduce L by elimi-
nating those features that are irrelevant to classification. Many feature selection
algorithms in the literature evaluate relevance to classification per individual
feature F. Such algorithms employ measures such as mutual information I(F; C)
([1]) and symmetric uncertainty SU(F; C) ([2,3,4]) over given sample datasets,
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and eliminate features with
lower evaluation, where the
variable C represents class la-
bels. This approach, however,
has the problem of ignor-
ing interaction among relevant
features.

For example, let F1,F2,G1
and G2 be binary features such
that Pr[F1 = f1,F2 = f2,G1 =
g1,G2 = g2] for f1, f2, g1, g2 ∈
{0, 1} are defined as depicted
in the right. When we let C =
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F1⊕F2, I(Fi; C) = SU(Fi; C) = 0 holds. Thus, F1 and F2 interact each other to
determine C, but each has no relevance to C. On the other hand, the relevance
of Gi to C is calculated as I(Gi; C) = 3+4ε

6 · ln 3+4ε
3 + 3−4ε

6 · ln 3−4ε
3 > 0 and

SU(Gi; C) = 2 · I(Gi;C)
H(Gi)+H(C) = I(Gi;C)

ln 2 > 0. Hence, those feature selection algo-
rithms of the aforesaid type definitely select (G1,G2) rather than (F1,F2), and
the predictive accuracy of any classifier performing based on (G1,G2) cannot
exceed 3 · ( 1

8 + ε
6

)
+

( 1
8 + ε

2

)
= 1

2 + ε.
The consistency-based approach (e.g. [5]) can be a solution to this problem.

We let E be a finite set of samples (training data, examples) with respect to a
feature set F = {F1, . . . ,FL} and a class variable C.

Definition 1. A subset F̃ � F is said to be E-consistent or simply consistent
to C, if, and only if, c = c′ holds for arbitrary ((f1, . . . , fL, c), (f ′

1, . . . , f
′
L, c

′)) ∈
E × E such that fi = f ′

i for all of Fi ∈ F̃ . We also say that F̃ determines C.

To the best of our knowledge, FOCUS ([6]) is the first instance of the consistency-
based filters. On input of F and E , FOCUS selects the smallest E-consistent
subset F̃ � F . A problem of FOCUS is that, if F is not E-consistent due to noises
in E , FOCUS fails. Zhao and Liu ([7]) approached this problem by proposing
inconsistency rate, a measure to evaluate the extent to which F̃ is consistent to
C, and INTERACT, a state-of-the-art consistency-based algorithm.

This paper is development of the direction proposed by Zhao and Liu ([7]),
and its contribution is summarized as follows.

1. In addition to inconsistency rate, we derive two measures of consistency from
well-known information theoretic measures, and clarify quantitative relation
among the measures including inconsistency rate (Section 2).

2. We describe an important deficiency of the design of INTERACT, and show
that it fails for particular types of probability distributions (Section 3).

3. To fix the deficiency, we propose two new algorithms (Section 4).
4. Through experiments, we verify effectiveness of the proposed algorithms, and

compare the three measures of consistency (Section 5).

2 Measures of Consistency

2.1 Inconsistency Rate and Consistency Measures

We generalize the definition of inconsistency rate by Zhao and Liu ([7]) only for
finite datasets so that it is applicable to arbitrary probability distributions.

Definition 2. F∗ denotes the random variable that represents the joint distri-
bution of the features in F as random variables, and R(F∗) and R(C) do the
ranges of F∗ and a class variable C. Inconsistency rate ICR(F ; C) is defined by:

ICR(F ; C) = 1−
∑

f∈R(F∗)

max
c∈R(C)

Pr[F∗ = f,C = c]

The following properties of ICR(F ; C) are important (see also 2.2).
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Proposition 1

1. (Determinacy) ICR(F ; C) = 0, if, and only if, F determines C.
2. (Monotonicity) ICR(F ; C) ≤ ICR(G; C), if F ⊃ G.
3. (Maximum) ICR(F ; C) ≤ n−1

n , if C takes n class labels.

2.2 New Consistency Measures

The determinacy and monotonicity properties shown in Proposition 1 are to be
viewed as fundamental requirements for a consistency measure μ(F ; C).

Determinacy: A particular value of μ(F ; C) should faithfully correspond to
the property that F is consistent to C.

Monotonicity: If F ⊃ G, F is more consistent to C than G is. Hence, μ(F ; C)
should be monotonous according to inclusive relation of feature sets.

We introduce two consistency measures H(C|F∗) and SU(F ; C) by

H(C|F∗) = H(C) − I(F∗; C) and

SU(F∗; C) =
2 ·H(C)

H(F∗) + H(C)
− SU(F∗; C) =

2 · H(C|F∗)
H(F∗) + H(C)

.

H(C|F∗) and SU(F ; C) are so defined that they align with ICR(F ; C), and share
the determinacy and monotonicity properties of the following form.

Proposition 2. When μ(F ; C) denotes either H(C|F∗) or SU(F∗; C), the fol-
lowing properties hold.

Determinacy: μ(F ; C) = 0, if, and only if, F determines C.
Monotonicity: μ(F ; C) ≤ μ(G; C), if F ⊃ G.

ICR(F ; C), H(C|F∗) and SU(F ; C) have the following characteristics as consis-
tency measures, respectively.

ICR(F ; C) for the population is identical to the theoretical upper limit of the
predictive accuracy of classifier algorithms.

H(C|F∗) =
∑

f∈R(F∗) Pr[F∗ = f ] · H(C | F∗ = f) is the average of H(C | F∗ =
f), which represents uncertainty associated with C when F∗ = f .

SU(F ; C) evaluates uncertainty of features in F in addition. In fact, for the same
H(C|F∗) and H(C), SU(F ; C) decreases as H(F∗) increases.

2.3 Quantitative Relation among the Consistency Measures

Since SU(F ; C) is mathematically derived from H(C|F∗), its quantitative rela-
tion to H(C|F∗) is apparent. On the other hand, the relation between H(C|F∗)
and ICR(F ; C) is given by Theorem 1.
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Theorem 1. Let F and C be a feature set and a class variable such that the
ranges of F∗ and C are R(F∗) = {f1, . . . , fm} and R(C) = {c1, . . . , cn} for
m ≥ 2 and n ≥ 2. Given r such that ICR(F ; C) = 1− r, the following formulas
give the maximum and the minimum of H(C|F∗).

max
ICR(F ;C)=1−r

H(C|F∗) = −r ln r − (1− r) ln
1− r

n− 1

min
ICR(F ;C)=1−r

H(C|F∗) =
(⌊

1
r

⌋
+ 1

)(
1− r

⌊
1
r

⌋)
ln

(⌊
1
r

⌋
+ 1
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+
⌊

1
r

⌋(
r
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1
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⌋
+ 1
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− 1
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ln
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1
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⌋

Fig. 1. ICR(F ; C) and H(C|F∗)

Although Theorem 1 indi-
cates overall correlation between
H(C|F∗) and ICR(F ; C) (as de-
picted by Figure 1), the correla-
tion is weak in a neighborhood
of the origin. In fact, the ratio
between the maximum and the
minimum of H(C|F∗) diverges to
infinity as ICR(F ; C) approaches
0. This implies that a feature se-
lection algorithm may show dif-
ferent performance when it em-
ploys H(C|F∗) and ICR(F ; C),
since the algorithm searches an-
swers within a range of small con-
sistency measures.

2.4 A Proof of Theorem 1 (a sketch)

The maximum property is proved by Lagrange’s method of undetermined multi-
pliers. On the other hand, by Lemma 1, proving the minimum property is reduced
to solving the optimization problem defined below, where pi = Pr[F∗ = fi] and
ri = maxj=1,...,n Pr[C = cj | F∗ = fi].

Minimize m∑
i=1

−pi

[⌊
1
ri

⌋
ri ln ri +

(
1 −
⌊

1
ri

⌋
ri

)
ln
(

1 −
⌊

1
ri

⌋
ri

)]

Subject to m∑
i=1

pi = 1,

m∑
i=1

piri = r, pi > 0,
1
n

≤ ri ≤ 1

Lemma 1. Let a and b be positive constants with a
k ≤ b ≤ a. When the variables

x1, . . . , xk are subject to
∑k

i=1 xi = a and 0 ≤ xi ≤ b, we have

min

(
−

k∑
i=1

xi lnxi

)
= −

⌊a
b

⌋
b ln b−

(
a−

⌊a
b

⌋
b
)

ln
(
a−

⌊a
b

⌋
b
)

.
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3 A Deficiency of the Design of INTERACT

Algorithm: INTERACT ([7])
INPUT: A feature set F , an example set E ,

a threshold δ

OUTPUT: A feature subset F̃
STEPS:

Let F̃ = F .
Order the features F in F̃ in incremental

order of SU(F;C).
For each F ∈ F̃ from the first to the end.

If CC(F, F̃) ≤ δ, let F̃ = F̃ \ {F}.
End For.

Fig. 2. The algorithm of INTERACT

In designing INTERACT,
Zhao and Liu ([7]) de-
fined consistency contribu-
tion by CC(F, F̃) = ICR(F̃ \
{F}; C)− ICR(F̃ ; C) to eval-
uate the contribution of an
individual feature F ∈ F̃ to
ICR(F̃ ; C). As Figure 2 de-
picts, INTERACT sets F̃ =
F as the initial value, exam-
ines a feature F ∈ F one by
one in the incremental order
of SU(F; C), and eliminates
F from F̃ , if CC(F, F̃) ≤ δ
for a given threshold δ.

A problem of INTERACT is that, even if the threshold δ is set small, ICR(F̃ ; C)
for its output F̃ can be large. Let F̃0 � F̃1 � · · · � F̃L be a history of the values of
the variable F̃ held by INTERACT. Although ICR(F̃k+1; C) − ICR(F̃k; C) ≤ δ,
ICR(F̃L; C) can be large even for small δ. Example 1 presents an extreme case,
where INTERACT eliminates all the features, and there certainly exist many dif-
ferent probability distributions for which INTERACT fails.

Example 1. We let Fi and C be boolean, and let F∗ = b represent the event
of Fi = bi for i = 1, . . . , L, where bi denotes the i-th least significant bit of an
integer b ∈ [0, 2L). Then, for a rational number δ′ such that δ′ � 1/L, we let E
be a finite sample set with the probability distribution defined as follows.

Pr[F∗ = b,C = c] =

⎧⎪⎨
⎪⎩

1− Lδ′, if b = 0 and c = 0,
δ′, if b = 2i−1 for ∃i ∈ {1, . . . , L} and c = 1,
0, otherwise.

Since none of Fi is particular to the others, we can assume that INTERACT
evaluates Fk from k = L to 1. We let F̃k = {F1, . . . ,FL−k}. Then, for b′ ∈
[0, 2L−k), Pr[F̃∗

k = b′,C = c] proves to be: 1 − Lδ′, if b′ = 0 and c = 0; kδ′, if
b′ = 0 and c = 1; δ′, if b′ = 2i−1 for some i ∈ {1, . . . , L − k} and c = 1; and 0,
otherwise. Thus, the following equalities hold, and hence, INTERACT cannot
help failing by outputting F̃L = ∅ for δ � δ′.

ICR(F̃k; C) = min{1− Lδ′, kδ′}

CC(FL−k, F̃k) =

⎧⎪⎨
⎪⎩
δ′, if k = 0, . . . , ( 1

δ′ ) − L− 1,
1− δ′( 1

δ′ ), if k = ( 1
δ′ ) − L,

0, if k = ( 1
δ′ ) − L+ 1, . . . , L− 1.
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4 Consistency-Constrained Feature Selection Algorithms

Algorithm: Linear CC (LCC)
INPUT: A measurement function μ,

an ordered feature set F ,
an example set E , a threshold δ

OUTPUT: A minimal subset F̃ � F such that
μ(F̃ ; C) ≤ δ.

STEPS:

Let F̃ = F .
If μ(F̃ ; C) > δ, abort.
For each F ∈ F from the first to the end.

If μ(F̃ ; C) ≤ δ, let F̃ = F̃ \ {F}.
End For.

In order to fix the aforesaid
deficiency of INTERACT,
we introduce two feature se-
lection algorithms, namely,
Linear Consistency-
Constrained (LCC) and
Complete Consistency- Con-
strained (CCC) algorithms.

Both take a measurement
function μ as an input, and
outputs a feature subset F̃
such that μ(F̃ ; C) ≤ δ for a
threshold δ.

LCC receives an ordered
feature set F (e.g. ordered in the incremental order of SU(F; C)). It first sets F̃ =
F , examines F in the given order, and eliminates F from F̃ , if μ(F̃ \{F}; C) ≤ δ.
The resultant F̃ is minimal (no G � F̃ meets μ(G; C) ≤ δ).

Algorithm: Complete CC (CCC)
INPUT: A consistency measure function μ,

a feature set F ,
an example set E , a threshold δ

OUTPUT: A smallest subset F̃ � F such that
μ(F̃ ; C) ≤ δ.

STEPS:

Let F̃ = ∅.
For size = 1 to ‖F‖

Find F̃ with ‖F̃‖ = size and
the smallest δ′ = μ(F̃ ; C).

If δ′ ≤ δ, return F̃ .
End For.

By contrast, CCC first
sets a variable size to 1,
and attempts to find F̃ with
‖F̃‖ = size that meets
μ(F̃ ; C) ≤ δ. If it cannot
find such F̃ , it increments
size by one, and then contin-
ues the search. The resultant
F̃ is a feature subset with
the smallest size such that
μ(F̃ ; C) ≤ δ.

LCC evaluates μ(F̃ ; C)
for different subsets F̃ in
‖F‖ times, while CCC does
in 2‖F‖ times in the worst
case.

5 Experimental Results

We compare the algorithms and the consistency measures through experiments.
For the purpose, we defined four types of synthetic datasets as defined in

Table 1, and generated 10 datasets at random per type. Each type includes binary
relevant features Fi (i = 1, . . . , k), binary irrelevant features Gi,j (i, j = 1, . . . , !)
and a binary class variable C. Also, it is designed based on Example 1 so that a
feature subset F̃ is consistent to C, if, and only if, F̃ � {F1, . . . ,Fk}. Also, we
selected four real datasets as shown in Table 2.
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Table 1. Types of synthetic datasets

Relevant features: Fi (i = 1, . . . , k)
Irrelevant features: Gi,j (i, j = 1, . . . , �)

Parameters #1 #2 #3 #4

k = 5 5 5 10
� = 3 3 3 4

Size of dataset = 100 100 100 1000
Pr[F∗ = 0, C = 0] = 0.85 0.55 0.55 0.725

Pr[F∗ = 2i−1, C = 1] = 0.03 0.09 0.03i 0.005i
Pr[Gi,j = 0 | C = 0] ≈ 0.25i 0.25i 0.25i 0.2i
Pr[Gi,j = 0 | C = 1] ≈ 0.25j 0.25j 0.25j 0.2j

Table 2. Real datasets

Dataset Source # of # of # of
Name Examples Features Labels

Wine [8] 178 13 3
Zoo [8] 101 16 7

Kr-vs-Kp [8] 3196 36 2
ADA [9] 4147 48 2

To each dataset, we applied
five algorithms, i.e. INTERACT,
CCC with ICR(F̃ ; C) and LCC
with ICR(F̃ ; C),H(C|F̃∗) and
SU(F̃ ; C), changing the thresh-
old δ, and evaluated their out-
puts F̃ as shown in Table 3.
In particular, for the synthetic
datasets, we used the coverage
rate Rc and the positively false
rate Rp, and, we experimented
with the real datasets using the
classifier algorithms implemented
in Weka ([10]).

5.1 Comparison of the
Algorithms

Figure 3 depicts the compari-
son of INTERACT, LCC and
CCC with ICR(F̃ ; C) for the syn-
thetic datasets, and clearly ex-
hibits inferiority of INTERACT.
Rc drops significantly more rapidly than the other two, and Rp for Type #4
increases more rapidly. This implies that INTERACT has only narrow latitude
for the selection of δ, and hence, has weak tolerance to noises. Also, Figure 4
exhibits inferiority of INTERACT, when applied to the real datasets.

Not surprisingly, CCC couldn’t return answers for the larger datasets (Type
#4, Kr-vs-Kp and ADA) within the time allowance of 30 minutes, in contrast
that LCC and INTERACT returned answers within 10 seconds per experiment.

5.2 Comparison of the Consistency Measures

For comparison of the consistency measures, we applied LCC to the same datasets
changing the measures out of H(C|F̃∗), SU(F̃ ; C) and ICR(F̃ ; C).

Table 3. Evaluation methods

Comparison Dataset Measures of evaluation

Algorithms/ Synthetic Rc, the ratio of the number of Fi’s in F̃ to k, and
Measures Rp, the ratio of the number of Gi’s in F̃ to | F̃ |.
Algorithms Real ICR(F̃ ; C) and “Percent Correct” with the C4.5 classifier.

Measures Real “Percent Correct” with the C4.5 and LogitBoost classifiers.
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Fig. 3. Comparison of algorithms with the synthetic datasets

Fig. 4. Comparison of algorithms with the real datasets

Fig. 5. Comparison of measures with the synthetic datasets

In the experiments, we took difference in scale between the measures into
account by adjusting the threshold δ. For example, when H(C|F̃∗) was applied
to the datasets with the binary class variable, we used 2δ ln 2 instead of using
δ as it is (Theorem 1). Nevertheless, we should not take the difference of the
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Fig. 6. Comparison of measures with the real datasets

results in the horizontal direction in Figure 5 and 6 too significant. When we
keep this in mind, we see that H(C|F̃∗) exhibits the best results, and ICR(F̃ ; C)
exhibits the worst results for the datasets of Type #1, #4 and Zoo. For the
other datasets, the measures shows compatible results.
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Abstract. One of the main challenges in the operation of multirobot systems is 
to find ways for them to adapt to changing situations and even objectives with-
out any type of central control. In this work we propose a real time coevolution-
ary strategy based on Embodied Evolution (EE) approaches that provides a 
means to achieve this end. The main inspiration for this approach comes from 
the field of artificial life combined with some of the notions on the distribution 
of utility functions as proposed by the multiagent systems literature. The solu-
tion has been tested on different real life problems involving robot teams. In 
particular, in this paper the work is aimed at the coordination of sets of robots 
for performing monitoring and surveillance operations such as the ones required 
on ship tanks and hulls. Nevertheless, the approach is general enough to be ap-
plied to many other tasks in several fields. 

Keywords: Coevolution, Adaptation, Multirobot Systems, Coordination. 

1   Introduction 

Embodied evolution (EE), as proposed by Watson et al. [1], aims at establishing a com-
pletely distributed evolutionary algorithm embodied in physical robots. The main idea 
behind the general approach is that a large number of robots may be used for the evalua-
tion stage of an evolutionary process that aims to obtain a given controller for a particu-
lar task. Basically the authors seek a robot population that evolves in a completely 
autonomous manner, without external intervention. The main ideas of this approach are 
that the evolutionary process must be decentralized and that the evaluations required for 
the instantiation of the evolutionary operators acting on a given individual must take 
place directly within the individual in an embodied and localized manner, preferably on 
the physical robot itself. This deviates fundamentally from other strategies proposed in 
the Evolutionary Robotics (ER) community [2][3][4], whereby there is usually a cen-
tralized evolutionary algorithm that uses information from all the robots in a simulation 
(or even in some cases in real robots) in order to perform selection, crossover and what-
ever other operators the evolutionary process requires. As the authors indicate in [1] this 
approach opens many possibilities for the creation of collective behaviors in distributed 
robotics. However they do not really explore how to implement these and present ex-
amples mainly based on single robot behaviors. 
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On the other hand, in the last decade or two there has been a lot of effort invested 
in the production of coordinated behaviors for robot teams and swarms both, from the 
point of view of the formalization of the problems [5] in order to produce hand crafted 
algorithms or controllers for particular tasks or concentrating on implementation  
issues [6][7][8]. The main drawback of many of these approaches is that they are 
particular to a task (i.e. foraging or flocking) often using homogeneous sets of ro-
bots/controllers and do not provide a general framework for obtaining collective be-
haviors that consider the fact that the structure of most real world problems does not 
allow for an easy decomposition into subproblems nor are they known beforehand. 
This is especially so in the case of complex dynamic problems where the environment 
or even the objectives change with time. 

In this paper we consider the EE based approach inspired on the main features of 
some artificial life based distributed evolutionary approaches and we combine it with 
some concepts from the multiagent systems literature in order to provide a way to 
implement the objectives desired from the collective system through the implementa-
tion of energy and interaction based utility distribution schemes. In addition, as robot 
teams usually have a fixed number of individuals, we provide an Embryonic based 
reproduction mechanism that deals with the instabilities of other direct implementa-
tions of reproduction in EE such as the Probabilistic Genetic Transfer Algorithm [1].  

2   Asynchronous Situated Coevolution 

The algorithm we consider here and which is called Asynchronous Situated Coevolu-
tion (ASiCo) is inspired, on one hand, on the studies of complex systems in terms of 
the use of decentralized and asynchronous evolution as introduced in artificial life 
simulations. Unlike other bioinspired approaches such as genetic algorithms in which 
selection and evaluation of the individuals is carried out in a centralized manner at 
regular processing intervals based on an objective function, this type of evolution is 
situated. This means that all of the interactions among individuals of the population 
are local and depend on spatial and temporal coincidence of the individuals, which 
implies an intrinsic decentralization. However, this type of evolution has usually been 
employed to study how evolution works in an open ended manner and not really with 
an engineering objective in mind. This is the reason why here we take inspiration 
from multiagent systems and their studies of utility functions and their distribution 
among the individuals in order to structure the energy dynamics of the environment in 
order to guide evolution to the objectives sought.  

Consequently, the drive of the algorithm is provided by the interactions among 
elements in the environment and not by a sequence of optimization steps or processes 
as in traditional evolutionary algorithms. Reproduction, creation of new individuals or 
their elimination is driven by events that may occur in the environment and that corre-
spond to interactions among individuals in the population. It is the design of these 
interactions that provides the power to achieve the objectives we seek.   

Fig. 1 displays a schematic representation of the algorithm’s structure, divided into 
two different parts. On one hand (left block) we have the evolution engine, which is 
based on the interactions among elements in the environment. After the creation of a 
random population, the execution of the interaction events occurs in a continuous loop 
through the actions performed by the individuals following their control structure. 



 Asynchronous Situated Coevolution and Embryonic Reproduction 353 

These actions lead first to updating the energy values of each individual, then, if some 
predefined criteria is met, reproductive selection events occur, and finally,  those  
individuals whose energy levels dip below a given threshold or who meet any other 
elimination criteria are eliminated. On the other hand (right block of Fig. 1), we have 
the procedures that guide this evolution towards an objective. The individual encoding 
defines the behavior that can be generated, the behavior/objective function establishes 
the energy assignment and reproductive selection criteria, and the embryonic reproduc-
tion which allows a situated evolution, and that will be explained in detail in the  
next section. In addition, Fig. 1 shows the relations between these procedures and the 
processes carried out during evolution. 

ASiCo is an interaction driven algorithm. Interactions are a set of rules that make 
the state of the elements and individuals in the environment change when some event 
occurs. This process is independent from the evolution of the population. Two ele-
ments are very relevant within ASiCo. On one hand we have the flow of energy, 
which represents the different rules that regulate energy variations and transmissions 
between the individuals and the environment and vice versa. On the other hand, re-
productive selection is the set of rules that regulates the reproduction process. This 
selection process must be defined for each problem but it is usually based on spatial 
interactions together with some energetic criteria. When individuals are selected for 
reproduction (for instance, because they came together in space and had enough en-
ergy) their genotypes are somehow combined through a crossover operator and a new 
individual comes into being in the environment taking up some of the energy from its 
parents. There are also some rules that regulate when an individual dies off. 

 

Fig. 1. Schematic representation of the interaction driven ASiCo 

3   Embryo Based Reproduction 

Regarding reproduction, this mechanism needs to be adapted to the objectives sought. 
In the work presented here we are interested in groups of real robots with a fixed 
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number of individuals. Consequently, we do not want real robots to “die” nor have the 
means to make robots “appear” in the environment and therefore the reproduction 
mechanism has to take this into account. The only way to do this, apart from continu-
ously modifying on line the genetic make up of the robots (as is the case with PGTA 
[1]) with the consequent instabilities in their behaviors due to lack of evaluation time 
in the environment, is to synchronize death with birth. In fact, as the robots are preset, 
we can only work with their controllers and having a robot die and another one be 
born at the same time is basically an operation of changing the controller of a given 
robot. To allow for evolutionary pressure within this process, we have designed a 
reproduction mechanism for fixed size populations called Embryo Based Reproduc-
tion (EBR). The basic idea is that each agent, apart from its own evolvable parame-
ters, carries within it, another set of parameters corresponding to its embryo with an 
associated pre-utility value that estimates the utility of the agent to be generated from 
the embryo. Initially, when a new agent is created, an embryo is generated for it as a 
mutation of the parent genotype with half of its energy. During the life of an agent, 
the embryo may be modified whenever the agent meets another one and evaluates it 
positively through an estimation of the pre-utility of the embryo after crossover by 
averaging the utility of the two parents. If this pre-utility is higher than the current 
one, crossover takes place and the new embryo substitutes the current one. Finally, 
when the parent dies because it ran out of energy or time or for whatever other reason, 
the embryo substitutes the parent, meaning, the control of the robotic unit is assumed 
by the embryo and a new embryo is generated within the robot. 

Through this strategy, we ensure that the size of the population remains constant 
and that the process takes place in an asynchronous and decentralized way. In what 
follows we will present some examples of the results obtained using this approach. 

4   Experiments and Results 

An experiment was set up to ascertain the capabilities of Asynchronous Situated Co-
evolution and EBR in terms of providing a mechanism for a fixed set of robots to be 
able to adapt in real time and establish coordination strategies through the evolution 
of their controllers for performing surveillance or monitoring tasks. Given the nature 
of the problems we are interested in, we have considered two scenarios. One where 
every area that needs to be monitored has the same importance or monitoring need 
and a second one where the risk of incidents increases differently for different areas 
when they are not monitored, which is a much more realistic situation albeit one that 
most authors ignore and which has a direct bearing on the efficiency of the coordi-
nated strategy chosen.  

In any case, for the sake of simplicity and clarity in the presentation of results, for 
the experiments presented here we have built an environment that is made up of cells 
and each cell is characterized by a level of risk that increases while no robot monitors 
it. The risk level goes to zero when it is monitored and starts to increase again until it 
is re-monitored by another robot. This set up allows us to measure the efficiency of 
the strategies employed by the robots in a very simple way. All we need to do is to 
add up the risk level in whatever area of the environment we are interested in. 
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To make the problem as complicated as possible (but still solvable) for the robots, 
we have infra-sensorized them. In fact, a robot can only detect on one hand how many 
robots are within the sensor reach (which is a constant for all the robots) in each of the 
four quadrants around it and, on the other, it detects if a collision has occurred. It has 
a small memory that allows it to remember its position n instants before. In terms of 
actions, all of the robots move at the same speed and the control system just provides 
a value for the angular velocity (rate of turn). In the first trial, the robots have no  
perception of the risk level at their location or of how it changes around them and, 
consequently, they cannot use this information in order to decide their actions. 

The control system is based on a RBNN (Radial Basis Neural Network) whose  
parameters are encoded in the genotype of the robot together with the length of the 
memory. The inputs to this network are those corresponding to the number of robots 
around it within the four quadrants, the module and angle of the vector relating its 
position n instants before and its current position and the value of its collision sensor 
(whether a collision has occurred). 

 

  

Fig. 2. Change in the risk level (top left) as well as three instants during evolution: 0 (top right), 
1000 (bottom left) and 6000 (bottom right) steps. Black areas represent the obstacles. Intensity 
of red indicates risk level for a given area. 

Several experiments were carried out with these elements in order to see how the 
algorithm behaved. The first one, based on the work in [9] considers the direct explo-
ration of an environment where all of the cells behave similarly. Fig. 2 (top left) 
shows evolution of the risk level on an environment that is being controlled by a set 
of 20 robots as described above. The top right image of Fig. 2 displays the situation at 
the beginning of the process, where all the controllers are random. Red intensity 
represents risk level. The bottom left image corresponds to the state after around 1000 
time steps in the environment and the bottom right one to the operation of the robot 
group after around 6000 steps. It is clear that the controllers of the robots have im-
proved to the point of being able to obtain quite a low risk level (an average risk level 
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of around 50 units per cell which corresponds to every cell being explored every 450 
time steps). This is a very adequate level if one takes into account that the robots, in 
order to coordinate their actions, are only aware of the number of agents in four quad-
rants around them and not of their exact position and they do not know the risk level 
of a given position. Consequently, the fact that the whole area is monitored efficiently 
is a consequence of an emergence of a coordination strategy forced by the global 
utility requirements. 

  

Fig. 3. Initial behavior of a 20 robot system and after 8000 time steps for an environment with a 
central hot zone and neutral surroundings. Different genotypes lead to different robot colors. 

Another interesting result is that the robots tend towards a homogeneous genotype 
in this task (different genotypes are shown as different colors for the robots). This 
seems reasonable given the fact that that the environment is relatively homogeneous 
in terms of requirements for the agents. 

However, it would be nice to test the behavior of this type of approach in cases 
where different parts of the environment have different monitoring requirements. 
Thus, we considered a slightly different problem where different areas of the envi-
ronment require surveillance or monitoring at different rates, that is, their risk levels 
are modified at different rates. This problem corresponds to one of the real problems 
we find in the shipbuilding industry where these strategies are being applied. When 
monitoring structural soundness and seeking faults, different types of elements require 
different monitoring, for instance, plates are less prone to damage than joints and 
plate-beam unions and thus must be explored at different rates.  

 

Fig. 4. Evolution of the risk level for the example of Fig. 3 
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For these experiments the scenario was modified to allow for different rates of risk 
evolution. In addition the robots were endowed with a sensor that detects transitions 
between areas (i.e. it knows when goes from a plate to a beam or vice versa). The first 
experiment carried out with different areas was using a single risk increasing area 
within a neutral area, that is, an area that does not need to be monitored. For simplic-
ity we will differentiate area requirements using temperature analogies. Here case we 
have a hot area covering 15% of the scenario within a neutral area. 

Fig. 3 displays the initial behavior and the genotypes (through robot color) of the 
robots and the behavior after 8000 time steps. Fig. 4 shows the evolution of the value 
of the risk for the whole environment. It is clear that this value reaches extremely low 
values after about 6000 time steps. In fact, the value achieved is very close to the 
theoretical minimum. This is a result of the production of an appropriate coordination 
strategy for the robots and the fact that there are so many robots to control in such a 
small area. Much in the same way as in the previous case, as all the robots have to 
work over the same area, they tend to have the same genotype, that is, the same con-
troller, and thus become a homogeneous robot team. 

  

Fig. 5. Behavior of a 20 robot system for an environment with three different areas (hot, cold 
and neutral) after stability is achieved 

 

Fig. 6. Evolution of the risk level for the example of Fig. 5 

 



358 A. Prieto et al. 

To complicate things, now we establish a scenario with three different areas in 
terms of risk: a hot area, a cold area and a neutral area in between. In this case after 
reaching a stable behavior, as shown in Fig. 5, two types of robots are obtained. There 
is one group that specializes in surveillance of the cold area and another one that con-
centrates on the hot area. Obviously the robots are different in terms of controller 
(different genotype) as this makes the task simpler. Thus the robot population has 
evolved into a heterogeneous robot (or at least controller) group with species that 
specialize in different tasks. Fig. 6 displays the evolution of the global risk level as 
well as that of the two zones.  

5   Conclusions 

Asynchronous Situated Coevolution (ASiCo) together with an embryonic like delayed 
reproduction mechanism (EBR) provides a very simple approach for the introduction 
of real time evolution within robot coordination structures. It is a strategy that allows 
for the real time operation of a fixed number of robots that evolve their controllers in 
a decentralized and asynchronous manner when they interact in the environment op-
timizing very fast the use of the resources available to the team in order to achieve the 
task implicit in the global utility function distributed as energy based local utilities 
that determine the reproduction capabilities of the individuals. This approach has been 
explored here in a simulated environment that mimics the surveillance and monitoring 
tasks that need to be carried out in real environments such as ship fault detection and 
is now being implemented over real robots with promising results. 
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Abstract. The aim of this pioneering research1 is to study, design, and
implement systems that could tutor other sub-systems using techniques
that traditional real-life Teachers use when they teach real-life Students.
The research undertaken is a result of merging the fields of Intelligent
Tutoring Systems (ITS) and Learning Automata (LA), and leads to a
paradigm which we refer to to as “Intelligent Tutorial-like” systems. In
our proposed novel approach, every component incorporates the funda-
mental principles of LA. Thus, we model the Student (i.e., the learning
mechanism) using an LA. Each Student is considered to be a member of
a Classroom of Students, each of whom is individually represented by a
distinct (and possibly different) LA. We also model the Domain and the
Teacher using the LA paradigm.

Our research also works within a new philosophical perspective. We
relax the constraint that “traditional” Tutorial systems have, namely the
one of assuming that the Teacher is infallible. Rather, we assume that
the Teacher is inherently uncertain of the domain knowledge, and is thus
of a stochastic nature. However, although he is not absolutely certain
about the material being taught, he is also capable of improving his own
“teaching skills” even while the operation of the system proceeds. Finally,
we also attempt to model a realistic learning framework, where the Stu-
dents can learn not only from the Teacher, but also from other colleague
Students in the Classroom.

Keywords: Tutorial-like Systems, Learning Automata, Modeling of
Adaptive Systems.

1 Introduction

Central to every learning or adaptive system is an entity which performs the learn-
ing, and another entity which teaches the latter. Based on real-life analogies, these
1 Since this a plenary talk, in the interest of readability, this document is written in-

formally – with minimal mathematical formalism. More details of the mathematics,
claims, potentials of the results, and the entire research endeavor can be found in the
papers cited in the bibliography, and in the Doctoral Thesis of the second author [5].

J.D. Velásquez et al. (Eds.): KES 2009, Part I, LNAI 5711, pp. 360–373, 2009.
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can be informally referred to as the “Student” and the “Teacher” respectively. The
aim of this research endeavor is to design a Tutorial-like system in which every
component utilizes the fundamental principles of Learning Automata (LA). In-
deed, we intend to model the Student (i.e., the learning mechanism) using an LA.
We also propose to model a Classroom of Students - all of whom are appropri-
ately represented, possibly by different types of LA. This, of course, broadens the
horizons of both Tutorial systems and the fields of LA because we permit Stu-
dents to not only learn from the Teacher, but to also learn by interacting with
each other. Consequently, this research opens avenues for even more fascinating
problems such as:

– How does the imperfect Teacher in such a Tutorial-like system present his2
knowledge?

– How is the Domain knowledge represented?
– More importantly, since the Teacher himself is a component of the system,

can we also incorporate learning capabilities in the Teacher, thus permit-
ting him to improve his teaching capabilities as the the Student-Teacher
interaction progresses?

This paper argues that LA-based Intelligent Tutorial-like systems can be an easy
and useful way to model and implement Tutorial systems. We assume that the
“Teacher” has an imprecise knowledge of the material to be imparted. While
such a model for the Teacher has been studied extensively within the domains
of LA, Neural Networks, and reinforcement learning [11,16,22], it is quite new to
the field of Tutorial Systems. Thus, we believe that after our problem has been
satisfactorily solved within a machine learning perspective, it can be, hopefully,
ported to the application domain of Intelligent Tutorial systems.

The intention of the research in this paper is not to develop a generic system
in which the Teacher is uncertain about the teaching material, or a generic model
for the strategy by which he would impart the material and test the Students.
Such a system would encounter enormous hurdles related to the psychological
concepts of cognition, teaching, learning and intelligence, and also the system
development aspects. In the research work presented in this paper, we propose
that the problem we are studying be couched within the framework of the gen-
eral machine learning paradigm, and thus we refer to the proposed system as
a Tutorial-like system. Thus, it is reasonable for us to interchangeably refer to
the “Student” as a “Student Simulator”, and to the “Teacher” as the “Teacher
Simulator”, etc.

Using machine learning in improving tutoring systems was the study of a
few previous researches. Frasson et al. [4] designed the main ITS components
(student model, domain knowledge, and the tutoring model) in the form of in-
telligent agents. Lelouche [14] used a collection of interacting agents to represent
the original modeling of the tutoring knowledge in an intelligent educational
system. Legaspi and Sison [13] modeled the tutor in ITS using reinforcement
2 For the ease of communication, we request the permission to refer to the entities

involved (i.e. the Teacher, Student, etc.) in the masculine.
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learning with the temporal difference method as the central learning procedure.
Beck [3] used reinforcement learning to learn to associate superior teaching ac-
tions with certain states of the student’s knowledge. Baffes and Mooney imple-
mented ASSERT [2], which used reinforcement learning in student modeling to
capture novel student errors using only correct domain knowledge. Our method
is distinct from all the works cited here.

1.1 Tutorial-like Systems

Our entire research will be within the context of Tutorial-like systems [5]. In
these systems, there need not be real-life Students, but rather each Student
could be replaced by a Student Simulator that mimics a real-life Student. Alter-
natively, it could also be a software entity that attempts to learn. The Teacher,
in these systems, attempts to present the teaching material to a School of Stu-
dent Simulators. The Students are also permitted to share information between
each other to gain knowledge. Therefore, such a teaching environment allows the
Students to gain knowledge not only from the Teacher but also from other fellow
Students.

In the Tutorial-like systems which we study, the Teacher has a stochastic
nature, where he has an imprecise knowledge of the material to be imparted.
The Teacher also doesn’t have a prior knowledge about how to teach the subject
material. He “learns” that himself while using the system, and thus, hopefully,
improves his skills as a teacher. Observe that, conceptually, the Teacher, in some
sense, is also a “student”.

On the other hand, the Student Simulators need to learn from the Stochastic
Teacher, as well as from each other. Each Student needs to decide when to request
assistance from a fellow Student and how to “judge” the quality of information
he receives from them. Thus, we require each Student to possess a mechanism
whereby it can detect a scenario of procuring inaccurate information from other
Students.

In our model of teaching/learning, the teaching material of the Tutorial-like
system follows a Socratic model, where the domain knowledge is represented in
the form of questions, either to be of a Multiple Choice sort or, in the most
extreme case, of a Boolean sort. These questions, in our present paradigm, carry
some degree of uncertainty, where each question has a probability that indicates
the accuracy for the answer of that question.

1.2 Stochastic Learning Automaton

The stochastic automaton tries to reach a solution to a problem without any
information about the optimal action. By interacting with an Environment, a
stochastic automaton can be used to learn the optimal action offered by that
Environment [1,12,15,16,17,20,24]. A random action is selected based on a prob-
ability vector, and then from the observation of the Environment’s response,
the action probabilities are updated, and the procedure is repeated. A stochas-
tic automaton that behaves in this way to improve its performance is called a
Learning Automaton (LA).
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In the definition of a Variable Structure Stochastic Automata (VSSA), the
LA is completely defined by a set of actions (one of which is the output of the
automaton), a set of inputs (which is usually the response of the Environment)
and a learning algorithm, T . The learning algorithm [16] operates on a vector
(called the Action Probability vector)

P(t) = [p1(t), . . . , pr(t)]T,
where pi(t) (i = 1, . . . , r) is the probability that the automaton will select the
action αi at time ‘t’,

pi(t) = Pr[α(t) = αi], i = 1, . . . , r, and it satisfies∑r
i=1 pi(t) = 1 ∀ t.

Note that the algorithm T : [0,1]r × A × B → [0,1]r is an updating scheme
where A = {α1, α2, . . . , αr}, 2 ≤ r < ∞, is the set of output actions of the
automaton, and B is the set of responses from the Environment. Thus, the
updating is such that

P(t+1) = T (P(t), α(t), β(t)),
where P(t) is the action probability vector, α(t) is the action chosen at time t,
and β(t) is the response it has obtained.

If the mapping T is chosen in such a manner that the Markov process has
absorbing states, the algorithm is referred to as an absorbing algorithm [16]
which are suitable for stationary environments. Ergodic VSSA better suited for
non-stationary environments have also been investigated [16,19]. Furthermore,
in order to increase their speed of convergence, the concept of discretizing the
probability space was introduced [18,19]. This concept is implemented by re-
stricting the probability of choosing an action to a finite number of values in the
interval [0,1].

Pursuit and Estimator-based LA were introduced to be faster schemes, since
they pursue what can be reckoned to be the current optimal action or the set of
current optimal schemes [19]. The updating algorithm improves its convergence
results by using the history to maintain an estimate of the probability of each
action being rewarded, in what is called the reward-estimate vector. Families of
continues and discretized Pursuit and Estimator-based LA have been shown to
be faster than VSSA [23].

LA have been used in systems that have incomplete knowledge about the en-
vironment in which they operate. They have been used in telecommunications
and telephone routing, image data compression, pattern recognition, graph par-
titioning, object partitioning, and vehicle path control [1].

1.3 Contributions of This Paper

In this research we propose a new philosophy to design and implement a Tutorial-
like system in which every component utilizes the fundamental principles of LA.
We present a novel design of a Tutorial-like system in which:

– The Teacher is stochastic, and uncertain about the teaching material.
– The Student is simulated to study the Domain knowledge.
– The Domain knowledge contains uncertain course material.
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– The Teacher is dealing with a School of Students who learn from him and
from each other.

– Since the Teacher himself is a specific component of the system, we also pro-
vide him with a mechanism to improve his own teaching abilities as system
evolves.

In short, the goal of this research is to investigate how the field of Intelligent
Tutorial systems and LA can be merged to produce Tutorial-like systems that
have capabilities that are unreported in the literature.

2 Intelligent Tutorial/Tutorial-like Systems

An ITS consists of a number of modules, which are, typically, the domain model
(knowledge domain), the student model, and the pedagogical model (which rep-
resent the tutor model itself). Self [21] defined these components as the tripartite
architecture for an ITS – the what (domain model), the who (student model),
and the how (tutoring model).

As mentioned in the introduction, Tutorial-like systems are quite similar (in
principle) to traditional Tutorial systems, since they model the Teacher, the
Student, and the Domain knowledge. However, there are many features which
are distinct in the former, which is what we will briefly highlight below. More
details of these distinctions can be found in [5].

1. Different Type of Teacher. As opposed to Tutorial systems, the Teacher
in our Tutorial-like system possesses different features. First of all, one fun-
damental difference is that the Teacher is uncertain of the teaching material
– he is stochastic. Also, the Teacher does not initially possess any knowledge
about “How to teach” the domain subject. Rather, the Teacher himself is
involved in a “learning” process and he “learns” what teaching material has
to be presented to the Student.

2. No Real Students. A Tutorial system is intended for the use of real-life
students. Its measure of accomplishment is based on comparing their progress
with other students in a control group. Thus, the Tutorial-like system could
be used by either:

(a) Students Simulators, that mimic the behavior and actions of real-life
students using the system.

(b) An artificial Entity which, in itself, could be another software component
that needs to “learn” specific domain knowledge.

3. Uncertain Course Material. Unlike the domain knowledge of “tradi-
tional” Tutorial systems where the knowledge is, typically, well defined, the
domain knowledge for our Tutorial-like system contains material that has
some degree of uncertainty.

4. School of Students. Traditional Tutorial Systems deal with a Teacher who
teaches Students. A Tutorial-like system assumes that the Teacher is dealing
with a School of Students where each learns from the Teacher on his own,
and can also learn from his “colleagues” if he desires.
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3 Overall Proposed Model

The overall proposed Tutorial-like system will be composed of an ensemble of LA
modules, where each entity can improve its behavior based on the response it re-
ceives from its corresponding Environment.Thus, the systemalso uses LAtomodel
the Student, the learning achieved by the Teacher, the learning achieved by each
Student by interacting with the Teacher, and the learning accomplished by the
School of Students by interacting between themselves. This paper presents an over-
all global view of our paradigm, and so we shall briefly (and without extensive
mathematical formalism) describe each module in the Tutorial-like system.

To approach the general aim of this paper, we shall present the model for the
overall Tutorial-like system, “piece by piece”, where each module uses stochastic
LA. As discussed, our aim will be to use LA in every module of the system.
However, the overall system is composed of different software modules which
are capable of communicating with the model for the Teacher, and with each
other. Figure 1 shows the different components of the system and their mutual
interactions, described in greater detail, in the subsequent sub-sections.

3.1 The Model for the Student Simulator

In our Tutorial-like system, there is no real-life Student. Each Student is repre-
sented by a Student Simulator, which tries to mimic his behavior and actions. This
is the actual entity that has to be taught the material by the Teacher. This model-
ing enables the Tutorial-like system to function and be tested without the need for
real-life Students. The crucial features of the model involve the following facets:

– The Student Simulator is modeled using an LA paradigm. It uses LA as the
learning mechanism to try to mimic the behavior and the learning of the Stu-
dent.

– In addition to being able to learn from the Teacher, the Student Simulator
is able to communicate with other Student Simulators, to enable it (them)
to exchange information and learn from each other.

3.2 The Model for the Student

This model is a representation of the behavior and status of the Student (or the
Student Simulator). It guides the Tutorial-like system to take tailored pedagogical
decisions customized to each Student or his simulator. One can think of this as the
model which the system retains in order to represent the Student, even though the
Student may be learning using a completely different philosophy. Thus, for exam-
ple, while the real-life Student may be learning using a neural network strategy,
the system may model his learning paradigm using an LRI LA scheme.

Attempting to understand how a learning mechanism within a “black box”
learns is by no means trivial. Indeed, as far as we know, this is an unsolved
problem. To achieve this, we shall use the philosophy briefly explained below.

– The model of the Student will be inferred using a higher-level of LA, referred
to as the Meta-LA. While the Students use the Tutorial-like system, the
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Fig. 1. Components of the LA-based Tutorial-like System
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Meta-LA attempts to characterize their learning model. The input for the
Meta-LA is obtained from its Environment, and does its task by observing
the input/output characteristics of the Student Simulator.

– The Meta-LA will try to determine if the Student in question is one of the
flowing types:

• A Fast Learner.
• Normal-paced Learner.
• A Slow Learner.

Clearly, this sub-division of capabilities can be subject to a more fine res-
olution, but we believe that such a resolution is sufficient for most tutorial
applications.

– The Meta-LA will determine the learning model of the Student by:

• Observing and watching the consequent actions of the Student Simulator
and his performance.

• Examining the Environment’s characteristics, as well as observing its
response to the Student’s actions.

– The Meta-LA Environment monitors the “performance” of the Student LA
over a period of time. Depending on the sequence of observations, its Envi-
ronment will penalize or reward the action of the Meta-LA.

– The higher-level Meta-LA and the lower-level LA are connected as a Net-
work of LA that have a unique interaction model. In this model, the Meta-
LA is not directly affected by the lower-level (Student) LA, but rather the
Meta-LA’s Environment monitors the progress of the Student LA. Such a
interconnection modeling is novel to the field of LA.

Although the description given here, for the model of the Student, is brief, ad-
ditional details can be found in [5,6].

3.3 The Model for Student-Classroom Interaction

The Tutorial-like system allows the Student to be a member of a Classroom of
students, where, for the most part, each member of the Classroom is permitted
to not only learn from the Teacher(s) but also to “extract” information from any
of his colleague students.

The Student-Classroom interaction is intended to maximize the learning ex-
perience of each Student as well as the collective learning of the Students. We
propose a feasible model for the real-life scenario in which each Student can be
provided with multiple sources of knowledge, each of which source is uncertain
or inaccurate.

When interacting with each other, a Student, or the Student Simulator, can
select an interaction strategy to communicate with other Students. Such a strat-
egy can be one of the following:

1. He always assumes that the knowledge of other Students is reliable.
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2. He assesses the knowledge received from other Students. If he considers this
knowledge credible, he agrees to utilize this knowledge.

3. He initially accepts to give due consideration to the knowledge from other
Students. He then evaluates the knowledge received after a period of proba-
tion, and “unlearns” the information gleaned if he infers that this information
was misleading.

4. He decides to learn independently, and does not communicate with other
fellow Students.

On the other hand, the Student defines how he is willing to take advantage of
the knowledge that his colleagues can offer. Our model proposes two approaches
in which the Student can handle this knowledge:

– A complete transfer of information, in which case the Student will acknowl-
edge all the knowledge from the other Student, and forget or erase his learned
state completely.

– A partial utilization of information, where the Student will use the knowledge
from the other Student only to enhance his knowledge but not to erase the
knowledge he has gained otherwise.

In order to facilitate the Student-Classroom interaction, the Student, or the
Student Simulator, uses what we refer to as a Tactic-LA, to decide about the
initiation of interaction steps. The Tactic-LA will enable the Student to consider
one of the following methods of interaction:

– He is willing to offer his assistance to other Students in the Classroom.
– He is looking for assistance from other Students.
– He is not interested in any of the above options.

The Communication Agent is the component of the Tutorial-like system that is
assigned to facilitate the interaction between Students. It enables the commu-
nication between Students by matching those Students who are willing to offer
assistance, with their counterparts who request assistance.

In the context of the Student-Classroom interaction model, the results given in
[5,8] can be summarized as follows: A Student-Classroom interaction is beneficial
to most Students, especially the weaker ones, when they utilize the information
they get from superior colleagues. Such a conclusion is, of course, intuitive, and
we believe that our model is the pioneering one in this context.

More extensive details and experimental results for this can be found in [5,8].

3.4 The Model for the Domain

This model will encapsulate the Domain knowledge teaching material that needs
to be communicated to the Students. It is the control center that encompasses
the entire Domain knowledge, which the Teacher uses to impart knowledge to
the Students. This module permits the Tutorial-like system to model and imple-
ment the Domain knowledge using a Socratic philosophy and via multiple-choice
questions. It will represent the increasing complexity/difficulty of the material
being taught. In essence, the features of this model will be as follows:
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– The Domain knowledge will be presented via multiple-choice Socratic-type
questions. For each question, every choice has an associated probability of
being correct. The choice with the highest reward probability is the answer
to that question.

– The knowledge imparted is arranged in Chapters, each of which will have a
set of questions.

– Each Chapter represents a level of complexity/difficulty that is harder than
the previous one.

– Students will not be able to predict the answer for subsequent Chapters using
prior knowledge.

The Domain model we propose is capable of increasing the complexity of the
Domain knowledge by reducing the range of the penalty probabilities of all ac-
tions (i.e., the multiple-choice answers), by incorporating a scaling factor μ. This
will result in a clustering of the penalty probabilities, which will then lead to
making the questions more complex inasmuch as it will be more difficult for the
Student to infer the correct action.

The reader is requested to refer to [5,7] for more details on the model for the
Domain.

3.5 The Model for the Teacher

In this module, we model how the Teacher can teach the Socratic-type Domain
knowledge, via multiple-choice questions. This knowledge is also used to test
the Students in the imparted knowledge. The aim of this part of the study is to
illustrate how the Stochastic Teacher can not only present Socratic-type Domain
knowledge to the Students, but also model the way by which he can assist them
so as to be able to learn increasingly complex material. Modeling the Teacher
involves the following concepts:

– The Teacher retrieves Domain knowledge from the Domain model, so as to
present it to the Student.

– The Domain knowledge, as mentioned in Section 3.4, is of the Socratic-type
and is stored in the Domain model, via multiple-choice questions.

– The Domain knowledge is modeled with increasing complexity, which is in-
tended to represent the increasing complexity of subsequent Chapters that
the Student encounters.

– The Students will learn the Domain knowledge from the questions presented
to them, and from the feedback obtained by answering these questions.

– The Teacher possesses a formal strategy to improve the ability of the Stu-
dents to learn more complex material. He does this by assisting them with
additional information so as to handle the Domain knowledge as the difficulty
of the latter increases.

In order for the Teacher to assist the Students to handle complex Domain knowl-
edge, he provides them with hints. These hints will be imparted to the Students
in the form of increasing the initial probability for one of the actions in the
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Student Simulator’s action probability vector. The Teacher has the ability to
control the probability that the Student correctly receives the hint.

The model for the Teacher is described in greater detail in [5,9].

3.6 The Model for Improving the Teacher’s Skills

Our Tutorial-like system allows the Teacher to “learn” and improve his “teach-
ing skills” while he is using the system. This is accomplished by providing a
higher-level LA, referred to as the Meta-Teacher, which will infer the required
customization that the Teacher needs for the particular Student. The salient
features of this model are as follows:

– The Teacher will utilize the Student model. As explained in Section 3.2, this
will be done by using the Meta-LA to infer the learning model of the Student
and his learning capabilities.

– The Meta-Teacher, as a higher-level learning concept, will try to infer the
required customization that the Teacher needs for the specific Student.

– For each Environment that the Student is attempting to learn from, the
Teacher will define his own standards for the specific Environment.

– The Meta-Teacher will make its inferences based on observing the progress
of the Students at an intermediate stage of the learning.

– Based on the knowledge inferred from the Meta-Teacher and the Student
model, the Teacher will be able to customize the teaching material presented,
and provide the appropriate hints to each individual Student.

– This customization demonstrates the adaptability of the Teacher to the par-
ticular needs and skills of each Student.

More detailed mathematical and experimental information concerning the model
for improving the Teacher’s skills are found in [5,10], and omitted here in the
interest of brevity.

3.7 The Overall Prototype of the Tutorial-like System

In all brevity, the prototype attempts to incorporate all the features of the dif-
ferent models, described in the above sub-sections. The goal of the prototype
is to provide a researcher with the software necessary to simulate the teach-
ing/learning experience within the generalized framework proposed by the tenets
of this research.

Typically, a researcher who uses the system, proceeds along the following steps
to test the prototype:

– Specify the configuration parameters for the Students and the Classroom.
These parameters serve to define the characteristics of the Student/Classroom
who interact with the Teacher. This includes the identity of each Student, the
type of Student that the Student Simulator is trying to mimic (either Fast,
Normal, or Below-Normal), the interaction strategy used by the Student, the
rate of learning for the Student, etc.
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– Define the configuration of the Domain knowledge.
– Define the learning Environment, its characteristics and how its complexity

increases with the different Chapters.
– Provide a mechanism by which the Teacher will provide hints to assist the

Students.
– Define how the Teacher himself will improve his teaching skills and abilities.

At the end of the simulations, the researcher who uses the prototype will be
able to graphically observe the progress of each Student. How each student has
learned, and the effect of the interaction between the Students will be depicted
in these graphs.

4 Conclusion

In this paper, we have pioneered a new class of systems, which merged the
fields of Intelligent Tutorial Systems (ITS) and Learning Automata (LA). We
refer to these systems as being “Intelligent Tutorial-like” systems. Our research
has succeeded in developing such Tutorial-like systems where every module was
composed using LA, and where every entity improved its behavior based on the
response it received from its corresponding Environment. Although the details
of the various modules is omitted in the interest of brevity, they are found in
the Doctoral Thesis of the second author [5] and in a sequence of publications
[6,8,7,9,10] that have concentrated on the individual modules themselves.

Our Tutorial-like system has incorporated different concepts that are novel
and unique. In our system, every facet of the interaction involved a model (or
a non real-life Student), and in which the design and implementation followed
an established learning paradigm, where every module of the system utilized
the fundamental principles of LA. First of all, the Student (i.e., the learning
mechanism) was modeled using a LA. The imperfect Teacher was modeled using
an LA Environment. The Classroom of Students was also modeled using LA,
with each of them being represented by distinct, and possibly different types of
LA.

Throughout the paper, we have argued that LA-based Intelligent Tutorial-like
systems can serve to be an easy and useful way to model and implement system-
based (as opposed to real-life Student-based) Tutorial systems. It is our belief
that after our problem has been satisfactorily solved within a machine learning
perspective, it can be, hopefully, ported to the application domain of Intelligent
Tutorial systems.

The paper also presented a philosophic view of such Tutorial-like systems in
which we relaxed the infallible constraint that the “Teacher is ‘perfect’ ”. By
modeling the Teacher as a stochastic “Entity”, we were able to perceive it as an
Environment or Medium in which the Student is learning.

We conclude this paper by stating that we do not claim to have solved all the
problems associated with the new field of Tutorial-like systems. However, we do
believe that we have taken a few small but significant and pioneering steps in
the direction of laying the foundational groundwork for the future.
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