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Abstract. We propose a distributed and autonomous algorithm for ra-
dio resource usage optimization in heterogeneous wireless network envi-
ronment. We introduce optimization dynamics of the mutually connected
neural network to optimize average throughput per the terminals and the
load balancing among the radio access networks (RANs). The proposed
method does not require a server to collect whole information of the
network and compute the optimal state of RAN selections for each ter-
minal. We construct a mutually connected neural network by calculating
the connection weights and the thresholds of the neural network to au-
tonomously minimize the objective function. By numerical simulations,
we show that the proposed algorithm improves both the total and the
fairness of the throughput per terminal. Moreover, we implement the
proposed algorithm on an experimental wireless network distributively,
and verify that the terminals optimize RAN selection autonomously.

1 Introduction

Various radio access networks (RANs) have been developed and deployed. The
cellular phone networks provide ubiquitous services and available almost every-
where, but their data communication bit rate is not very high and the cost is
relatively expensive. On the other hand, the wireless LAN systems provide high-
speed and low cost network access and possible to put access points freely, but it
is available only in limited areas, since the coverage of one access point is small.
Each RAN has different feature on the connectivity, the transmission speed, the
cost per bit, and so on. Therefore, the best RANs for the users to connect to the
network always change depending on their situations and available RANs.

Recently, many of the networks are replaced by IP based networks. The cost
of the voice over IP communication is much lower than the traditional circuit
switched telephone networks. Moreover, the IP enables to exchange various kinds
of data, web pages, e-mails, voice, streaming video, etc. By the increase of the
demands for the Internet access, the most of RANs provide the Internet connec-
tivity with the global IP access. This means that those RANs are connected to
the same core network, the Internet.
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Across those RANs connected to the Internet, vertical handover technologies
enable to switch the on-going sessions on one of the RAN to other RAN without
interruption of the session [1,2]. The mobile IP[3] enables to switch the IP ad-
dress of a mobile terminal for the session, seamlessly. IEEE 802.21 [4] provides
a common interface to the upper layer protocols to control different kinds of
RAN interfaces. By using those technologies, it becomes possible to seamlessly
handover the sessions among different kinds of RANs.

The best RANs for each user always change depending on the user’s location
and situation, the network traffic load, the available and required QoS and so on.
By vertical handover among different RANs, it becomes possible to optimize the
radio resource usage of the whole wireless network environment. The architecture
to exchange information required for radio resource usage optimization has been
already standardized as IEEE 1900.4 [5]. To find the best RAN for all users
to optimize the radio resource usage according to such information becomes a
combinatorial optimization problem. There are a lot of researches to improve
various factors, such as user throughput, load balancing, user QoS optimization
and so on. To improve those factors, some of those researches utilize mutually
connected neural network [6] to solve those combinatorial optimization problems
[7,8]. Since the mutually connected neural network solves the problem by its
autonomous and distributed dynamics, there is no need to run the algorithm at
a centralized server with a heavy computational cost, and also no need to collect
all of information of large scale network to one centralized server.

In this paper, we evaluate the effectiveness of the neural network approach
by computer simulations and real experiments on an experimental wireless net-
work. We apply this optimization approach to load balancing of the traffic, which
improves fairness for the users and RANs. For the implementation for real ex-
periment, we use the Cognitive Wireless Cloud (CWC) system [10], and verify
the capability of the proposed approach.

2 Load Balancing Based on Neural Network Dynamics

There are a lot of factors to be optimized for the RAN selection in heterogeneous
wireless network environment. In IEEE 1900.4 [5], various kinds of information
are defined to be exchanged between the network side and the terminal side
to choose the best wireless links to be connected. In this paper, we examine
the performance and effectiveness of the neural network based algorithm by
optimizing the load balancing while keeping maximization of the throughput
per user.

First, we define the available throughput per user by an equation. For simpli-
fying the experiments in this paper, we assume that all the terminals are com-
municating by a best-effort type application, and capacity of each access point is
shared equally among the terminals connected to the same access point. Under
such an assumption, available throughput for each terminal can be approximately
defined as Ti(t) = Chlink(i)/N

AP
hlink(i)(t), where NAP

j (t) is the number of terminals
connected to the access point j, Cj is the total of the throughput which the access
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point j can provide, hlink(i) is the access point which the terminal i is currently
connecting.

In order to optimize the fairness and the total of the throughput at the same
time, we use the following objective function,

EOBJ(t) =
Nm∑

i=1

1
Ti(t)

=
Nm∑

i=1

NAP
hlink(i)(t)

Chlink(i)
, (1)

where Nm is the number of mobile terminals in the network. By minimizing this
simple function, the fairness and the total of the throughput can be optimized
at the same time. Minimization of the reciprocal of the throughput Ti(t) means
maximization of the throughput. Moreover, the value of EOBJ(t) becomes small-

est in the case that all Ti(t) becomes equal, when the total
Nm∑

i=1

Ti(t) is fixed.

The problem is formulated as a combinatorial optimization problem that finds
an optimal state of RAN selection for each terminal.

In order to minimize this simple function autonomously without collecting
whole information and computing everything at one server, we introduce opti-
mization dynamics of the mutually connected neural network. It is well-known
that the energy function of the mutually connected neural network,

ENN(t) = −1
2

Nm∑

i=1

NAP∑

j=1

Nm∑

k=1

NAP∑

l=1

Wijklxij(t)xkl(t) +
Nm∑

i=1

NAP∑

j=1

θijxij(t). (2)

always decreased and converges to a state corresponding to a minimum of this
energy function by a typical neuronal update , such as the following equation,

xij(t + 1) =

⎧
⎪⎨

⎪⎩
1 for

Nm∑

k=1

NAP∑

l=1

Wijklxkl(t) > θij ,

0 otherwise,

(3)

where, xij(t + 1) is the output of the (i, j) th neuron at time t, Wijkl is the
connection weight between the (i, j) th and (k, l) th neurons, θij is the threshold
of the (i, j) th neuron, respectively. The conditions for this convergence are that
the weights of the self feedback connections are 0, wijij = 0, that the weights of
the connections between the same pairs of neurons are equal, wijkl = wklij and
that each neurons should be updated asynchronously.

To apply this neural network to solution search in a combinatorial optimiza-
tion problem, first we have to define the relation between each solution and the
firing pattern of the neural network. Since the problem is to find the wireless
links which should be selected, we relate the firing of the (i, j) th neuron with
an establishment of the wireless link between the terminal i and the access point
j as shown in Fig. 1.
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Fig. 1. Relation between firings of the neurons and establishments of the wireless links

Based on the relation described in Fig. 1, Eq. (1) can be transformed to a
following form, a function of the state of neurons xij(t).

EOBJ(t) =
Nm∑

i=1

NAP∑

j=1

Nm∑

k=1

NAP∑

j=1

1
Cj

(1 − δik)δjlxij(t)xkl(t) +
Nm∑

i=1

NAP∑

j=1

1
Cj

xij(t). (4)

By comparing Eqs. (2) and (4), we can obtain the connection weights and thresh-
old to minimize Eq. (1), as follows,

Wijkl = −2
1
Cj

(1 − δik)δjl, (5)

θij =
1
Cj

. (6)

In the transformation from Eq. (1) to Eq. (4), we need to be careful to avoid self-
feedback connection being larger than 0 to satisfy the condition of minimization
on the energy function described above.

By autonomously updating each neuron by Eq. (3) with these obtained val-
ues, the state of the whole wireless network converges to an optimum state. In
order to run this algorithm without centralized computation, we distribute the
neurons to each corresponding terminal. Each terminal updates assigned neuron
autonomously, makes a handover decision according to the state of the neurons,
and hands over to the corresponding selected access point. This decentralized
process optimizes the radio resource usage without any centralized computation.

In this paper’s experiments, we assume that each terminal can establish only
one wireless link with one access point at the same time. To satisfy such con-
straint, we need to control the number of firings one for each terminal. Usually, in
the optimization neural network approach, we introduce a constraint term into
the energy function. However, it sometimes could not be satisfied by local mini-
mum problems and fatal infeasible solutions are obtained frequently. Therefore,
in this paper, we introduce a maximum firing neuron,

xij(t + 1) =
{

1 if yij(t + 1) = max{yi1(t + 1), . . . , yiNAP (t)},
0 otherwise,

(7)
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Fig. 2. Average throughput and fairness index of the proposed algorithm based on the
neural network dynamics

where, yij(t + 1) =
Nm∑

k=1

NAP∑

l=1

WA
ijklxkl(t) − θA

ij ,. By this update equation, we can

keep one firing for each terminal.
The performance of the proposed optimization method for throughput maxi-

mization and load balancing is evaluated by comparing with the case that each
terminal selects an access point which provides highest capacity in its location.
To evaluate load balancing performance, we introduce the Jain’s fairness index
[11],

J =

(
Nm∑

i=1

Ti(t)

)2

Nm

Nm∑

i=1

(Ti(t))
2

. (8)

The results of the average throughput and the fairness index obtained by com-
puter simulations are shown in Fig. 2. From the Fig. 2, we can confirm that
the proposed method, which does not require any centralized computation, is
effective for load balancing with improving the throughput, since both the av-
erage throughput and the fairness index could be improved. We have tested the
proposed algorithm in the case with up to 200000 terminals.

3 Design and Implementation of a Neural Network Based
RAN Selection Algorithm

In our implementation of the algorithm, the neurons are updated on each ter-
minal distributively and autonomously. For each terminal, the neurons on the
corresponding column in the left figure of Fig.1 are assigned. In real computation,
each terminal has to calculate only for a limited number of neurons corresponding
to available access points, which are detectable and reachable for the terminal,
because we cannot establish a wireless link even if the neurons corresponding to
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unavailable links fire. By omitting those neurons corresponding to unavailable
wireless links, scalability of the proposed system can be much improved.

In this paper, as an experimental wireless network to implement our algorithm,
we use the CWC system [9,10]. This experimental system covers any functionality
defined in IEEE 1900.4. In this system, various kinds of context information can
be exchanged between the Network Reconfiguration Manager (NRM) on the
network side and the Terminal Reconfiguration Manager (TRM) on the terminal
side, via the Radio Enabler (RE).

In CWC system, three types of wireless network interfaces are defined. One
of them is used as a common signaling channel [1,2] (RE in IEEE 1900.4) to
exchange various context information. The second one is used to discover the
available RANs. The last one is used as the RANs for the data communications.
The terminal can seamlessly handover among different RANs, by switching care-
of IP addresses for IP-in-IP capsuling packets between the mobility manager and
the mobile terminal, that is almost the same procedure as the mobile IP[3]. The
CWC system has additional function which enables IP address switching with
multi-link aggregation support, but we do not consider it in this paper. We have
developed the mobility manager, NRM, and the mobile terminals on the Linux
operating system. To the mobile terminals installed on laptop PCs, we can attach
various RAN interfaces which provides connectivity to the global Internet with a
global IP address, by wireless LAN, 3G cellular systems, PHS and so on. In the
following experiments, we use the wireless LANs for evaluating our algorithm
based on the neural network dynamics.

In order to update each neuron, each terminal needs to obtain the state of
other neurons which have non-zero connection weight with it. The states of those
neurons can be derived from the information of each terminal’s connecting ac-
cess point, because the relation between the neurons’ states and the selected
wireless link is clearly defined so in Fig. 1. Therefore, in the implemented ex-
perimental system, each terminal receives such wireless link information of the
other terminals, which have the neurons connected to the updating one. The
information is transmitted to each mobile terminal’s TRM via the NRM. Using
such collected information, each terminal updates their neurons. According to
the updated states of the neurons, each terminal autonomously selects an access
point, and hands over to the selected one.

In the experiment described in the followings, we have used 4 wireless LAN
access points and 8 mobile terminals. One of the access points and all of the
terminals are placed in a same room. Other three access points are placed in
another room. A scenario of this experiment is as follows. The mobile terminals,
MT1, MT3, MT5, MT7 and MT8, are initially connected to one of those access
points and communicating by the best-effort protocol. Between 50 to 100 seconds
after the start of the experiment, the mobile terminals, MT2, MT4 and MT6
start their communications, and the additionally connected to the network. We
observe the behavior of the algorithms in this scenario.

For a comparison, we have implemented and tested two algorithms. The first
algorithm is that each terminal autonomously selects an access point which has
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Fig. 3. Time series of selected access points by two algorithms, a generic algorithm
in which each mobile terminal selects an access point with the strongest RSSI, on the
left, and the proposed algorithm in which each mobile terminal selects an access point
based on neural network dynamics optimizing the fairness, on the right

strongest RSSI. The second one is based on the proposed neural network dynam-
ics described in Sec. II. Figure 3 shows the time series of the selected access points
of each terminal in those two algorithms. From the Fig. 3 (left), a strongest RSSI
selection tends to select the access point 1 which is located in the same room. On
the other hand, in the case of proposed neural network based algorithm shown
in Fig. 3 (right), selected access point is balanced. After joining of MT2, MT4
and MT6, it took only few neuron updates to converge to an optimal state that
the loads of the access points are balanced.

It should be noted that our algorithm does not require any centralized compu-
tation to achieve the optimal state. Each terminal exchanges context information
corresponding to the neuron state, updates the state of the neurons based on the
context information, selects an access point according to the updated state of
the neuron, and hands over to the selected the access point. This is distributed
and autonomous process. Although we have tested this algorithm in the experi-
mental network with a limited size, we have already shown that this algorithm
performs well also in large-scale network by computer simulations.

4 Conclusion

In this paper, we have applied the distributed optimization dynamics of the
mutually connected neural network to load balancing of the wireless networks.
Since the proposed algorithm does not require any centralized computation,
it is suitable for distributed networks, such as the heterogeneous wireless net-
work environment in which each network is managed by different operator. We
have shown that the proposed distributed algorithm can optimize fairness of the
throughput in a large-scale wireless network, by computer simulations.

Furthermore, we have developed an experimental network to verify the effec-
tiveness of the proposed optimization framework. By comparing our algorithm
with a general network selection, we have shown that it is possible to optimize
total network resource usage without any centralized decisions or computations.
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In this paper, although we have applied our proposed framework only to
the load balancing problem, it is applicable to various kinds of optimization
problems. In Refs. [12] and [13], we have shown that our distributed algorithm
based on the neural network can also optimize other objective functions, such as
costs, power consumption and so on, by using more complicated model. In our
future work, we are going to apply improved version suitable for more realistic
cases in radio resource usage optimization in heterogeneous wireless networks,
with evaluations in real experimental wireless networks.
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In: Köppen, M., Kasabov, N., Coghill, G. (eds.) ICONIP 2008, Part I. LNCS,
vol. 5506, pp. 851–858. Springer, Heidelberg (2008)

13. Hasegawa, M., Tran, H., Miyamoto, G., Murata, Y., Harada, H., Kato, S.: User-
Centric Optimum Radio Access Selection in Heterogeneous Wireless Networks
based on Neural Network Dynamics. In: Proc. of IEEE Wireless Communication
and Network Conference (2008)


	Design and Implementation of an Optimal Radio Access Network Selection Algorithm Using Mutually Connected Neural Networks
	Introduction
	Load Balancing Based on Neural Network Dynamics
	Design and Implementation of a Neural Network Based RAN Selection Algorithm
	Conclusion
	References



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c006500720020003700200061006e006400200038002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300030003800200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e0063006f006d000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice




