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Abstract. Attribute Selection (AS) is generally applied as a data pre-processing 
step to sufficiently reduce the number of attributes in a dataset. This study uses 
six different data mining AS methods to identify a few key driving climate and 
air pollution attributes from small attribute sets (16 attributes) to increase 
knowledge about the underlying structures of acute respiratory hospital admis-
sion counts, because understanding key factors in environmental science data 
helps constructing a cost effective data collection and management process by 
focusing on collecting and investigating more representative and important 
variables. The performance of the selected attribute set was tested with Ant-
Miner and C4.5 classifiers to examine the ability to prediction the admission 
count. Removal of attributes was successful over all AS methods, especially 
TNSU (a newly developed AS method, Tree Node Selection for unpruned), 
which achieved best in removing attributes and some improving the classifica-
tion accuracy for Ant-Miner and C4.5. However, the overall prediction accu-
racy improvements are small, suggesting that AS selects attribute sets suffi-
ciently enough to maintain the accuracy for Ant-Miner and C4.5.  

Keywords: Attribute Selection, Ant Miner, Air pollution, Hospital admission. 

1   Introduction 

Attribute Selection (AS) methods are generally applied to practically reduce computa-
tion time on large data sets, e.g., the thousands of attributes that are often seen in text 
or web mining problems, whereas attribute sets in environmental science can be rea-
sonably small, e.g., from ten to less than hundreds, due to availability and accessibil-
ity, e.g., historically unmeasured variables or limitations in setting up monitoring 
sites. AS acts as a knowledge discovery tool by ranking the importance of attributes 
(ranking filter method) or selecting a subset of attributes (subset evaluator) [1, 2, 3]. 
This study uses four commonly known AS methods in WEKA [4]; Information Gain 
Attribute Ranking (IG) [5], Relief (RLF), e.g., [6], Correlation-based Feature Selec-
tion (CFS) [2], Consistency-based Subset Evaluation (CNS) [7] and a newer AS 
method; Tree Node Selection (TNS) for unpruned (TNSU) and for pruned (TNSP) 
[1], to identify fewer but key climate and air pollution factors to understand the under-
lying structures of acute respiratory hospital admission patterns.  
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Performance of each selected attribute set (input) was then tested with the Ant-
Miner [8] and C4.5 [5] algorithms to observe prediction ability of admission pattern 
(class; yes for two or more admission counts otherwise no, which follows outbreak 
definition [9]). While the acute respiratory admissions are commonly known to be 
affected by changes in various air pollution and climate levels and generally investi-
gated by statistical analysis [10], the goal of this study is to determine key climate and 
air pollution factors for respiratory hospital admissions from applying AS methods 
rather than reducing the attribute dimensions, which is a new approach in studying air 
pollution and health. To the best of our knowledge, these data mining attribute selec-
tion methodologies have not been commonly examined as data pre-processing meth-
odologies or for selection of key attributes to obtain improved results for the  
Ant-Miner classifier. In particular, solving environmental science problems by using a 
combination of Ant-Miner and attribute selection is not yet a common procedure.   

The next method section briefly outlines each AS method, followed by previous 
AS in Ant-Miner, the study data, in addition to introducing the motivation for produc-
ing the admission prediction model for the study site, and how AS methods would 
help. The final two sections present results and discussions, and summarize the find-
ing as conclusions. The aim of this paper is to introduce applications of various AS 
methods with Ant-Miner and C4.5 algorithms for a real environmental science case 
study. The brief descriptions of AS, Ant-Miner and C4.5 algorithms are discussed or 
omitted as details are shown in [1, 2, 4, 5, 8, 11].  

2   Methods 

2.1   Background of Attribute Selection Methods 

Detailed performance of AS methods, e.g., classification accuracy and reduction of 
attributes, that were used in this study were previously investigated by [1] for testing 
IG, RLF, CFS, CNS and wrapper methods to propose TNSP and TNSU, and [2] for 
testing IG, RLF, CNS, principal component analysis and wrapper methods to propose 
CFS, from applying naïve Bayes and C4.5 algorithms on various sized benchmarking 
databases. For example, reference [1] tested 33 benchmark datasets from 4 attributes 
to less than 300 attributes and from 40 to less than 50,000 instances. The selected 
attribute set varies depends on how each algorithm works; see details in [1, 2, 4]. The 
simplest attribute selection method [2] is IG [5], which quickly selects and orders 
attributes by importance by measuring the information gain in respect to the class, 
RLF [6] searches important attributes by repeatedly selecting a randomly selected 
instance from its two nearest neighbours between the same class and others, CNS [7] 
looks for a subset of attributes with the best consistency in class values, CFS [2] 
searches for a good subset of attributes by considering the usefulness of individual 
features at predicting each class, and a newer attribute selection method, Tree Node 
Selection (TNS), identifies a set of attributes using a pre-constructed decision tree as 
an information source by counting numbers of instances that go through nodes and 
classes. For example, the root node of a decision tree tends to be most important as it 
connects to the rest of the nodes to distribute instances to classes, but if the attribute 
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was more frequently used to construct many leaf nodes, then that attribute can also be 
important; see details in [1]. 

From the benchmark experiments, references [1] and [2] found that the wrapper is 
the best AS method, but it is time consuming. Reference [1] found that TNS per-
formed consistently in reduction of attributes and obtained high accuracy over various 
data mining attribute selection approaches, whereas other methods tend to trade off 
performance in reduction of attributes and accuracy. Reference [2] found that CFS, 
CNS and RLS are good overall, but there is a trade off in performance among them. 

2.2   Attribute Selection with Ant-Miner 

The Ant Colony Optimization (ACO) algorithm is a swarm intelligence technique that 
mimics real ant behaviour. Recently, ACO has been used to solve attribute or feature 
selection problems. Reference [12] used ACO in rough set theory [13] to obtain high 
accuracy and minimum sets of features, since ACO finds solutions rapidly with very 
small cardinality during its pheromone update rule and solution construction process. 
Reference [14] developed an ACO feature selection method and tested it on a text 
categorization problem against other data mining and statistical attribute selection 
methodologies, Information Gain (IG), χ2 statistics (CHI) and genetic algorithms 
(GA), by performing nearest neighbour classification. They found that ACO outper-
formed IG and CHI, and GA is almost comparable to ACO in terms of maintaining 
the accuracy and selecting minimum feature subsets. They stated that for datasets with 
more features, ACO has a strong search capability in the problem space, as a search 
continues until the optimal solution is found, whereas GA cannot find a better one 
after finding a sub-optimal solution.  

2.3   Ant-Miner and C4.5 Classifiers  

In order to test performance of attribute sets selected by AS methods, Ant-Miner and 
C4.5 algorithms were used to compare the prediction ability of admission counts 
using the smaller sets of selected attributes. Since this study is a preliminary investi-
gation, the traditional Ant-Miner [8] has been used, because it is still a flexible and 
robust classification mining method which works well [15, 16], even though newer 
Ant-Miner algorithms have been developed, e.g., Ant-Miner 2 [17], ACO-Miner [11] 
and TACO-Miner [16]. In comparison to Ant-Miner, one of the most well known 
classification algorithms, C4.5 [5], was tested because Ant-Miner [8] is similar to a 
decision tree algorithm that discovers classification rules by following a divide-and-
conquer approach: 

IF < term1 and term2 and ...> THEN <class> 

However, the heuristic functions for decision tree algorithms and Ant-Miner differ in 
how they consider the entropy; for the former they are computed for an attribute as a 
whole, but the latter computes them for an attribute-value pair only [8]. For Ant-
Miner and C4.5 used the default parameter setting of Ant-Miner software [8] and 
WEKA [4] respectively was used.  
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2.4   Attribute Selection Process 

Fig. 1 describes attribute selection steps. Firstly, the entire data (full attribute set) was 
divided into 90% (from the start of the studied period) and 10% (towards the end of 
studied period) to create the training and test set. Ant-Miner and C4.5 classifiers are 
applied on the training set to obtain the original classification accuracy (before the AS 
process) via the 10-fold cross validation process. Secondly, two sets of AS ap-
proaches are carried out. Ranking filter approaches (TNSP, TNSU, IG and RLF) 
ranks each attribute by its importance, i.e., the top labelled rank from “1” indicates the 
most important attribute and so on. Each set of ranked attributes separately runs the 
Ant-Miner and C4.5 classifiers, iteratively removing the least important attribute one 
by one to obtain the classification accuracy and the process continues until a single 
attribute remains. Subset evaluator approaches (CFS and CNS) select the attribute set 
at once, whereas the attribute set that obtained the highest accuracy for the ranking 
filter is used for the prediction process. Ant-Miner and C4.5 are separately run with 
the selected subset of attributes from the training set to extract classification rules. 
The created rules are then tested on the test set (unknown data points, not used to 
select the attribute set) to obtain the prediction accuracy, the final classification accu-
racy, of the respiratory admission pattern.  

To identify key climate and air pollution factors for the admission pattern, the ob-
tained attribute set (with the highest classification accuracy) is examined and com-
pared among AS methods. Here, the top 3 commonly selected attributes throughout 
all AS methods will be summarised as follows. When TNSU ranks TG at rank 1, it 
gives one point to TG. If another AS method ranked TG at rank 2, it adds another 
point to TG. The total points are added up. The attribute that records the highest score 
is considered to be the most frequently selected attribute over all AS methods. Note 
that all points are counted equally as “one point” regardless of rank, i.e., first or third 
rank. 

 
Fig. 1. Attribute selection processes for Ant-Miner and C4.5 classifiers 
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Relative proportion of selected number of attributes (in %) is calculated to compare 
the attribute reduction performance among all AS methods. The two sample means 
(and standard deviation) of the original and final classification accuracy of Ant-Miner 
and C4.5 are calculated to assess how the means of classification accuracy differ 
among classification algorithms.  

2.5   Studied Data 

The study area, Christchurch, New Zealand, suffers from severe air pollution prob-
lems in winter due to domestic heating by burning wood, e.g., [10]. The studied area, 
Christchurch City, is located in the South Island of New Zealand. The main winter air 
pollutants in Christchurch are carbon dioxide (CO2) from domestic heating and motor 
vehicles, particulate matter (PM and PM10, particles of diameter 10 micrometers or 
less) from domestic heating, sulfur dioxide (SO2) from industry, e.g., [10]. Some 
pollutants can record beyond the acceptable air pollution guideline during winter due 
to the heavy use of wood for domestic heating. It is desirable to promote a good pre-
diction method for the outbreak acute admission rate in order to help with the hospital 
care management.  

A total of 16 daily measurements was collected over a four year period (October 
1998-September 2002) from a single air pollution monitoring site, located in a me-
dium-size residential area (see details in [10]) in northern Christchurch City, of air 
pollution and climate is investigated; PM10, SO2, CO2, relative humidity (RH), an 
indication of the temperature inversion formation (calculated from the difference 
between the temperatures at 1m and 10m above the ground, with negative values 
indicating temperature inversion formation, labelled separately as TG, TT and TD), 
wind speed (WS), wind direction (Wdir), atmospheric pressure (P), radiation hours 
(Rad), sunshine hours (Sun), rainfall (Rain), maximum and minimum daily tempera-
ture and the average of these (TMax, TMin and TAv). All air pollution and climate 
data were scaled (no specific units). Over the same period, daily counts of acute hos-
pital admissions due to respiratory system problems (ICD-9: 460-519) were obtained 
for residents domiciled within 2 km (age 0-98 years, n=878 for female, and n=1061 
for male) of the air pollution monitoring site. The studied data contained a maximum 
of about 4% missing values, mainly from SO2 and temperature inversion data points, 
but were separately imputed and did not significantly alter results.  

3   Results and Discussion 

3.1   Key Attributes for the Admission Outbreak 

Table 1 shows a summary of numbers and relative reduction (in %, with higher pro-
portions indicating greater reduction) of selected numbers of attributes. TNSU se-
lected only three attributes (minimum subset and 81.3% reduction) whereas CNS 
selected 11 attributes (maximum subset and 31.3% reduction). TNSU and TNSP se-
lected the smallest numbers of attributes. The rest of the AS methods selected more 
than 7 out of 16, so about half of the attributes were removed. Table 1 also shows a 
summary of selected attributes and an assessment of top 3 selected attributes over all 
AS methods. The TNSU selected TG, CO and RH. The top 3 most commonly  
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selected attributes over all AS methods are CO and RH, which are ranked highest (4 
times) and followed by SO2 and TG (3 times). It could be said that these four attrib-
utes are key factors that can help improving or are underline potential factors of the 
admission prediction. Additionally, all three attributes selected by TNSU are three of 
the four most commonly selected attributes by all other AS methods. 

3.2   Selection of Attributes for Ant-Miner and C4.5 

In Table 2, the means of Ant-Miner and C4.5 from the training sets shows the mean 
of Ant-Miner (µ=65.8) is not significantly larger, or even equal (p=0.05 for one-tailed 
using assuming equal variances, as F-test for equal variances shows p=0.13) to C4.5 
(µ=65.0). While using all attribute sets recorded similar classification accuracies 
(Ant-Miner; 64.5% and C4.5; 63.8%), the removal of attribute was not carried out to 
significantly improve the classification accuracy. However, the proportion of attribute 
removal was significantly successful (up to 81% for TNSU) and the quality of classi-
fication accuracy was maintained, even with much smaller attribute sets. 

Although, overall Ant-Miner classification accuracy (training set) recorded slightly 
higher classification accuracy with the ranking filter approaches; RLF (66.3%), TNSP 

Table 1. Numbers of selected attributes, relative attribute reduction (in %) and a summary of 
selected attributes 

Proportion of original class:     
yes 49%  no 51%

TNSU TNSP RLF IG CFS CNS Full   
Attribute frequency 

(Top 3)

# of selected attributes 3 5 7 9 8 11 16
Reduction of attributes (%) 81.3 68.8 56.3 43.8 50.0 31.3 0.0

Ranking of attributes
1  (most important) TG TG RH TG SO2 SO2 SO2 3

2 CO RH TD TT CO CO CO 4
3 RH CO SO2 Rad RH PM10 PM10 1

4 SO2 TD Tmin TG RH RH 4
5 Tmax Tav TD TD TG TG 3
6 Rad Tmax Rad TT TT 1
7 Tmax Tav Tmax TD TD 1
8 SO2 Tmin Rad WS
9 RH Tmax Wdir

10 Tmin P
11 Tav Rad 1
12 Sun
13 Rain
14 Tmax
15 Tmin

16 (the lowest ranking) Tav

Table 2. Summary of classification accuracy for training and test sets for Ant-Miner and C4.5 
classifiers 

Classification
Full         

(before AS)
TNSU TNSP RLF IG CFS CNS Mean SD

Two-sample means of 
Ant-Miner and C4.5

Ant-Miner (training) 64.5 66.0 66.2 66.3 66.1 64.8 65.5 65.8 0.6
C4.5 pruned (training) 63.8 65.8 65.9 65.9 64.0 64.4 63.8 65.0 1.0

Ant-Miner (test) 54.3 59.3 55.7 55.0 47.9 54.3 56.4 54.8 3.8
C4.5 pruned (test) 54.3 57.9 54.3 55.0 56.4 54.3 54.3 55.4 1.5
Ant-Miner rules 7 7 7 7 7 8 8

C4.5 leaves 7 4 7 3 4 8 7
C4.5 size of tree 13 7 13 5 7 15 13

p =0.37  (one-tail)

p =0.05 (one-tail)
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(66.2%), IG (66.1%) and TNSU (66.0%), compared with the subset evaluator; CNS 
(65.5%) and CFS (64.8%). Similarly, overall C4.5 classification accuracy (training 
set) recorded similar classification accuracies, but also filter AS approaches; RLF and 
TNSP (65.9%), and TNSU (65.8%) except IG (64.0%) performed slightly better than 
subset evaluator approaches CFS (64.4%) and CNS (63.8%). Note that Table 2 also 
shows the information about the constructed rule, e.g., size of tree or number of rules, 
but are not specifically discussed.   

3.3   Testing Prediction Performance with Selected Attributes for Ant-Miner and 
C4.5 

Results of predicted admission accuracy are also summarised in Table 2. The two 
means of Ant-Miner and C4.5 using the test sets suggests that there is no significant 
evidence to say that the mean of C4.5 prediction accuracy (µ=55.4%) over all AS 
methods are higher than or equal to Ant-Miner (µ=54.8%) (p=0.37 for one-tail using 
assuming unequal variances, as F-test for equal variances shows p=0.03). While the 
original class proportion of yes is 49% and no is 51%, it could be said that both classi-
fiers are slightly more effective than just guessing either class, especially TNSU for 
Ant-Miner, which achieved the highest prediction accuracy around 60%. In fact, 
TNSU also obtained the highest prediction accuracy for C4.5 (57.9%). On the other 
hand, IG recorded the lowest prediction accuracy for Ant-Miner (47.9%) and CFS and 
CNS recorded the lowest for C4.5 (54.3%). As previously mentioned, the AS method 
may be slightly more effective on Ant-Miner than C4.5. 

Even though the classification accuracy was not significantly improved with 
fewer attributes, a possible reason why TNSU provides the highest prediction accu-
racy for Ant-Miner over C4.5 can be considered that TNS searches important at-
tributes by assessing the connectivity of adjacent nodes in the decision trees; fre-
quently connected pairs of attributes in the decision tree are more important than 
ones that are not connected. Ant-Miner rules are constructed by pheromone trails, 
which produce high solutions based on a high probability pair of attributes during 
updating pheromone iteratively as ants write, read and estimate the amount of 
pheromone trail to build a good solution [11]. Hence, the attributes that are selected 
by TNS may strengthen the search between attributes for Ant-Miner because Ant-
Miner similarly searches attributes that have higher probability between nodes 
(pheromone trial). Providing fewer but specifically selected representative attributes 
may help increase efficiency in finding a solution in the Ant-Miner in less confus-
ing manners. Whereas IG measures the information gained with respect to class, it 
may not directly consider the strengths between attribute nodes. Surprisingly, CFS 
produced the same classification accuracy regardless of removing or full attributes 
sets for both Ant-Miner (54.3%) and C4.5 (54.5%), even though CFS selects indi-
vidual features at predicting each class along with the level of inter-correlation [2], 
which could strength the path that was taken during the Ant-Miner search. The 
studied data set may not have such good level of inter-correlation. 

4   Conclusions 

This paper examined six different data mining attribute selection (AS) methods, 
TNSU, TNSP, RLF, IG, CNS and CFS, to extract key climate and air pollution factors 
by predicting the acute respiratory admission counts with Ant-Miner and C4.5  
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algorithms. TNSU preformed best to remove up to 80% of the attributes by selecting 
only three attributes; temperature at ground level, carbon monoxide and relative hu-
midity, and obtained a classification accuracy improvement (from 2% to 5%) for both 
Ant-Miner and C4.5. All other AS methods removed approximately half of the attrib-
utes, seem to trade off between attribute reduction performance and maintaining pre-
diction accuracy. This is a preliminary experiment using data mining AS methods on 
environmental and health study with Ant-Miner. It will be expected to keep investi-
gating other newer Ant-Miner algorithms, such as Ant-Miner 2, ACO-Miner, and 
TACO-Miner, with much larger attribute sets in future.  
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